
Commentationes Mathematicae Universitatis Carolinae

Antonio R. Tineo
Existence of solutions for a class of boundary value problems for the equation
x′′ = F (t, x, x′, x′′)

Commentationes Mathematicae Universitatis Carolinae, Vol. 29 (1988), No. 2, 285--291

Persistent URL: http://dml.cz/dmlcz/106638

Terms of use:
© Charles University in Prague, Faculty of Mathematics and Physics, 1988

Institute of Mathematics of the Academy of Sciences of the Czech Republic provides access to
digitized documents strictly for personal use. Each copy of any part of this document must
contain these Terms of use.

This paper has been digitized, optimized for electronic delivery and
stamped with digital signature within the project DML-CZ: The Czech Digital
Mathematics Library http://project.dml.cz

http://dml.cz/dmlcz/106638
http://project.dml.cz


COMMENTATIONES MATHEMATICAE UNIVERSITATIS CAROLINAE 

29,2 (1988) 

EXISTENCE OF SOLUTIONS FOR A CLASS OF BOUNDARY VALUE 

PROBLEMS FOR THE EQUATION 

x*=F(t,x,x', x") 

Antonio TINEO 

Abstract: An existence theorem for a boundary value problem 

x*=F(t,x,x',x*) is proved. 

Key words: Boundary value problem 

Classification: 34B15 

0. Introduction. In this paper we will prove an existence theorem for 

the boundary value problem 

(0.1) x*=F(t,x>x'>x*); x«E 

where F:t0,ll xR — • R is a continuous function and E is a closed subspace of 
2 
C (10,H,R) of codimension two such that for all x«E there exist "t0

="tQ(x) c 

t £0,1) with 

(0.2) |x(t)|*|x(t0)| (0*t*l) and x'(tQ)=0 

2 We will call such subspace E an admissible subspace of C . 

Our main result is the following. 

0.1. Theorem. Suppose that 

1) there exist R>0 such that 

F(t,-R,0,0)e60*F(t,R,0,0) ( Q . 4 t * l ) . 

2) There exist c*L0,U and h:l0,oo) —*» (0,oo) continuous such that 

|F(t,x,y,z)|Ah(|y|)+c|z| if |x|*R . 

(o.3) /"fy^-c)^ 

3) The function z —* z-F(t,x,y,t) is strictly increasing for each fix­

ed (t,x,y)« t0,l)x£-R,Rl*R. 

Then the problem (0.D has at least one solution u such that |u(t)|*R 

(OAt-U). -285-



Remarks 

a) When F(t,x,y,z)=f(t,x,y) do not depend on z, our result includes 

some Granas, Guenther and Lee Theorems £11,£2]. 

b) Our Theorem is an alternative to Theorem 1.1 of £3]. In fact, it 

is interesting to compare the hypothesis (i) of this theorem with our hy­

pothesis (3). Moreover;, our Theorem covers the principal examples of exis­

tence treated in £3l (see § 2 below). 
o 

c) The author has classified the admissible subspaces of C (£0,1],R) 

which are described by equations of the form 

a. x(0)+a« x'(0)+a-. x(l)+a4 x'(l)=0 

bx x(0)+b2 x'(0)+b3 x(l)+b4 x'(l)=0 

where a,,...,a , b,,...,b. are fixed real numbers. 

1. Proof of the main result. In the following C° denotes the space of 

all continuous functions u:£0,H—*R; with the usual norm 

ttull0=sup -I|u(t)|: 0 4 t * l i . Moreover, C denotes the space of all C-func­

tions u:£0,l]-> R with the norm Rull^max UukQt Hu'H0, |u
MH0]r. 

1.1. Proposition. Let $> 0 and let us define 1+ :C2—> C° by L(x)= 
2 

=xH- ex. If E is an admissible subspace of C then the restriction of Lft 

to E is an isomorphism onto C . 

Proof. Let xcE such that L-(x)=0 and choose t • £0,11 satisfying 

(0.2), then x(tQ) x
n(to)40 and hence Ex(tQ)

24 0. So x=0 and C 2=E©Ker 1. 

The proof follows now easily. 

Now, using the arguments in § 2 of £11 and Theorem 3.1 of £21, it is ea­

sy to prove the following result: 

1.2. Proposition. Let f:£0,13x R — • R be a continuous function and sup-

that 

pose that there are R.>0 and a continuous function h :£0,o»)—* (0,oo) such 

1) f(t,-R,0)40*f(t,R,0) (0*t*l) 

2) | f ( t , x , y ) | . * h ( | y | ) if |x|*R 

3) tms h (s)"1ds>2 R. 
0 2 

If E is an admissible subspace of C then the problem 

tx*=f(t,x,x'), xcE] has at least one solution u such that Jlull-*R. 

Proof of Theorea 0.1. 
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Clain 1. For each (t ,x ,y )c(0,l«)xL-R,R.)*R there is a unique z c R 

such that z0=F(t0,xo,y0,zo). 

Proof. Let us define A : R — * R by A(z)=z~F(t ,xQ,y0,z); then by hypo­

thesis (2) and (3) of Theorem 0.1 we have that A is a bijective function and 

hence there is z such that A ( z )=0. So the proof of Claim 1 is finished. 

By Claim 1 there is a function fo:£0,l}x£-R,Rj*R—*R such that 

(1.1) f0(t,x,y)=F(t,x,y, fQ(t,x,y)) 

Clain 2. f is a continuous function. 

Proof. It is easy to prove that 

(1.2) |fo(t,x,y)|4(l-c)"
1 h(y) 

Suppose now that f is discontinuous at the point (t ,x ,y ) then there are a 

sequence -£(t ,x ,y )i in £0,l.}x£-R,R3* R and e > 0 such that t —*»t , 

x n ^ x o ' y n - ^ y o a n d 

(1.3) IW^'^VV^^o^ *• 
By (1.2) we conclude that ifQ(t ,x ,y ) \ is a bounded sequence and hence we 

can assume, without loss of generality, that f (t ,xn,yn) —.• z for some 

z C R. But we know that 

VVV^^VVV VVV^ 
and hence z

0
= F(t 0,x 0,y 0,z 0). So

 z
0
= f

0 ( V
x o , y o ^ On the other hand, by (1.3), 

one has |z -f Ct ,x ,y )| 2 & and this contradiction proves Claim 2. 

Clain 3. fo(t,-R,0)*0 -tf(t,R,0) (0-*t-<l). 

Proof. Let us fix t*£0,l3 and define A . R ~ * R by A(z)=z-f(t,R,0,z); 

we know that A is a bijective and increasing function; hence A( z) ~* + » • 

On the other hand A(0)= -F(t,R,0,0)4*0 and by Bolzano Theorem there is z £ 0 

such that A(zQ)=0; so zo=F(t,R,0,zQ) and by Claim 1 fo(t,R,0)=zo-5
,0. Simi­

larly, we can show that f (t,-R,0)-*0 ( O A t A l ) and the proof of Claim 3 is 

finished. 

Now let f:£0,l]*R — * R be a continuous extension of f ; by Claim 2 and 

3 we have that f satisfies the hypotheses of Proposition 1.2 with hQ=(l-c) h; 

in consequence there is uftE with Hull 4R such that u"(t)=f(t,u(t)»u'(t)). 

Hence u*(t)=fQ(t,u(t),u'(t)) and the proof follows from the relation (1.1). 
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Reaark. Theorem 0.1 remains true if the hypothesis (2) is replaced by 

|F(t,x,y,z)|Ah(|y|)+c(b|)z where h:t0,a>) — * (0,co) and c:t0,<x>)-* to,l) 

are two continuous functions such that 

r* (l-c(s))s ds .. B 

L 5 ? S 5— ' 2 R -
o 

For example, the integral above diverges if h(s)=A+Bs (A^O, B2T0) and c(s)= 

=1-CA0+BQ lnd+s)!"
1 (A Q>0, B Q2 0). 

2.ExaMples. In this section we apply Theorem 0.1 to some special cases of 

Problem (0.1). For purposes of comparison we shall consider some particular 

examples of 131. 

2.1. Corollary. Let H:[0,llxR —* R be a continuous function and let 

p t C°. Suppose that 

1) there is R>0 such that 

H(t,-R,0,0)-*min p*max p£H(t,R,0,0). 

2) There are A,B,C>0; c<l, such that 

|H(t,x,y,z)|*A+B y2+c|z| if |x|*R. 

3) The function z —,• z-H(t,x,y,z) is strictly increasing for all fixed 

(t,x,y)*C0,U*C- R,Rj*R. 

Then the generalized Lienard boundary value problem 

x*=g(x) x'+H(t,x,x\x,r)-p(t), xcE 

has at least one solution for all continuous functions g:R—* R and all admis-
2 

sible subspaces E of C . 

Proof. It is easy to prove that the function 

F(t,x,y,z)=g(x) y+H(t,x,y,z)-p(t) 

satisfies the hypotheses of Theorem 0.1 with 

h(y)=A+By2+0|y|+(lp|lo, 

when D=sup<|g(x)|:|x|4 R^. So the proof is finished. 

Remark. Compare with Theorem 3.1 of 131. 

2.2. Corollary. Let f,g:£0,ll* w —* R be continuous functions such that: 

1) There are R, «T> 0 such that 

f(t,-R,0)*-<f<«<f-W(t,R,0) (O-lt-U) 
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2) There are A,B2T0 such that 

| f ( t , x , y )UA+By Z . 

3) There is c, 0_Src< 1 such that 

|g(t,y,z1)-g(t,y,z2) |*c|z1-z2 | . 

4) There are A,,Bi-0 such that 

|g(t,y,0)|4A1+B1 y
2 

then the problem 

x*=f(t, x, x')+g(t,x',x")-p(t), xeE 

has at least one solution if E is an admissible subspace of C and iip-p I .S<f, 

where pQ(t)=g(t,0,0). 

Proof. Let us define F(t,x,y,z)=f(t,x,y)+g(t,y,z)-p(t), then F satis­

fies (0.4) and hence F satisfies the hypothesis (3) of Theorem 0.1. On the 

other hand 

|g(t,y,z)-g(t,y,0)|4c|z| 

and hence 

|F(t,x,y,z)|-4A+A1+(B+B1)y
2+c|z|+ttpll0. 

In consequence F satisfies the hypothesis (2) of Theorem 0.L Now it is easy 

to verify that F satisfies also the hypothesis (1) of Theorem 0.1 and so the 

proof is complete. 

Renark. Compare with Proposition 3.3 of [3). 

2 
2.3. Proposition. If cel0,l) and E is an admissible subspace of C then 

the problem 

x*=x3+x'2+c sin x^-p(t), xeE 

has at least one solution for each fixed. pcC°. 

Proof. It is easy to verify that the function 

3 2 
F(t,x,y,z)=x +y +c senz-p(t) 

satisfies the hypotheses of Theorem 0.1 with R= ttpll ' and h(s)=s +2R ; so 

the proof is finished. 

Renark. Compare with Proposition 3.1 of [31. 
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3. Uniqueness. In this section we shall prove a unicity Theorem for 

Problem (0.1) likewise Theorem 2.5 of 13}. 

3.1. Theorem. Suppose that F(t,x,y,z) has continuous partial derivati­
ves F (t,x,y,z), F (t,x,y,z) and F_(t,x,y,z) in L0,l}x R and suppose that 

x y -» z 
F < I and F x2 0 in 1.0,1}* R . If E is an admissible subspace of E and u, v 

are two solutions of Problem (0.1) then u-v is a constant function. In 

particular, the problem (0,1) has at most one solution in E, if E has no 

nontrivial constant functions. 

, If E contains the constant functions then the problem (0,1) has at most 

one solution in E in the following two cases: 

1) There is t. c t0,l} such that F (t, , x , y , z ) . * 0 for all (x,y,z). 

2) F x ( t , x , 0 , z ) ^ 0 if x.z40. 

Proof. Let us define x=u-v, it is easy to prove that there are a,b,c c 

t C° such that 

x*(t)=a(t)x(t)+b(t)x'(t)+c(t)x*(t), a ( t ) r o , c(t)<l. 

Now let us fix a positive function p: 1 0 , 1 } — * R of the class C such 

that 

p'(t)=-PcTx7P(t)-
2 

Now, considering g(t)=p(t)x(t)x (t), we have that g (t)=p(t)x (t) + 

+a(t)p(t) (l-c(t))"1x(t)2, because x'r=a(l-c)-1x+b(l-c)""lx'. In particular, 

g'20. 

Now, choose t € 10,1} satisfying (0.2), then x.x'2 0 in [t A} and 

x.x'*0 in [0,t }, hence |x(t)|>|x(t )| and in consequence x is a constant 

function. Suppose now that E contains the constant functions and suppose 

that u,v*E are two solutions of (0.1) such that u-frv. We know that v(t)= 

=u(t)+k for some kcR, k*0. Hence F(t,u(t)+k, u'(t), u#(t))=F(t,u(t), 

u'(t), u"(t)). In particular we have 

i) 0=k Fx(tpu(t1)+8k, u'(tp, u ^ t ^ ) for some 8€£0,1} 

(a contradiction), 

ii) k Fx(to,u(tQ)+8k,0,u
4'(to))=0, where t t 10,1} is chosen such that 

liull0=|u(to)| and u'(tQ)=0. Notice that u
#(tQ) u(tQ)-4 0 

(a contradiction). 

So the proof is now finished. 
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