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KYBERNETIKA—VOLUME 22 (1986), NUMBER 4 

CONTROLLABILITY OF NONLINEAR SYSTEMS 
WITH DELAYS IN BOTH STATE 
AND CONTROL VARIABLES 

K. BALACHANDRAN 

Relative controllability of nonlinear systems with distributed delays in state and control is 
considered. Using the Schauder fixed point theorem, sufficient conditions for relative controlla­
bility are obtained. These conditions extend some previous results by considering more general 
class of dynamical systems. 

1. INTRODUCTION 

Controllability of linear systems with lumped delays in state and control has been 
studied by Chyung [2] and Manitius and Olbrot [10]. Curakova [3] considered 
the controllability of linear systems with distributed delays in state and Klamka [7] 
for the systems with distributed delays in control. In [9], Manitius derived a determin­
ing equation and a sufficient condition for controllability of stationary systems with 
distributed delays in state and control. The results of [7] were extended to nonlinear 
systems by Klamka [8] and Balachandran [12]. An example of nonlinear system 
with distributed delays in control is given in [11]. Sufficient conditions were obtained 
by Dauer and Gahl [6] for nonlinear systems with distributed delays in state and 
lumped delay in control. In this paper we shall consider the controllability of non­
linear systems with distributed delays in both state and control variables. The approach 
we will use is to define the appropriate control and its corresponding solution by an 
integral equation. We then obtain the solution by applying the Schauder fixed point 
theorem. 

2. BASIC NOTATIONS AND DEFINITION 

Let c„+„,[t0, ti] denote the Banach space of continuous R" x Rm valued functions 
defined on the interval J = [f0> ti] with the norm defined as follows; for (z, v) e 
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e C„+m[t0, h], 
\\[z, v]\\ = |z| | + \\»\\ where 

|z| | = sup|z(f)| for fe[f0, fj] 
and 

||i>| = sup \v(t)\ for t e [t0, fL]. 

Let h > 0 be a given real number. For functions u: [f0 - h, f/] -» ffm and f e [f0, t J , 
(f0 < fj), we use the symbol ut to denote the function on [ — h, 0), defined by ut(s) = 
= u(t + s) for s e [— h, 0). In the sequel some integrals are in the Lebesgue-Stieltjes 
sense which is denoted by the symbol ds. 

We consider the controllability of nonlinear perturbations of linear delay system 

(1) x(t) = L(x, u) 

where the operator L is defined by 

L(x, u) = A(t) x(t) + B(t) x(t - h) + 

+ f K(t, s) x(t + s) ds + f ds H(t, s) u(t + s). 
J -h J -ft 

We will show that, if the system (1) is relatively controllable, then the perturbed 
system 

(2) x(t) = L(x, u) + f(t, x(t), x(t - h), u(t), u(t -h)), te [t0, tx] 

x(t) = cp(t) , te[t0-h, t0] 

is relatively controllable provided the functionjsatisfies appropriate growth condition. 
Here the vector function x(t) e R", u(t) is an ro-dimensional control vector and 

u e Cm[f0 — h, f .] . The n x n matrix functions A, B are assumed to be continuous 
on J and the n x n matrix function K(t, s) is continuous on J x [ — h, 0] and 
H(t, s) is an n x m matrix, continuous in t for fixed s and of bounded variation 
in s on [—h, 0] for each t e J. The n-dimensional vector function j is continuous 
in its arguments. The following definition of controllability [9,2] is assumed. 

Definition. System (1) or (2) is said to be relatively controllable on [f0, f j , if for 
every continuous function q> and initial control function uto defined on [f0 — h, f0] 
and every xx e W" there exists a control u(t) defined on [f0, f.], such that the solution 
of system (1) or (2) satisfies x(tt) = xv 

3. PRELIMINARIES 

Let cp be a continuous function on [f0 — h, f„]. Then there exist a unique solution 
of the system (1) on J satisfying x(t) = <p(t) for t e [f0 — h, f0] and is given by 

(3) xL(t) = X(t, f0) cp(t0) + P° X(t, s + h) B(s + h) <p(s) ds + 
Jto-h 
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p ( 0 /•<» + * 
+ X(t, s) K(s, co - s) co(co) ds dco + 

J t0-h J t0 

+ f X(f, s) J f d f f l H(s, co) u(s + co)I ds 

where X(t, s) is an n x « matrix function satisfying 

<3X(f, s)/e< = A(t) X(t, s) + B(t) X(t - h,s) + | K(t, co) X(t + co, s) dco 

for t0 <; s < t < fj, such that X(t, t) = /, the identity matrix and X(t, s) = 0 for 

t < s. Since dXJdt exist, it is obvious that X(t, s) is continuous in t for fixed s, where 

s <. f. It is easy to prove as in [6] that X(t, s) is continuous in (t, s) in the compact 

region t0 < s < / < f.. 

The equation (3) can be written as 

(4) 

where 

*x.(t) = *t/t, <?) + ^( t, s) d » II(s, co) u(s + co) Ids 

Mo 

xL(t, cp) = X(t, t0) cp(t0) + X(t, s + h) B(s + h) cp(s) ds + 
J t0-h 

p0 fw-t-h 
+ X(t, s) K(s, co - s) cp(co) ds dco . 

J to-h J to 

The second term in the right-hand side of (4) contains the values of the control 

u(t) for t > t0 as well as for t < t0. The values of the control u(t) for t e [t0 — h, f0] 

enter into the definition. To separate them, the second term of (4) must be transformed 

by changing the order of integration. Using the unsymmetric Fubini theorem, we 

have the following equalities 

(5) xL(t) = xL(t, q>)+\ dHa(\ X(t,s- co) H(s - co, co) u(s) ds j = 

= xL(t, cp)+ I d„ffl M X(t, s - co) H(s - co, co) ut0 ds j + 

+ 1 1 1 X(t, s-co)da Ht(s - co, co)l u(s) ds 

я,M) = {f 
where 

_ $H(s, co) for s < t 

for s > t 

and the symbol dHm denotes that the integration is in the Lebsegue-Stieltjes sense 

with respect to the variable co in H(t, co). For brevity let us introduce the following 
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notation 

(6) q(t, ut0) = f° dWm f p Z(f, s - Q)) ff(s - co, co) «,„ ds") 

/ •O 

(7) S(t, s) = I X(t, s - co) dro ff,(s - co, w) 

and define the controllability matrix 

(8) W(t0, h) = p S(h, s) S\h, s) ds 
J to 

where the prime indicates the matrix transpose. Hence the solution of the linear 
system (1) can be written as 

(9) xL(t) = xL(t, q>) + q(t, u j + I S(f, s) u(s) ds 
J to 

and the solution of the perturbed system (2) is given by 

(10) x(t) = xL(t) + f X(t, s)f(s, x(s), x(s - h), u(s), u(s - h)) ds. 
Jlo 

4. MAIN RESULTS 

Theorem 1. The system (1) is relatively controllable on [t0, ft] iff Wis nonsingular. 
Proof. Assume Wis nonsingular. Let the control function u be defined on J as 

(11) u(t) = S'(h, t) W-\x, - xL(tu cp) - q(h, u j ] . 

Then from equation (9), it follows that 

xL(h) - Mh, <P) + q{h, " J + [" S(h, s) S\h, s)W~l. 
J to 

• [*i - xL(tu <p) - q(h, ut0)] ds = x t . 

Conversely, assume that W is singular. Then, there exists a vector v + 0, such that 
v'Wv = 0. It follows that 

f 
J Í0 

v' S(tt, s) (v' S(tu s))' ds = 0 . 

Therefore, v' S(tx, s) = 0 for s e J. Consider the zero initial function cp = 0 and 
ut0 = 0 on [f0 — h, to] and the final point x t = v. Since the system is controllable 
there exists a control u(t) on J that steers the response to xt = v at t = tt that is, 
xL,(h) = "• From cp = 0, xL(ty, co) = 0 and v'v 4= 0 for v =t= 0. On the other hand 

v = xL(h) = S(t1; s) м(s) ds 
Jřo 
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and hence 

v'v = v' S(tu s) u{s) ds = 0 . 
J to 

This is a contradiction for » # 0 . Hence Wis nonsingular. • 

Now we are able to prove our main result on the controllability of the nonlinear 
perturbed delay system (2). For this, we will take 

p = (x, x', u, u') e R" x R" x Rm x Rm 

and let 

M = \x\ + \x'\ + \u\ + \u'\ • 
Theorem 2. If the continuous function / satisfies the condition 

|p|-><» \p\ 

uniformly in t e J and if the system (1) is relatively controllable on J, then the system 
(2) is relatively controllable on J. 

Proof. Let q>, ut0 be continuous on [r0 — h, f0] and let xx e R". Define 

T: Cn+m[t0 - h, r j -> Cn+m[t0 - h, tx] 

by T(x, u) = (y, v) 

where 

(12) v(t) = S'(.., 0 W~^Xl - xL(ti; <p) - q(tu ut0) -

- J X(tu s)f(s, x(s), x(s - h), u(s), u(s - h)) ds 1 for teJ 

v(l) = "ro(0 for t e [t0 - h, t0], and 

(13) y(t) = xL(t; cp) + q(t, uto) + f S(t, s) v(s) ds + 
J to 

+ I" X(t, s)f(s, x(s), x(s - h), u(s), u(s - h)) ds for teJ 
J to 

y(t) = <p(t) on [to ~ h, f0]. 
Let 

ax = sup \S(t, s)\ for r0 g 5 ^ t <, tx 

"2 = \W-\t0,tl)\ 

a3 = sup \x(tt; q>\ + \xt\ + \q(tu ut0)\ for teJ 

a 4 = sup \X(t, s)\ for (t,s)eJxJ 

b = max {(tx - t0) au 1} , c. = Sfoflxflza^r! - r0) 

c2 a 8a4(ix - t 0 ) , di = Saiaaas^, rf2 = 8a3 
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c = max {cl5 c2} , d = max {d1; dj} 

sup | / | = sup [|/(s, x(s),x(s - h), u(s), u(s - h))\: s e J ] . 

Then, |u(0| = - i-^fcs + a4(ti - to) sup | / | ] = 

= ^ [ < l + c s u p | / | ] 

and 

1X01 = «3 + «i(ti ~ to) ||»I + «4(ti - to) sup | / | S b\\v\\ +\d + \c sup | / | . 

By Proposition 1 in [ 5 ] , / satisfies the following condition: for each pair of positive 

constants c and d, there exists a positive constant r such that, if \p\ <, r, then 

(14) c\f(t, p)\ + d<_r for all teJ. 

Also, for given c and d, if r is a constant such that the inequality (14) is satisfied, 
then any rt such that r < r. will also satisfy the inequality (14). Now, take c and d 
as given above, and let r be chosen so that the inequality (14) is satisfied and 

sup \q>(t)\ < \r, sup |w,0(f)| < \r for te[t0- h, t0] . 

Therefore, if | x | g \r and ||u|| <, \r then 

|x(s) + |x(s - h)| + |u(s)| + \u(s - h)\ < r for all seJ. 

It follows that 
d + c sup | / | <£ r . 

Therefore, 

\v(t) < rj8b for all teJ 

and hence |D|| g rJSb . 
It follows that 

and hence that 
|y(í)| <~r + ±r for all teJ, 

Uvil <ir. 
Thus we have proved that, if 

G = {(x, u) e C„+m[t0 - h, f . ] : ||x|| ^ i r and |u|| ^ i r} 

then T maps G into itself. Since / is continuous, it implies that the operator T is 
continuous. By using Arzela-Ascoli's theorem it is easy to verify that, Tis completely 
continuous. Since G is closed, bounded and convex, the Schauder fixed point theorem 
guarantees that, Thas a fixed point (x, u) e G. It follows that 

x(t) = xL(t; q>) + q(t, ut0) + J S(t, s) u(s) ds + 
J to 

+ [ X(t, s)f(s, x(s), x(s - h), u(s), u(s - h)) ds 
J to 
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for / e J and x(t) = <p(t) for t e[t0 — h, f0]. Hence x(r) is the solution of the system 
(2) and 

x(t1) = xL(t1;ip) + q(t1,ut0)+ \1S(t1,s)S'(t1,s)W-1. 
J ,0 

• Xi - xL(tx; q>) - q(tt, uto) - | X(tu s)f(s, x(s), x(s - h), u(s), u(s - h)) ds + 

+ ' % s)f(s, x(s), x(s - h), u(s), u(s - h)) ds = x, . 
J to 

Hence, the system (2) is relatively controllable on \_t0, f:]. • 

Corollary. If the continuous function j is bounded on J x R" x R" x R'" x R'" 
and if the system (1) is relatively controllable on J, then the system (2) is relatively 
controllable on J. 

5. EXTENSIONS 

The results can be directly extended to the general nonlinear perturbed delay 
system. For that, consider the general linear delay system 

(15) x(t) = L(x, u) 

where 

L(x, u) = j ds A(t, s) x(t + s) + \ ds H(t, s) u(t + s). 

A(t, s) is an n x n continuous matrix in t uniformly with respect to s e [ - J i , 0 ] 
and of bounded variation in s on [_ — h, 0] for each t e J, its corresponding perturbed 
nonlinear delay system is 

(16) x(t) = L[x, u) + g(t, x(t), x(t - h), u(t), u(t - h)). 

Let xL(t; cp) be the solution of the equation 

x(t) = f ds A(t, s) x(t + s) 

with initial function x(t) = q>(t) on [f0 - h, r0] and let Y(s, t) be the n x n matrix 
solution of 

S + a(S) 

Í
s + otþ) 

Y(co, t) A(co, s - ca) dæ = I 

where 
if t0 = s = t - h 

s if t - h ^ s = t 

and / is the identity matrix. Then there exists an absolutely continuous solution of 
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(15) and it can be written as 

xL(t) = xL(t; <p)+\ dHJ\ Y(s - co, t) H(s - co, to) u,0(s) dsJ + 

+ r(s - co, f) dw H,(s - co, cu) M(S) ds . 

Define the following 

S^s, 0 = 1 r (s - co, t) dra fff(s - co, OJ) 

and 

^ 0 , t i ) = f '^(s^OSi^tOds. 

Hence the solution of the system (16) can be written as 

x(t) = xL(t) + P Y(s, t) g(s, x(s), x(s - h), u(s), u(s - h)) ds. 

The proofs of the following theorems are similar to the proofs of Theorem 1 and 2, 

and hence they are omitted. 

Theorem 3. System (15) is relatively controllable on J iff Wt is nonsingular. 

Theorem 4. If the continuous function g satisfies the condition 

Ipl-oo \p\ 

uniformly in t e J and if the system (15) is relatively controllable on J then the 

system (16) is relatively controllable on J. 
(Received June 28, 1984.) 
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