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KYBERNETIKA CISLO 1, ROCNIK 4/1968

Determining the Transfer Functions
from the Signal Flow Graphs

Lupvik Prouza

Two theorems useful for determining the transfer functions from the signal flow graphs of
a linear discrete system are derived.

1. INTRODUCTION

In an interesting article ([1], p. 70) Ramamoo:thy has been shown a new method
for computing the transfer functions in a linear discrete system. Although the basic
idea of the method is clear, the derivation thereof is obscure and the results are given
in a poorly applicable form being not stated explicitly. Moreover, many superfluous
mutually cancelling terms appear in the resulting expression.

1t is the purpose of this article to remove these inconveniences.

2. BASIC EQUATIONS OF A LINEAR DISCRETE SYSTEM

A linear discrete system is described by a system of linear first-order difference
equations
(1) %yt + 1) = ayxt) + az0%2(8) + oo F @urx,(t) + byyyi(e) + ..o+ bya(t)
%5t + 1) = a,%0(8) + a22%(8) + oo+ @2X (1) + boyi() + ool + buaya(l),

Xt + 1) = agxa(t) + azxo() + oo+ G, (1) + bpyi() oo+ bralt),

where x,(2), %2(t), ..., xt) are the system variables, (1), p(2), ..., y,(f) arc the
input variables, t = 0,1,2,... and ay by (i k= 1,2,..,m, 1 = 1,2,..., m) are
constants. A unique solution of the equation system results being given the initial
conditions x;(0), x5(0), ..., x,(0).



Taking the Z-transform of the system (1), one obtains the vector (matrix) equation
¥)] X(z)=A.z7" . X(z) + B.z7' . ¥(z) — x(0).

Solving (2) formally, one gets with zero initial conditions (7 being the unit matrix)
(3) X(z)=T—-4.z7")"" . B.z7" . ¥(z).

The solution exists for z distinct from the cigenvalues of the matrix A, i.e. the roots
of the characteristic equation of the system. Denoting the characteristic determinant

) [[-4.z27"=c,

one may write more explicitly

Cu  Cu
C C
(5) ‘ xXz2=|C 7 €.z B Y.
C, Cun
¢ c '

Now, one is interested in the relation between X (z) and Y(z), the remaining
Y{z) = 0 for j % k.
From (5)

.
(6) i(izl = Z? A(Citbey + oo+ Ciabi)

follows and this is the desired transfer function from Y,(z) to X (z).
Thus, one needs compute C and the cofactors thercof.

3. THE COMPUTATION OF C AND C;; FROM THE GRAPHS

In Fig. 1, one sees the construction of the signal flow graph to the matrix C (for
a system of the third order, the graph is complete). The determinant C is given by thie
first Mason rule St

(O C=1~ZP1+ZP2+...+‘(—1)"ZP,

where ) P; is the sum of products of the branch transfers corresponding to the j—tuplés
of non-touching loops. o . o .
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+ . The cofactor C;; may be computed by the second Mason rule.

But,
o
o, |
(8) Ci=10;..,0,(-1)*, 0, ..,0
0;
0

where the row j and the column i are explicitly given, the elements O; being all 0
and the elements O, being arbitrary or contrarily O; being 0 and O; being arbitrary.
All other elements of (8) are the same as in (4).

Fig. 1.

~ Thus, there is no unique graph corresponding to (8). Ramamoorthy chooses that

with minimum number of changes compared with the graph for C. But, it is better

to choose that with the maximum number of suppressed branches. Comparing (8)

with (4) one will distinguish two cases: C;) i * j, C,) i = j.
Case C,): This is the same as to putin C: a;; = z . (—1)"*/*1,

{but not both) and all remaining a,; = 0 and a; = 0.

- 'Case Cz): This is the same as to putin C all a;; = Oand alla; = 0, k =+ i.
Thus, following two theorems result.

a;=zora; =1z



Theorem 1: Let i # j. To compute Cy;, suppress in the graph for C all branches 39
ending in X; and all branches beginning in X,, with exception of the branch from
X, to X;, which has now the transfer (—1)'*7*1, and of the self-loop from X to X;
or from X; to X; (but not both), which has now the transfer 1. Then, use the first
Mason rule.

Theorem 2: Let i = j. To compute Cy,, suppress in the graph for C all branches
ending and beginning in X ;. Then, use the first Mason rule.

4. ILLUSTRATIVE EXAMPLES

To compute C, 3, one consiructs from the graph in Fig. 1 with the aid of Theorem 1
the graph in Fig. 2. The first Mason rule gives

) Cis=1—(1+a3z" = ayasz"? —ayz™ ") +

-1 -2y -1 -2 -2
+ (azzz — 43102527 %) = a3127" + 3,435,277 — 0310252

Fig. 2.

Fig. 3.

anz -1
1 azz
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To compute C,,, one constructs from the graph in Fig. 1 with the aid of Theorem 2
the graph in Fig. 3. The first Mason rule gives

(10) Cpy=1—(ayz7" + as;z7" + aza43272) + Ay403327%
(Received June 16th, 1967.)
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VYTAH

Urceni pfenosovych funkci z grafii signalovych toku -

Lupvik ProuzAa

V &ldnku [1] odvodil Ramamoorthy novou metodu pro vypo&et pfenosovych
funkei v linedrnim diskrétnim systému. Metoda neni popsdna explicitnim ndvodem
a kromé toho pfi jeji aplikaci vznikd fada zbyteénych vzdjemng se rusicich s¢itanct
ve vysledné formuli. V tomto ¢ldnku se odvozuji dvé véty, které odstrafiuji uvedené
nevyhody.
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