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RECURSIVE ESTIMATION IN AUTOREGRESSIvE 
MODELS WITH ADDITIVE OUTLIERS 

TOMAS CIPRA, ASUNCION RUBIO AND JOSE LUIS CANAL 

The paper deals with recursive robust estimation of the autoregressive models with 
additive outliers (AO-AR-models). Recursive robust procedures based on the idea of CMM-
estimation (Conditional-Mean M-estimation) are suggested that enable to treat the AO-
AR-models on-line. 

1. INTRODUCTION 

This work deals with recursive robust estimation in autoregressive models that are 
contaminated by additive outliers. The importance of such procedures in applied 
time series is obvious: (i) the recursive character of the estimation allows to treat 
time series in real time (on-line) updating previous estimates by means of simple 
calculations after delivering new observations; (ii) robustness of the estimation pro­
cedures makes them insensitive to outlied observations that can distort significantly 
results of classical non-robust estimation procedures (the additive outliers have also 
unpleasant consequences for forecasting, see e.g. [10], [14]). 

The autoregressive model of the order p with additive outliers denoted as AO-
AR(p) has the form 

yt = Xt + Vt, (1A) 
where 

xt - (pixt-i + ••• + (fpxt-p +£t (1.2) 

is the classical AR(p)-model, i.e. </>i,..., <pp are parameters and {et} is a white noise 
with variance <x2. The process {xt} is mostly supposed to be stationary and normal. 
The process {vt} that is independent of the process {xt} can attain with a small 
probability very large values contaminating additively according to (1.1) the process 
{xt}. The usual probability model for vt is the following mixture of independent 
normal distributions (see e.g. [23]) 

vt~(l-7)N(0,*l) + yN(0,<rl), (1.3) 

where the variance <r\ of the contaminating distribution JV(0, <r2) is much larger than 
the variance <r2 of the nominal distribution N(0,af) and the constant j £ (0,1) is 



Recursive Estimation in Autoregressive Models with Additive Outliers 63 

near to zero. Specially, it can be a\ = 0 so that 

P(vt = 0) = 1 - T . (1.4) 

The distribution N(0,al) in (1.3) (<r2 > a\) can be replaced by a heavy-tailed 
distribution, e.g. by Cauchy, Laplace, Student, uniform with a large variance or 
other types of heavy-tailed distributions. 

Besides the additive outliers, the robust time series analysis also deals with the 
innovations outliers (IO) that are not included to the model additively but influence 
directly the innovation distribution. The corresponding IO-AR(p)-model has the 
form 

yt=<p\yt-i + —r-(ppyt-P + et, (1.5) 

where the innovations {et} are non-normal with a heavy-tailed distribution or they 
have the contaminated normal distribution of the type (1.3). The usual robust 
estimators in the IO-model are the M-estimators. Let us remind briefly the M-
estimation for IO-AR(p)-model (1.5) written as 

Vk = <p'zk +£k, k =p+],...,n, (1.6) 

where <p = (<p\, . . . ,<pp)', z, = (j/fc-ii • • •, yk-p)' and Ek are i.i.d. random variables 
with zero mean and \&r(ek) = a2 > 0. Let p be a robustifying loss function such 
that its derivative ip (the so-called psi-function) is monotonous. In this situation the 
M-estimator of ip and a is obtained by solving the minimization problem 

with 

min y J?t-^-'L + Cff (i.7) 

c = " " f " 1 E[^(A)) = n~2*~1 J tfa(-) d*(«). (1.8) 

where A is a random variable with distribution N(0,1) (see e.g. [11], [23]). 
Although the M-estimation is commonly used in the IO-models due to its ad­

vantageous properties in these models (e. g. consistency and asymptotic normality 
under regularity conditions) it may provide bad results (comparable with the LS-
estimation) if it is applied in the AO-models. Namely, the M-estimators in the 
AO-models may be biased and have substantial variances even in large samples 
(asymptotically) and lose the advantageous property of the efficiency robustness 
that can be shown for them in the IO-models (see e.g. [8], [16], [18]). This fact is 
not surprising since the M-estimators are not capable to cope with additive errors in 
the regressors %k-\ in (1-7). Therefore in the case of the AO-models, it is necessary 
to modify the M-estimation in a suitable way. 

One of possible modifications is the GM-estimation (General M-estimation, see 
e.g. [23]) introducing to the minimized expression (1.7) certain weights that reduce 
the influence of outliers in z*,. If using this method, the minimization problem (1.7) 
is rewritten to the form 

min Y ukvkp(yk~<P'Zk-1) cr + dtx (1.9) 
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with 

d=n~2^1 E(ukvk)E[^(A)}, (1.10) 

where uk and vk are weights depending on the size of Zfc_i (see e.g. [18], [19], [23, 
pp. 39-41]). For a Mallows type GM-estimator one uses uk = 1 and vk = i/'i (bk-\)/bk-\, 
while a Schweppe type GM-cstimator has uk = vk = ip\(bk-\)/bk-i, where bk-\ de­
notes the size of zj,._i and i/'i >s a psi-function that can be different from \b = p'. 

The size of xk-\ can be assessed by bk-\ = (p"1 zk-\ ' C _ 1 Zfc_i J , where C" 1 is 

an estimate of the inverse p x p covariance matrix of the outlier-free process {_<}. 
This paper concentrates on the other modification that is called the CMM-

estimation (Conditional-Mean M-estirnation, see [16], [23]). The CMM-estimation 
replaces the values Zfc_i in (1.7) by filtered ones using the ACM-filter (Approximate 
Conditional-Mean filter, see [17], [23]) which is a robust version of the Kalman filter. 
The fact that the recursive robust estimation procedures suggested in this paper are 
based on the CMM-estimation has some advantageous consequences: (1) they pro­
vide not only robust parameter estimate but simultaneously smoothed values of the 
analysed time series and (2) are applicable also to the IO-models (one can compare 
these procedures with the ones suggested for the IO-models e.g. in [2], [5], [22]). 

Section 2 of the paper reminds briefly the ACM-filtering and the CMM-estimation 
in the context of the AO-AR(p) model. The corresponding recursive robust proce­
dures are suggested in Section 3. Some considerations concerning the convergence 
of these procedures and results of a simulation study are given in Section 4. 

2. ACM-FILTERING AND CMM-ESTIMATION 

The ACM-filter is a robust version of the Kalman filter suitable just for the AO-
AR-models. The robust Kalman filtering belongs to very up-to-date topics since it 
enables to treat linear dynamic systems contaminated by outliers, see e. g. references 
in [5], [6] (there are even attempts of nonlinear robust filtering, see e.g. [3], [7]). 

Analogously as the classical Kalman filter in the case without outliers (see e.g. 
[12]), the ACM-filter enables recursive calculation of the smoothed values 

x\ = E(xi\Y
i), (2.1) 

where Y% = {yt, J/t-i, • • •} denotes the values observed in the AO-AR(p)-model (El) , 
(1.2) till the current time period t. For simplicity, let be <rf = 0 in (1.3) so that (1.4) 
holds. Then the recursive formula of the ACM-filter has the form 

, I ____________ 

where ip = (<p\,..., f , , ) 1 , x{_{ = ( . ? ' _ } , . . . , xt-p) > ̂  ' s a robustifying psi-function 
and st is a suitable estimate of a = [var(_"4)]

1!2 constructed at time t. The details 
concerning the ACM-filter can be found e.g. in [17], [19], [23]. 
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The CMM-estimation combines the principle of M-estimation with the one of 
ACM-filtering. The CMM-estimates of parameters ip, a in the AO-AR(p)-model 
(1.1), (1.2) are obtained by solving the minimization problem 

min ± Jvj-v'^Ar + c, (2.3) 

(compare with (1.7)), where c is given in (1.8) and the smoothed values xk-\ a r e 

obtained by means of the ACM-filter (2.2). From the practical point of view one 
recommends to proceed iteratively alternating the ACM-filtering (2.2) and the M-
estimation (2.3): the M-estimates Q>, d obtained by (2.3) in a certain step of the 
recommended iterative procedure are used to obtain the smoothed values x\ by (2.2) 
in the next iteration. The estimate s, of a in (2.2) at time t can be calculated by 
means of Kalman filter scheme, or it is possible to use directly the estimate a if one 
replaces the ACM-filter formula (2.2) by the simplified form 

'ФГ " "4 (2-4) 

(see e. g. [4], [16], [23]). Some evaluations of the properties of the CMM-estimates in 
the framework of the spectral autoregressive estimation are given in [13], [20]. 

3. RECURSIVE ROBUST ESTIMATION 

The recursive robust estimation procedures for the AO-AR(p)-rnodel suggested in 
this section are based on the idea that we replace the iteration scheme by the recur­
sive one in the CM M-estimation (see Section 2). In principle it is possible to do it 
in two different ways: 

In the first suggested procedure one combines the ACM-filter (2.2) with the recur­
sive least squares (RLS) estimation (the RLS-estimation is described e. g. in [9], [15]) 
solving the minimization problem 

min 
V ^ 

k=p+l 
fé-Víí:!) (3-1) 

(the application of the classical non-robustified LS-criterion (3.1) is justified due to 
the replacement of the contaminated values yk and Zk-i in (1-7) by the smoothed 
values S* and x£~|, respectively). Moreover, the recursive estimation of the par­
ameter <r2 can be obtained if one rewrites the estimation formula 

* - - - £ - - _ : M-»-fcl>' <«) 
y k=P+i 
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in a recursive way. Thus the first suggested recursive procedure can be summarized 

x\ = ?.V%:i + g .- iҶ* ş-_\ '- , (з-з) 

fc = ŕн+i J 5 1 . - , (-.-.Wг.:.), (3-4) 
1 T x ( - 1 v ť - l x , _ j 

Vt - V , _ i - ~ . - i , v j t - ï . (3-5) 
1 T X (_j V í_] Xť_j 

[(/ - 2 P - 2)ř?_, + (îj - & ' x í : ] ) 2 ] , (3.6) 
t - 2p - 1 

xi -= (s|,-l:l,...,-1:Biy- (3 J) 
The initial values that must be prechosen for the first recursive procedure (3.3) - (3.7) 
are x | , <pp, V p, ? p . 

The second procedure combines the ACM-filter (2.2) with the recursive weighted 
least squares (RWLS) estimation solving the minimization problem (2.3). The 
RWLS-estimation is motivated by the iterated weighted least squares (1WLS) es­
timation described e.g. in [11], [23]. 

Let us remind briefly the IWLS-scheme in the context of the problem (2.3). The 
corresponding normal equations obtained by deriving the minimized expression (2.3) 
with respect to <p and a have the form (see e.g. [23]) 

it*(^)-
' k=p+\ \ I 

with 

X(x) = x^(x)-p(x), (3.10) 

d=EU>2(A)}/2, (3.11) 
where A is a random variable with distribution A/(0, 1) similarly as in (1.8). Let us 
denote 

( m _ „ / y . - ^ - ' ) ^ : | \ lyk-^^%Z\ 
«_ -v \ xr-zr, / _7=-n . (3-l2) 

(m-1) y / ?(m-l) 

where ^ m _ 1 ^ and f(m~1^) are estimates obtained in the iteration m- 1. Then the 
equation (3.8) is approximated by the WLS-form 

f_ 4M""(ft^t!)t!=0. (313) 
k=p+l 
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This approximation, that is recommended in the robust statistical literature (see 
e.g. [23, pp. 26-27]), consists in replacing the expression 

iþ 
yk-<p'£k

k_\ yk-v>'žk
kZ\ 

by its estimate wk
m ' (from the previous iterative step) in (3.8). 

The resulting IWLS-scheme gives the estimates ^m) and <?(m) of the iteration m 
in the following form 

fc=p+i £ ^Г^zl^ 
k=P+i 

(3.14) 

ř W P ( m - 1 ) ] 2 v 
(n-2p-l)d ^ 
v ' > k=P+ 

.---Є--I- <--> 
If one rearranges (3.14), (3.15) recursively using the estimates from the previous 
recursive step instead of the ones from the previous iterative step then one obtains 
the second recursive procedure that can be summarized in the following way: 

ť - 2p - ] 
t - 2 P - 2 +

l - , x ( y t - ^ - ^ Z l 

¥>ť = <ŕť-i + — 

V ť = V ť _! 

Vt-iît 
^-f-xlzj'Vt-ix*: 
V ^ j x ^ x ^ ' V . , 

7_T (Уt-Фt-iЂ-ì), 

Wí-
1 + sť:l

/vť_1ří:1' 

řt = Čťx-l-1! +&tÍ> 

?t-P + ^ 

(3.16) 

(3.17) 

(3.18) 

(3.19) 

(3.20) 

(3.21) 

The initial values for the second recursive procedure (3.16) — (3.21) are again xp
p, tpp, 

Vp, dp. 

R e m a r k 3.1. The procedure (3.16)-(3.21) can be simplified in various ways. For 
example, the complicated formula (3.16) for recursive calculation of at can be re­
placed by the following "ad hoc" one 

i |]_____J____!___l)+(1- i /)^_1 ) (3.22) 
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where v (0 < v < 1) is a constant near to zero. Namely, the formulas of the type 
at = 1.25 ^ \yt — Q>t_i ' X J I J I + (1 — v)at-\ are popular in the framework of the 
exponential smoothing in time series analysis (see e.g. [21]). In (3.22), this formula 
is robustified using the psi-function i>. 

4, SOME REMARKS ON SUGGESTED PROCEDURES 

Although the suggested procedures seem to give good numerical results it is very 
difficult to investigate them theoretically (specially, it concerns the proof of their 
convergence). Such a lack of theoretical results appears also in other works dealing 
with recursive time series procedures (see e.g. [9], [22]). 

On the other hand, some related results under certain simplifying assumptions 
can serve as a partial justification of the suggested algorithms from the theoretical 
point of view. For example, if one replaces the estimated values x\ by the theoretical 
values xt in the procedure (3.3)-(3.7) forp = 1 then the following convergence result 
holds. 

Lemma. Let the model (1.2) with p = 1 fulfil the following assumptions 

( i ) M < i ; 
(ii) et ~ iid with a distribution F that is symmetric and increasing in zero (i.e. 

F{-rj) < F{r)) for each r\ > 0). 

Let the estimate <p\t of the parameter <pi at time t be given by means of the 
recursive formulas 

* * - l ^ - 1 / / \ fA 1\ 
f\t - <p\,t-\ + T—,—o—FT— W {*t - <P\,t-\ Xt-i), (4A) 

1 +Z(_i Vt-\ 

Vt = Vt-\ - XHVl" = £-* , (4-2) 

E{<p\:o) < oo, Vo > 0 a.s., (p\fi, Vo, £t are independent, (4.3) 

where 4>H is the Huber's psi-function 

{ x, \x\ < c, 

f \ , , ( 4 - 4 ) 
csgn [x), \x\ > c 

with an arbitrary positive constant c. Then 

<Pu —* <pi a.s. (4.5) 

The proof is similar as for Theorem in [5]. 
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R e m a r k 4.1. Obviously, the formula (4.1) in comparison with the original formula 
(3.4) contains the values xt, xt-\ instead of x\, x\Z\- Since the practical numerical 
experiences with the performance of the ACM-filter (3.3) are favourable this Lemma 
gives some hints concerning the convergence of the recursive procedure (3.3)-(3.7). 
On the other hand, one can see that it is necessary from the asymptotic point of 
view to trim off large residuals xt — ip\jt-i xt-\. Similar hints can be obtained from 
the convergence results by [2]. 

In the literature it is recommended (see e. g. [15, p. 136]) that theoretical analyses 
of recursive time series methods should be complemented by simulation studies to 
judge some practical aspects (finite-sample properties, the influence of choice of 
initial values). As an example let us present numerical results of a simulation study 
evaluating the influence of choice of initial values. A process {yt} (t = 1,. . . , 100) is 
generated as 

yt = xt + vt, 

where {xt} is the autoregressive process of the first order 

xt = 0.5xt-i + et> et~N{0,l) 

(i.e. (p\ = 0.5, a = 1) and {vt} is the contaminating process 

10, t = 20, 40, 60, 80, 100, 

0, otherwise. 

The recursive formulas (3.17) -(3.22) are applied (see the second recursive procedure 
in Section 3 and Remark 3.1) with p = 1 and v = 0.1. The Ruber's psi-function 
(4.4) is used in (3.17), (3.20) and (3.22) with c = 1.645 (this choice of the constant 
c corresponds to the 5 % contamination of our data, see [1]). 

Table 1 contains the values (p\<t and at for t = 10, 20, 30, . . . , 100 corresponding 
to various choices of (plt\ and d\ (it is x\ = y\ and V\ = l/yf in all cases). One can 
see that tp\t and dt quickly become acceptable estimates of the true values ip\ = 0.5 
and <x = 1 even if the initial values are not chosen near to the true values. 

Table 1. Simulation example of the recursive robust estimation for the process AO-AR(l) 
with (pi = 0.5, <r = 1 and artificial outliers v2o — t'40 = veo = fioo = 10 for 
various choices of initial values. 

vt = 

Џ\,\ = -0 .8 u\ = 3 Џ\,\ = —0.5 ? ! = 2 Џ\,\ = 0.3 ? i = 0.5 Џ\,\ = 0 . 8 Э\ = 3 

Ì Џu ?t Џu- ot Џ\t ?t 4*1. fft 

10 0.41 2.04 0.42 1.70 0.69 0.67 0.67 1.74 

20 0.66 1.52 0.67 1.38 0.74 0.82 0.74 1.41 
30 0.46 1.36 0.48 1.30 0.58 0.97 0.54 1.33 
40 0.45 1.24 0.47 1.21 0.56 1.05 0.52 1.25 
50 0.42 1.14 0.44 1.13 0.50 1.08 0.48 1.14 
60 0.43 1.19 0.44 1.18 0.50 1.16 0.48 1.19 
70 0.37 0.89 0.38 0.89 0.43 0.88 0.42 0.90 
80 0.46 1.53 0.47 1.53 0.51 1.56 0.50 1.56 
90 0.45 1.13 0.46 1.13 0.49 1.16 0.49 1.16 

100 0.48 1.03 0.48 1.03 0.52 1.02 0.51 1.03 
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Table 2. Simulation example of the recursive robust estimation and the GM-estimation for 
the process AO-AR(l) with tp\ = 0.5, <r = 1 and artificial outliers «20 = "40 = 
^60 = ^ioo = 10. 

Recursive procedure GM-estimation 

t 
JЗ.17)-
Ҷ>\t 

-(3.22) 
Ot í>it <Xt 

5 0.470 7.394 -0.010 1.211 
10 0.491 4.638 0.500 1.149 
15 0.560 3.219 0.443 1.268 
20 0.593 2.671 0.379 1.157 
25 0.364 2.122 0.089 1.057 
30 0.381 1.612 0.078 0.981 
35 0.369 1.430 0.048 0.982 
40 0.431 1.289 0.072 0.970 
45 0.459 1.291 0.061 1.009 
50 0.506 1.295 0.115 1.085 
55 0.506 1.072 0.188 1.139 
60 0.509 1.136 0.234 1.184 
65 0.545 1.025 0.233 1.193 
70 0.543 0.880 0.257 1.189 
75 0.544 0.948 0.274 1.191 
80 0.559 0.960 0.329 1.254 
85 0.528 1.243 0.273 1.282 
90 0.531 1.143 0.284 1.271 
95 0.550 1.069 0.328 1.321 

100 0.578 1.192 0.350 1.330 

Table 3. Means and MSE's of the estimated parameters over 100 simulations of the same 
type as the one in Table 2. 

Recursive procedure GM-estimation 

Í 

(3.17)-(3.22) 
Í Џ\t 

Mean MSE 
<7 

Mean 
t 

MSE 
<p\t 

Mean MSE 
î t 

Mean MSE 
20 0.39 0.15 4.86 2.05 0.22 0.32 1.22 0.47 
40 0.60 0.09 1.20 0.44 0.34 0.21 0.96 0.21 
60 0.49 0.09 1.17 0.25 0.29 0.18 1.16 0.11 
80 0.51 0.06 0.92 0.18 0.38 0.19 1.19 0.09 

100 0.53 0.06 1.13 0.20 0.41 0.12 1.25 0.09 

Tables 2 and 3 compare the suggested methodology with the GM-estimation 
for the simulated AO-AR(l) process of the same type as in Table 1. The ini­
tial values (p\t\ = 0 and d\ = 10 for the recursive formulas (3.17)-(3.22) with 
p = 1, v = 0.1, t/> = tpH and c = 1.645 (see the second recursive procedure in 
Section 3 and Remark 3.1) have been chosen far from the true values cp\ = 0.5 and 
< T = 1 (the remaining initial values are x\ = y\ and V\ = 1/j/i)- The GM-estimates 
have been obtained using "Fit Autoregression Using Robust GM-Estimates" code 
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of the sys tem S-PLUS (Version 3.0 from September 1991, Stat is t ical Sciences, Inc., 
Seat t le , Wash ing ton) installed a t the Depa r tmen t of Stat is t ics , University of British 
Columbia , Vancouver. T h e recommended defaults of this code have been respect­
ed replacing only the cons tan t c = 1.5 of the I luber ' s psi-function by its previous 
value c = 1.645. Table 2 contains the es t imates tpu and dt (t — 5, 10, 1 5 , . . . , 100) 
for a s imulat ion of the previous type . It is necessary to keep in mind t h a t the GM-
es t imat ion used is a non-recursive procedure so t h a t e. g. the GM-es t ima tes ^^50 and 
1T50 are ob ta ined in a non-recursive way using all observat ions y t , . . . , y50. Table 3 
contains the means and MSE ' s of the es t imated pa ramete r s (t = 20, 40, 60, 80, 100) 
over 100 s imulat ions of the same type as the one in Table 2. Th i s comparison indi­
cates t h a t the GM-es t ima t ion requires much more observat ions than the suggested 
recursive procedure even if the ini t ial pa ramete r values for the recursive procedure 
are chosen far away from the t rue ones. 

(Received December 12, 1991.) 
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