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# On an Axiomatic Characterization of Entropy of Order $\alpha$ (Theoretic Measure) 

A. Basar Khan*)

An axiomatic characterization of an information (entropy of order $\alpha$ ) theoretic quantity associated with a pair of probability distributions having the same number of elements has been given, using some simple and clear postulates. This quantity under additional suitable condition leads to Kullback's relative information. Moreover the quantity also reduces to Pearson's $\chi^{2}$-statistic.

## 1. INTRODUCTION

Vajda ([9], [10]) has investigated properties of $\alpha$-entropy of a measures P with respect to $Q$ defined as

$$
\begin{equation*}
H_{a}(\mathrm{P}, \mathrm{Q})=\int p^{\alpha} q^{1-\alpha} \mathrm{d} \mu \tag{1.1}
\end{equation*}
$$

where $p$ and $q$ are Radon-Nikodym densities with respect to a dominating measure $\mu$ defined over the same measurable space. He has established the relation between $H_{o}(\mathrm{P}, \mathrm{Q})$ and Bayes risk.

Rényi [6] introduced a measure of information of order $\alpha$ as

$$
\begin{equation*}
I_{a}(\mathrm{P}, \mathrm{Q})=\frac{1}{\alpha-1} \log _{2} H_{\alpha}(\mathrm{P}, \mathrm{Q}), \quad \text { for } \quad \alpha \neq 0 \tag{1.2}
\end{equation*}
$$
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We take a measure of information (entropy) of order $\alpha$ in two discrete probability $\underset{\sum^{n}}{\text { distributions }} \mathrm{P}=\left(p_{1}, \ldots, p_{n}\right), \quad p_{i} \geqq 0, \sum_{i=1}^{n} p_{i}=1$ and $\mathrm{Q}=\left(q_{1}, \ldots, q_{n}\right), \quad q_{i} \geqq 0$, $\sum_{i=1}^{n} q_{i} \leqq 1$ having the form

$$
\begin{equation*}
I_{n}^{(\alpha)}(\mathrm{P}, \mathrm{Q})=\mu(\alpha)\left[\sum_{i=1}^{n} p_{i}^{\alpha} q_{i}^{1-\alpha}-1\right], \quad \alpha \neq 0, \tag{1.3}
\end{equation*}
$$

where $\mu(\alpha)(\neq 0)$ is an arbitrary constant that depends on the parameter $\alpha$.
An axiomatic characterization of information on theoretic measure associated with a pair of probability distributions having the same number of elements is given through some postulates in Section 2 and some of its special cases are also discussed.

## 2. CHARACTERIZATION OF $I_{n}^{(\alpha)}(\mathrm{P}, \mathrm{Q})$

Theorem. Let $K_{n}\left(p_{1}, \ldots, p_{n} ; q_{1}, \ldots, q_{n}\right), p_{i} \geqq 0, q_{i} \geqq 0, i=1, \ldots, n ; \sum_{i=1}^{n} p_{i}=1$; $\sum_{i=1}^{n} q_{i} \leqq 1$ be a function of $p_{i}$ 's and $q_{i}$ 's satisfying the following postulates:
(i) Continuity: $K_{n}^{(\alpha)}\left(p_{1}, \ldots, p_{n} ; q_{1}, \ldots, q_{n}\right)$ is continuous in the region.
(ii) Symmetry: $K_{n}^{(\alpha)}\left(p_{1}, \ldots, p_{n} ; q_{1}, \ldots, q_{n}\right)$ is symmetric for any permutation of elements in P followed by the same permutation of elements in Q .
(iii) Generalized Branching Property:

$$
\begin{gathered}
K_{n+1}^{(\alpha)}\left(p_{1}, \ldots, p_{i-1}, u_{i 1}, u_{i 2}, p_{i+1}, \ldots, p_{n} ; q_{1}, \ldots, q_{i-1}, v_{i 1}, v_{i 2}, q_{i+1}, \ldots, q_{n}\right)= \\
=K_{n}^{(\alpha)}(\mathrm{P}, \mathrm{Q})+p_{i}^{\alpha} q_{i}^{1-\alpha} K_{2}^{(\alpha)}\left(\frac{u_{i 1}}{p_{i}}, \frac{u_{i 2}}{p_{i}} ; \frac{v_{i 1}}{q_{i}}, \frac{v_{i 2}}{q_{i}}\right)
\end{gathered}
$$

for every

$$
\left.\begin{array}{r}
u_{i 1}+u_{i 2}=p_{i}>0 \\
v_{i 1}+v_{i 2}=q_{i}>0
\end{array}\right\} ; \quad i=1, \ldots, n, \quad \alpha \neq 0, \quad \alpha>0 ;
$$

then we have

$$
\begin{equation*}
K_{n}^{(\alpha)}\left(p_{1}, \ldots, p_{n} ; q_{1}, \ldots, q_{n}\right)=\mu(\alpha)\left[\sum_{i=1}^{n} p_{i}^{\alpha} q_{i}^{1-\alpha}-1\right] . \tag{2.1}
\end{equation*}
$$

First we prove the following lemmas:
Lemma 1. If $u_{k} \geqq 0, v_{k} \geqq 0 ; k=1, \ldots, m$,

$$
\sum_{k=1}^{m} u_{k}=p_{i}>0 ; \quad \sum_{k=1}^{m} v_{k}=q_{i}>0 ;
$$

$$
\begin{gather*}
K_{n+m-1}^{(\alpha)}\left(p_{1}, \ldots, p_{i-1}, u_{i}, \ldots, v_{m}, p_{i+1}, \ldots, p_{n} ;\right.  \tag{2.2}\\
\left.q_{1}, \ldots, q_{i-1}, v_{1}, \ldots, v_{m}, q_{i+1}, \ldots, q_{n}\right)= \\
=K_{n}^{(\alpha)}\left(p_{1}, \ldots, p_{n} ; q_{1}, \ldots, q_{n}\right)+p_{i}^{a} q_{i}^{1-\alpha} K_{m}^{(\alpha)}\left(u_{1} / p_{i}, \ldots, u_{m} / p_{i} ; v_{1} / q_{i}, \ldots, v_{m} / q_{i}\right) .
\end{gather*}
$$

The proof of this lemma follows on the lines of the proof of Lemma 4 in the paper by Sharma and Taneja [8].

Lemma 2. If $u_{i j} \geqq 0, j=1, \ldots, m_{i}, \sum_{j=1}^{m_{i}} u_{i j}=p_{i}>0, \sum_{i=1}^{n} p_{i}=1$ and $v_{i j} \geqq 0$, $j=1, \ldots, m_{i}, \sum_{j=1}^{m_{i}} v_{i j}=q_{i}>0, i=1, \ldots, n, \sum_{i=1}^{n} q_{i}=1$ then

$$
\begin{gather*}
K_{m_{1}+m_{2}+\ldots+m_{n}}^{(x)}\left(u_{11}, \ldots, u_{1 m_{1}}, \ldots, u_{n 1}, \ldots, u_{n m_{n}} ;\right.  \tag{2.3}\\
\left.v_{11}, \ldots, v_{1 m_{1}}, \ldots, v_{n 1}, \ldots, v_{n m_{n}}\right)=
\end{gather*}
$$

$=K_{n}^{(\alpha)}\left(p_{1}, \ldots, p_{n} ; q_{1}, \ldots, q_{n}\right)+\sum_{i=1}^{n} p_{i}^{\alpha} q_{i}^{1-\alpha} K_{m_{i}}^{(\alpha)}\left(u_{i 1} / p_{i}, \ldots, u_{i m_{i}} / p_{i} ; v_{i 1} / q_{i}, \ldots, v_{i m_{i}} / q_{i}\right)$.
When $m_{i}=m$ for all $i=1, \ldots, n$, then the above lemma becomes

$$
\begin{gather*}
K_{m n}^{(\alpha)}\left(u_{11}, \ldots, u_{1 m}, \ldots, u_{n 1}, \ldots, u_{n m} ; v_{11}, \ldots, v_{1 m}, \ldots, v_{n 1}, \ldots, v_{n m}\right)=  \tag{2.4}\\
=K_{n}^{(\alpha)}\left(p_{1}, \ldots, p_{n} ; q_{1}, \ldots, q_{n}\right)+\sum_{i=1}^{n} p_{i}^{\alpha} q_{i}^{1-\alpha} . \\
. K_{m}^{(\alpha)}\left(u_{i 1} / p_{i}, \ldots, u_{i m} / p_{i} ; v_{i 1} / q_{i}, \ldots, v_{i m} / q_{i}\right) .
\end{gather*}
$$

Proof directly follows from postulate (iii).

## Lemma 3. Let

$$
\begin{equation*}
\psi(m, r)=K_{m}^{(\alpha)}\left(\frac{1}{m}, \ldots, \frac{\mathbf{x}}{m} ; \frac{1}{r}, \ldots, \frac{1}{r}\right) \text { for } r \geqq m \tag{2.5}
\end{equation*}
$$

For $1 \leqq m \leqq r ; 1 \leqq n \leqq s$ where $m, n, r$ and $s$ are positive integers, we have

$$
\psi(m n, r s)=\psi(n, s)+\left(\frac{1}{n}\right)^{\alpha-1}\left(\frac{1}{s}\right)^{1-\alpha} \psi(m, r)
$$

## Proof. Taking

$$
\begin{aligned}
& u_{i j}=\frac{1}{m n}, \quad v_{i j}=\frac{1}{r s}, \quad i=1, \ldots, n, \quad j=1, \ldots, m \\
& u_{i j}=0 \quad \text { otherwise }, \quad q_{i}=\frac{1}{s}, \quad i=1, \ldots, n
\end{aligned}
$$

in (2.4) and using (2.5) we have

$$
\begin{equation*}
\psi(m n, r s)=\psi(n, s)+\left(\frac{1}{n}\right)^{\alpha-1}\left(\frac{1}{s}\right)^{1-\alpha} \psi(m, r) \tag{2.6}
\end{equation*}
$$

Symmetry in $m n$ and $r s$ implies

$$
\begin{equation*}
\psi(m n, r s)=\psi(n m, s r)=\psi(m, r)+\left(\frac{1}{m}\right)^{\alpha-1}\left(\frac{1}{r}\right)^{1-\alpha} \psi(n, s) \tag{2.7}
\end{equation*}
$$

which concludes the proof.
Lemma 4. If $\alpha \neq 0(>0)$ then

$$
\psi(m, r)=\mu(\alpha)\left[\left(\frac{1}{m}\right)^{\alpha-1}\left(\frac{1}{r}\right)^{1-\alpha}-1\right]
$$

where $\mu(\alpha)(\neq 0)$ is an arbitrary constant depending on the parameter $\alpha(\neq 0)$.
Proof. On comparing (2.6) and (2.7) we get

$$
\frac{\psi(m, r)}{\left[\left(\frac{1}{m}\right)^{\alpha-1}\left(\frac{1}{r}\right)^{1-\alpha}-1\right]}=\frac{\psi(n, s)}{\left[\left(\frac{1}{n}\right)^{\alpha-1}\left(\frac{1}{s}\right)^{1-\alpha}-1\right]}=\mu(\alpha) \quad \text { say }
$$

which gives

$$
\psi(m, r)=\mu(\alpha)\left[\left(\frac{1}{m}\right)^{\alpha-1}\left(\frac{1}{r}\right)^{1-\alpha}-1\right]
$$

when $m<r$ and when $r=m$

$$
\psi(m, r)=0
$$

Proof of the Theorem. We prove the theorem for rationals and then continuity (axiom (i)) gives the result for reals. For this let $m, r_{i}$, and $t_{i}$ be positive integers such that

$$
r_{i} \leqq t_{i}, \quad i=1, \ldots, n ; \quad \sum_{i=1}^{n} r_{i}=m
$$

Now if we put

$$
p_{i}=\frac{r_{i}}{m}, \quad q_{i}=\frac{t_{i}}{r}, \quad i=1, \ldots, n
$$

where $\sum_{i=1}^{n} t_{i} \leqq r$; then by using Lemma 2

$$
\begin{aligned}
& K_{n}^{(\alpha)}\left(\frac{1}{m}, \frac{1}{m}, \ldots, \frac{1}{m} ; \frac{1}{r}, \ldots, \frac{1}{r}\right)=K_{n}^{(\alpha)}\left(p_{1}, \ldots, p_{n} ; q_{1}, \ldots, q_{n}\right)+ \\
&+\sum_{i=1}^{n} p_{i}^{\alpha} q_{i}^{1-\alpha} K_{n}^{(\alpha)}\left(\frac{1}{r_{i}}, \ldots, \frac{1}{r_{i}} ; \frac{1}{t_{i}}, \ldots, \frac{1}{t_{i}}\right)
\end{aligned}
$$

by (2.5) and Lemma 4 becomes

$$
\psi(m, r)=K_{n}^{(\alpha)}\left(p_{1}, \ldots, p_{n} ; q_{1}, \ldots, q_{n}\right)+\sum_{i=1}^{n} p_{i}^{\alpha} q_{i}^{1-\alpha} \psi\left(r_{i}, q_{i}\right)
$$

or

$$
K_{n}^{(\alpha)}\left(p_{1}, \ldots, p_{n} ; q_{1}, \ldots, q_{n}\right)=\psi(m, r)-\sum_{i=1}^{n} p_{i}^{\alpha} q_{i}^{1-\alpha} \psi\left(r_{i}, t_{i}\right)
$$

or

$$
\begin{gathered}
K_{n}^{(\alpha)}\left(p_{1}, \ldots, p_{n} ; q_{1}, \ldots, q_{n}\right)=\mu(\alpha)\left[\left(\frac{1}{m}\right)^{\alpha-1}\left(\frac{1}{r}\right)^{1-\alpha}-1-\right. \\
\left.-\sum_{i=1}^{n}\left(p_{i}^{\alpha} / r_{i}^{\alpha-1}\right)\left(q_{i} / t_{i}\right)^{1-\alpha}+\sum_{i=1}^{n} p_{i}^{\alpha} q_{i}^{1-\alpha}\right]= \\
=\mu(\alpha)\left[\sum_{i=1}^{n} p_{i}^{\alpha} q_{i}^{1-\alpha}-1\right]
\end{gathered}
$$

which conclude the proof.

## Particular cases

Case I. Measure (1.3) under the condition

$$
I_{2}\left(1,0 ; \frac{1}{2}, \frac{1}{2}\right)=1
$$

reduces to

$$
I_{n}^{(\alpha)}\left(p_{1}, \ldots, p_{n} ; q_{1}, \ldots, q_{n}\right)=\left(2^{\alpha-1}-1\right)^{-1}\left(\sum_{i=1}^{n} p_{i}^{\alpha} q_{i}^{1-\alpha}-1\right) ; \quad \alpha \neq 0
$$

Now if $\alpha \rightarrow 1$, we get

$$
I_{n}\left(p_{1}, \ldots, p_{n} ; q_{1}, \ldots, q_{n}\right)=\sum_{i=1}^{n} p_{i} \log _{2} \frac{p_{i}}{q_{i}}
$$

which is Kullback's [4] relative information, which is characterized by Campbell [1], Hobson [2], Kannappan [3], Rathie and Kannappan [5], Sharma and Ram Autar [7], Ng [11].

Case II. Measure (1.3) under the condition

$$
I_{2}\left(1,0 ; \frac{1}{2}, \frac{1}{2}\right)=2^{\alpha-1}-1
$$

reduces to

$$
I_{n}^{\alpha}\left(p_{1}, \ldots, p_{n} ; q_{1}, \ldots, q_{n}\right)=\left[\sum_{i=1}^{n} p_{i}^{\alpha} q_{i}^{1-\alpha}-1\right]
$$

If $\alpha=2$, we get

$$
I_{n}^{(2)}\left(p_{1}, \ldots, p_{n} ; q_{1}, \ldots, q_{n}\right)=\sum_{i=1}^{n}\left(p_{i}^{2} / q_{i}\right)-1
$$

which is Pearson's $\chi^{2}$-statistic and is a measure of discrepancy between the two discrete populations $P$ and $Q$.
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