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K Y B E R N E T I K A - V O L U M E 22 (1986), N U M B E R 3 

ON A FUNCTIONAL EQUATION CONNECTED 
TO SUM FORM NONADDITIVE INFORMATION 
MEASURE ON AN OPEN DOMAIN — I 

PL. KANNAPPAN, P. K. SAHOO 

Shannon's entropy is additive. However, there are information measures such as entropy 
of degree fi which are nonadditive. The sum form representation of these measures along with 
additivity and nonadditivity properties yields many interesting functional equations for instance 
(S) and (4). In this paper, we find the measurable solutions of the functional equation (4) on 
an open domain. 

1. INTRODUCTION 

Let rj) = {P = (pi, p2, ..., p,)\pk > 0, Y, Pi = 0 t>e the s e t of all finite complete 
i = l 

discrete probability distributions and T„ be the closure of r ° . In analysing the 
additivity and sum property of Shannon's entropy one comes across the following 
functional equation 

(s) i ifi?Ai) = i m + ifb,)> 
i=i j=i i=i j=i 

where P e T„ and Q e Fm. The entropy of degree /? 

(i) --.X-9)« * H T T 7
 (i8 + 1) 

proposed by Havrda and Charvat [3] is nonadditive. If we write 

pK-p 

(") M-t->-
then the entropy of degree /? takes the form 

(3) H'(P) = if(pt). 
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The function / in (3) is called the generating function and satisfies the functional 
equation 

(4) i ifiPi-j) = i m +1/(«,) + A if (p.) i/(«i)> 
f = U = , i = i y = i ; = i y = i 

where P e T„, Qe E,„, and A = (2 1 - / I - 1). The functional equation (4) was solved 
in [2] when / is continuous and (4) holds for all m 2: 2, n 2; 3. The continuous 
solutions of (4) can also be found in [4]. In [5], the equation (4) was solved when 
the function / is Lebesgue measurable and (4) holds for some (arbitrary but) fixed 
pair of integers (n, m) with m ̂  3 and n 2: 3. The equation (4) was solved in [7] 
when / is Lebesgue measurable and (4) holds for some (arbitrary but) fixed pair 
of integers (n, m) with « ^ 2 and m ̂  3. In [2, 4, 5, 7, 8] the solution of (4) on 
[0,1] was found using 0-probability under various regularity conditions. The need 
for the solution of (4) on the open domain [0, 1] arises from the awkwardness 
in the definition of C = 0. It is also a priori quite possible that there may exist 
solutions other than those on [0, 1] restricted to ]0, l [ . See in this regard [1, 6, 9, 10] 
for solution of similar equations on open domains. In this paper, we find the measur
able solutions of the functional equation (4) on the open domain for m and n greater 
than 2. 

2. SOLUTION OF (4) ON ]0, l [ 

In order to solve (4) we make use of the following results. 

Result 1 [10]. Le t / ; : ]0, l [ -* R (reals) and satisfy the functional equation 

(5) £/'/>,-) = 0 (0<Pi<l,iPi=l) 
1 = 1 i=\ 

for arbitrary (but fixed) n ^ 3 and at least one of the / : s be measurable. Then the 
fi& are given by 

(6) f/p) = ap + bt, 

where a and bt's are arbitrary constants satisfying 

(7) a + i bt - 0 . 
> = i 

Lemma 2. Le t / : ]0, 1[ -> R be measurable and satisfy the functional equation 

(8) i if(pt4j)-if(pt)iA<ij), 
i = ij = \ ; = i j = \ 

for a fixed pair of positive integers n, m(;> 3) and for all Pe f n ° and Q e Fm. Then 

(9) f(p) = Pp, P~]0,1[, 
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or 

(10) f(p) = AP + B, p e ] 0 , l [ , 

where j8 is an arbitrary constant and A, B are constants satisfying 

(11) (A + mnB) = (A + nB) (A + mB) . 

Proof. Fix (qu q2, • • •, <?m) £ Tm temporarily and let 
(12) F(p) = if(pq}) - if(qj)f(p), p e ]0,1[ . 

j = i i = i 

Using (12) in (8), we obtain 

(13) i F(Pi) = 0 . 
i = l 

The measurable solution of (13) is given by (see Result 1) 

(14) F(p) = A(quq2,...,qm)[l - np\ . 

Letting p = a(=t=l/n), where a is any fixed real number in ]0, 1[, in (14) and (12),. 
we get 

(15) if(pqj) ~ tf(p)f(qj) = [1 - np\ [1 - na]"1 [ £ f(<xq}) - f/(«)/(«;)] • 
j = i J = I J = I J' = I 

Equation (15) holds for all p + 1/n. But from (12) and (13), we see that (15) holds 
also for p = 1/M. Fixing p( + a) we define d(p) = [1 — np\ [1 — nix]'1 and 

(16) g(q) = f(pq) - / 0 ) f(q) ~ 8(p) f(<xq) + d(p)/(a) f(q) , q e ]0, l [ , 

By use of (16), equation (15) can be reduced to (5) and hence 

(17) g(q) = B(p) [1 - mq] . 

From (17) and (16) we get 

(18) f(pq) - f(p)f(q) = 5(p)f(aq) - 8(p)/(«)/(<*) + B(p) [1 ~ m*\ , P * «• 

Letting q = a in (18), we get 

(19) f(ap) - /(a)/(p) = [1 - np] [1 - na]"1 [/(a2) - /(«)/(«)] + 

+ [1 - ma] B(p) . 
Hence (19) yields 

(20) B(p) = [1 - may1 [/(up) - /(«)/(p)] - c.[l - np] , 

where ct is a constant. Putting (20) into (19), we get 

(21) f(pq)-f(P)f(q) = 

= [1 - na]-1 [1 - np\ [f(aq) - /(«) f(q)\ - Cl[l - np\ [1 - mq\ + 

+ [1 - ma]"1 [1 - mq] [/(ap) - /(«)/(?)] , p * « . 
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Interchanging p and q in (21), we get 

(22) \f(ap) - / ( « ) / ( - ) ] ([1 - m a ] " 1 [1 - mq] - [1 - n a ] " 1 [1 - nq]) 

+ [/(««) - / ( « ) / ( « ) ] ([1 - " a ] " 1 [1 - "p] - [1 - m a ] - 1 [1 - mp]) = 

= d [ l - np] [1 - m«] - Cj.[l - B*I] [1 - m-] . 

Tor m + n, we get from (22) 

(23) [f(ap) - f{a)f(p) - c J (« - a) = [/(«<?) - / («) / («) - c J (p - a ) , 

Hence, from (23), we get 

(24) / ( a j » W ( « ) / ( p ) - « - i J » + *i 

and from (24) and (20) we obtain 

(25) B(p) = a2p + b2 . 

Using (24) and (25) in (18), we get 

(26) f(pq) - f(p)f(q) = ap + bp + cpq + d , p, q + a , 

where a, b, c, d are constants, in the case m =f= n. 

If the right hand side of (18) is not equal to 0, then by using (26), we can write 

(27) f(pqr) = f(pq)f(r) + apq + br + cpqr + d 

for p, q, r( + a) e ]0, 1[. By using (26) in (27), we get 

(28) f(pqr) = f(p)f(q)f(r) + {ap + bq + cpq + d]f(r) + apq + br + 

+ cpqr + d 
also 
(29) f(pqr) = f(p)f(q)f(r) + [ap + br + cpr + d]f(q) + apr + 

+ bq + cpqr + d . 

Fixing p and q, i.e. p = p0 and q = q0, in the right hand sides of (28) and (29) so 
that right hand side of (26) is not 0 (which is possible by the hypothesis), we get 

(30) f(r) = Ar + B, r * a , 

where A, B are constants. Putting (30) into (15), we get 

(Ap + mB) - (Ap + B) (A + mB) = 

= [1 - np] [1 - na ] " 1 [(Ax + mB) - (A + mB)f(a)] . 

Equating the coefficients of p and the constant terms from both sides of the above 
equation, we get 

(31) A - A2 - mAB + n[l - n a ] - 1 [(Aa + mB- (A + mB)f(x)] = 0 , 

and 

(32) mB - AB - mB2 - [1 - n a ] - 1 [(Aa + mB) - (A + mB)f(a)] = 0 . 
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From (31) and (32), first we get the condition (11). Using (11) in (32), we obtain 

(33) (A + mB)f(a) = (A + mB) (Aa + B). 

If A + mB 4= 0, then 

(34) / (a) = Ax + B. 

If A + mB = 0, then, by (11) A + mnB = 0. Hence, A = 0 = B and 

(35) / ( r ) = 0 , r + a . 

Letting pi = a. = qy in (8) and using (35), we get 

(36) /(«) = 0 . 

Hence, by (30), (34), (35) and (36), we get 

(10) f(p) = Ap + B, 

fora l lpe jO, 1[ with (11). 
On the other hand, if the right hand side of (18) is zero, we get 

(37) [1 - np] [1 - no]'1 [/(aa) - / (*) / («) ] = -B(p) [1 - mq] , 

and 

(38) f(pq)=f\p)f(q), P * <* • 
From (37), we get 

(39) f(aq)-f(a)f(q) = c2[l-mq]. 

for all q e]0, l[ and c2 is a constant. Using (39), and (38), we have 

(40) c2(l - mqt) = f(xqt) - f(x)f(qt) , 

= [f(aq)-f(a)f(q)]f(t) = c2(l - mq)f(t), 

from which we can conclude that c2 = 0 so th&t f(aq) — f(a)f(q) = 0, that is, 

(41) f{pq)=f(p)f(q), P,q e]0,l[. 

The measurable solutions of (41) are given by (9) and f(p) = 0. 
Now let us consider the case m = n. Let x e ]0, 1[, P e T° and substitute p = 

= xpi (i = 1, 2,..., n) in (12) and (14). Using (12), we get 

(42) i i [fern) - f(x)f(p>)f(iM = 
i = i y = i 

= A(pup2,...,p,)(\ - nx^ftej) + A(q1,q2,...,q„)(n - nx) . 
J = I 

Interchanging (pu p2,..., p„) and (qu q2,..., a„) in (42), we get 

(43) A(Pu p2,..., p„) [(1 - nx) if(qj) - (n - nx)] = 
J = I 

= A(qu q2,..., q„) [(1 - nx) £f(pi) - (« - nx)] . 
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If we choose x = \\n in (43), then we see that A is a constant and using this in (14) 
we obtain from (12) and (14) 

(44) i [f(pqj) - f(p)f(qj)] - A[l -np] = 0. 
y = i 

Keeping p fixed and using result 1, we get 

(45) f(pq) - f(p)f(q) = A[l - np] q + C(p) [1 - nq] . 

Again interchanging p and q in (45) and using the symmetry of the left hand side 
of (45), we get 

(46) [C(p) - Ap] [1 - nq] = [C(q) - Aq] [1 - np] . 

From (46) (fixing q( + ljn)), we get 

(47) C(p) = a3p + b3, pe]0,l[. 

Equations (45) and (47) yield 

(48) f(pq) - f(p)f(q) = ap + bq + cpq + d 

for all p, qe]0,l[ and a, b, c, d are arbitrary constants. As before, it can be shown 
(cf. (26)) that / i s indeed given by (9) and (10). 

Now, if x +• Ijn, then writing dt = (I - nx) (n - nx)~l in (43), we get 

(49) A(Pl, p2, ..., p„)[if(qj) - St] = A(qy, q2,..., q„)[if(Pi) - St] . 
j = i i = i 

If if(qj) = <5i for all Q e T„°, then f(p), using Result 1, is given by (10). If there 
j = l n 

exists a Q*eT° such that £j(<?*) * <5X, then we get from (49) 
J = I 

(50) A(pl,p2,...,pl) = 52[if(p)-3l], 
; = i 

where 52 is a constant. From (50), (14) and (12) we obtain 

(51) i [f(pqj) - (f{p) + [1 - np] 52)f(qj) + 8t52[l - np] «/] = 0 . 
7 = 1 

As before, by fixing p, the equation (51) can be reduced to (5) and hence 

(52) f(pq) - (f(p) + [1 - np] 52)f(q) + 5t52[l -np]q = D(p) 1 - nq] . 

Interchanging p and q in (52), we get 

(53) [1 - np] [d2f(q) - 5x82q - D(q)] = [1 - nq] [52f(p) - Std2p - D(p)] . 

Keeping q fixed, i.e. letting q = q0(+\jn) in (53), we get 

(54) D{p) = 82f(p) - b,b2p - K[\ - np] , 
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where K is a constant. From (54) and (52), we get 

(55) f(pq) = f(p)f(q) + * - [ - - np] (f(q) - 5tq) + 

+ S2[l - nq] (f(p) - 5lP) - K[\ - np] [1 - nq] . 

Writing f(Pqr) as f(Pq . r) and f(pr . q) and using (55), we have (after substitutions 
of p = \\n = r) 

(56) <52(1 - \\n)f(q) = c3q + c4 

for some constants c3 and c4. Note 1 — l/n =f= 0. If 82 #= 0, then/ i s of the form (10). 
If b2 = 0, then, we get from (55) 

(57) f(pq) - f(p)f(q) = -K[l - np] [1 - nq] 

which is of the form (26). Thus / i s of the form (9) and (10). This completes the proof 
of the lemma. 

Let / : ]0, 1[ -> R be a measurable function and satisfy the functional equation (4) 
for X 4= 0, P 6 r°, Q e E° with m, n (fixed) ^ 3 . Defining 

(58) g(p) = p + Xf(p), 

and putting (58) into (4), we obtain a functional equation of the form (8). Hence, 
using Lemma 2 and (58), we get 

(59) f(p)J±^J)p+
b

l, 

(60) f{p) = P^r> 

where /? is an arbitrary constant while the constants a, b satisfy the equation 

(61) (a + mnb) = (a + nb) (a + mb) . 

Thus we have proved the following theorem. 

Theorem. Suppose t ha t / : ]0, l [ —> W (reals) is measurable and satisfies the func
tional equation (4) for a fixed pair m 2: 3, n gt 3 for a constant A 4= 0 and for all 
(Pi. P2, ••-, P„) e E°, (gx, q2, ..., q,„) e E°. Then the function / is given by (59) or 
(60) with (61). 
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