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Math. Slovaca 39, 1989, No. 3, 331—346 

A BLOW-UP RESULT FOR NONLINEAR DIFFUSION 
EQUATIONS 

MAREK FILA and JAN FILO 

1. Introduction 

This paper deals with the initial-boundary value problems of the form 

ut = A(um) + up - g(u) xeZ), t > 0, 
(I) w(x, t) = 0 xe6Z>, t>0, 

u(x, 0) = Wn(x)(^0) xeZ>, 

where D is a smoothly bounded domain in R^ and m, p are positive constants 
1 < /?, 0 < m < p. Precise conditions concerning the data gand u0 will be given 
later, but till then, we shall consider as a model term g(u) = auq for u ^ 0 and 
g(u) = 0 for u < 0, where a ^ 0, 1 ^ q < p. 

In connection with the question of the nonexistence of global solutions to 
problems related to (I), a number of authors (e.g. Ball [2], Fujita [8], Galak-
tionov [9], Levine and Sacks [11], Nakao [12], Sacks [14], Sattinger and Payne 
[15], Tsutsumi [16], Filo [5]) have investigated conditions under which weak 
solutions will blow up in a finite time. In the paper presented we extend, in a 
certain sense, the blow-up result given by Sattinger and Payne [15] concerning 
the semilinear parabolic equations to nonlinear diffusion problems including the 
absorptive term g. 

In order to describe our results, let us take m < p and define 

d = k inf 
ПЄ//Q(J 

w ^ 0, iv ф 0 

(J (Nw\2 + g(w]im)w)dx) " 

(Ľ »e»>) \ { I wl+Pl^dx 
m/{p + m) 

where k = min (- , ) and in case of 1V ^ 3 we add the 
\2 m + q sign (a) J m + p 

assumption pm~l ^(N + 2)/(1V — 2). From the Sobolev embedding theorem 
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one can then see that d is positive and we can introduce the "unstable" set B 
given by 

B=lweHx(Dl w^0:J(w)<d and (|Vnf + g(w]/m)w - wx+p/m)dx < oL 

where / is the functional of the potential energy associated with (I), i.e. 

(1.1) J(w) = I ( - |Vvv|2 + I g(rx/m)dr — wx +p/m)dx. 
JD\2 JO m + p / 

We prove that if ume Bn L°°(Z)), then the mth power of the solution u to 
Problem (I) does not leave the set B and tends to infinity in finite time in the L°° 
norm. For g — 0 the number d is just the depth of the potential well introduced 
by Sattinger (see [15] and references there). If m = 1, then the set B concides 
with the set of those initial data in HQ(D) for which Sattinger and Payne ([15]) 
proved the blowing up of solutions to a problem with a reaction term like up. 
Though our treatment is based on the study of an analogous "unstable" set B, 
the nonlinearity in diffusion as well as the absorptive term g cause that our 
method is completely different. Some of our arguments are of a similar nature 
as those used by Nakao [12], [13] in order to prove the global existence of 
solutions to Problem (I) with g = 0 and m > 1. 

The more delicate case m = p > 1 is considered separately and only for a 
more special choice of g. 

First, however, we shall need some preliminaries. 

2. Preliminaries 

We start by introducing some notation: QT = Dx (0, 7), ST = dDx (0, T), 
\D\ — Lebesgue measure of the set D, \u\q = ||«||^(D), 1 ̂  q ^ oo, 

Hx
0 = {weHx(D): w =£ 0, w ^ 0 a.e. on D}, 

IMI = ( |Vvtf tLc) , í h(t) = \ h(x, t)dx, i í h = í í h(x, t)dxdt, 
\JD / JD JD J JQT J JQT 

J/2 
j h(t) = | Л(JC, t)djc, | 

jQт J JQT 

(w, v) = u(x) v(x) dx. 
JD 

Now, before specifying the meaning of the solution of Problem (I) we note 
that except of the case m = 1, Problem (I) does not necessarily have a classical 

332 



solution even if the data are smooth and so it is necessary to consider some 
well-defined generalized solution. 

Definition 1. By a solution of Problem (I) on [0, T] we mean a nonnegative 
function u such that 

i*eC([0, 71; L2(D))nL™(QT), umeL^(0, T; H^(D)) 

and u satisfies 

(2.1) (ii(0, <p(t)) - [ ((w, <pt) - (Va", Vcp) + (u* - g(u), (p)) = (i^, <p(0)) 

for a.e. te[0, 7] and all <p such that <peL2(0, T; H^(D)), (pteL2(QT). 
A subsolution (supersolution) is defined as above with equality in (2.1) replaced 

by ^ ( ^ ) whenever (p^O. 
Further, in this paper we shall always use the following assumptions about 

the domain D and the initial function u0: 
(HI) D is a bounded domain in RN whose boundary, 9Z>, is of class C3. 
(H2) u0(x) is a nonnegative function defined on D such that 

uZeHx
0(D)nL™(D). 

We shall also refer to these assumptions collectively as (H), 
Next we shall need the following comparison and local existence results 
Proposition 1. Suppose that D satisfies (HI) and that u0 and v0 both satisfy 

(H2), g(0) = 0 and g is locally Lipschitz continuous. Let u be a subsolution and v 
be a super solution of Problem (I) on [0, 7] with initial functions u0 and v0, 
respectively. 

Then u0 ^ v0 a.e. in D implies u ^ v a.e. in QT. 
Proposition 2. If(H) holds andg is locally Lipschitz continuous, g(0) = 0, then 

there exists a time Tmax, 0 < Tmax ^ oo (which depends only on the data m, N9 p, 
g, u0 and D) such that Problem (1) possesses a unique solution u on [0, 7] for any 
0<T< Tmax. If Tmax < OO, then 

(2.2) lim |w(0loo = +oo. 
' - * Tmax 

Moreover, for 0 ^ s < t < Tmax u satisfies 

(2.3) ~— f KM*" + n i l + W(0) < Wis)), 
(m + l)2 J* 

where J is given by (1.1). 
For the proof of Proposition 1 in the case of m ^ 1 we refer to [1], in case of 

0 < m < 1, for example, to [5] (where the method of [1] is adapted). Propo
sition 2 for m ^ 1 is proved in [11] and for 0 < m < 1, see e.g. [5]. 
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3. Main results 

We begin by formulating the precise conditions concerning the function g, 
which will be called hypotheses (A): 
ge C'([(), oo)), g(0) = 0, g(u) ^ 0 for u ^ 0 and if we define G(u) = g(ul/m), 

(3.1) G'(u) u ^ 3G(u) for some 0 < 3 < p/m and all u^O. 

KG' has a singularity at 0, which might occur in the case of slow diffusion, i.e. 
for m > 1, we shall need the additional assumption, namely, that (3.1) holds for 
some 0 < 3' < 1 in a neighbourhood of the origin. 

Since we restrict ourselves to u0 ^ 0, the solution u(x, t) is nonnegative too, 
thus the behaviour of g for u < 0 is irrelevant and we can put g = 0 for u < 0. 

Now let us first consider the case m < p. Put 

(3.2) d = k inf ' v l-'"'* + {G(WI W)y/^2(P + m)KP"^ 
,,Єtf'4 ^U+Pln, 

where k = i(3) - m(m + p)~\ i(3) = min(2-\ (1 + 3g)~l) and 3g = 0 if g = 0 
and 3g= 3 otherwise. By the Sobolev embedding theorem it is not difficult to 
see that d is positive if 

,2 2\ \P is arbitrary (m < p) for N = 1, 2 and 
K ' ' 1pm"1 ^(N+2)/(N-2)forN^3, 

and using the notation 

K(w) = \\w\\2 + (G(w), w)-\w\\XPJrm 

we put 

(3 4) 5 = 1 { v v E ^ : /(H;) < d and K^ < 0 } &(3*3) *p/ds ^ 
[{weH^nL^(D): J(w) ^ 0} otherwise. 

We note that the assumption (3.1) yields 

Г 
Jo 

(3.5) G(r)dr^(l +3)~]G(u)u for w ^ 0, 
Jo 

+ 

and that, using (3.5), it is not difficult to find that J(w) ^ 0 for n>e#o implies 
K(w) < 0. The main results read then as follows. 

Theorem 1. Assume that D and u0 satisfy (H), 0 < m < p, 1 < p, g satisfies (A) 
and let u(t, u0) denote the solution of Problem (I) with initial value Uo-

IfugeB then um(t, u0)eBfor 0 ^ t < Tmax and 

(3.6) Tma^\\B\L< + ') /(p-l)V-«)<<*>> 
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where the constant Ke(0, 1) depends only on w0, m, p, 3 (c.fi (4.5)), i.e. the 
solution u(t, u0) blows up in a finite time in L°° norm for ume B. 

R e m a r k 1. Assume that D satisfies (HI) and let (3.3) hold with pm~l < 
< (N + 2)/(IV — 2) if N 5* 3. Moreover, suppose either (i) g — 0 or (ii) m = 1 
and g(u) = au for some a > 0. Then it is not difficult to verify that 

(3.7) t / = inf ( sup J(Xw)) 
+ , 0 < A< oo 

WEHQ 

and that the unstable set B given by (3.4) is equal to the set 

{we//<j: J(Xw) < dfor Ae[l, oo)} 

(see, e.g., [16], where a similar result for a potential well is demonstrated). 
In addition, the infimum in (3.7) is attained at a stationary solution to 

Problem (I) (see, e.g., [3, Theorem 6.3.9] or also the proof of Theorem 2 in this 
paper), hence 

d=minJ(vm), 
fjG£- + 

where E+ denotes the set of all positive stationary solutions to Problem (I), 
thus E+ is nonempty. By a stationary solution to Problem (I) we mean a 
nonnegative function v such that vmeC2(D) n C\D), v = 0 on dD and 

A(vm) + vp - g(v) = 0 on D. 

R e m a r k 2. It follows from the comparison principle stated in Proposi
tion 1 that we can obtain nonexistence results for Problem (I) with a more 
general growth termf(w) assuming f(u) ^ up — g(u) for p, g as above, and for 
any initial data V0ELCO(D) such that v0 ^ u0, where u0 satisfies (H2), umeB(with 
B defined by the growth term up — g(u)). For the solvability of Problem (I) for 
u0eL°°(D) only, see, e.g. [1], [11], [14], [5]. 

In order to describe our result concerning the case m = p > 1, we need the 
following 

Lemma 1. Suppose that the domain D is sufficiently "large", i.e. that the first 
eigenvalue Xx of the Dirichlet problem Aq> + A, (p = 0 in D, (p = 0 on dD is less 
than 1, and that m = p > 1. Let 

(3.8) g(u)^auq foru^0,g(u)==0 foru<0, 

where 1 < q < m, 0 < a and 

(3.9) d= inf ( sup J(Xw)). 
+ 1 0 < X < oo 

Then we have 0 < d < oo. 
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Now we can introduce the "unstable" set B: 

(3.10) B = {weHl
0: J(w) < d and K(w) < 0}, 

and formulate 
Theorem 2. Assume that D and u0 satisfy (H), m = p > 1 and g(u) is given by 

(3.8). Suppose further that the domain D satisfies the hypothesis of Lemma 1. 
Then u0 e B implies that 

(3.11) 7 ^ ^ ( — J n0-
+ M (m + q)/a(q - \)(m - q)(\ - v) < oo, 

where the constant ve[0, 1) is swch that J(u0) ^ vd, i.e. the solution w(t, w0) of 
Problem (I) b/ows wp in finite time for u0 e B. Moreover, 

(3.12) d=minJ(vm), 

where E is the set of all nontrivial nonnegative stationary solutions to Problem (I), 
henee E is nonempty. 

We show that the following known result (see [9]) is a simple consequence of 
Theorem 2. 

Corollary 1. Let us consider Problem (I) with g = 0 and let the hypotheses of 
+ 

Theorem 2 hold. Then w(t, u0) blows up for every u0 ^ 0, u0eH0. 
+ 

R e m a r k 3. It is not difficult to verify that if £eHl
0, J(%) ̂  0, then %e B9 

B given by (3.10). 
Now we can proceed to the proofs of the above assertions. 

4. Proof of Theorem 1 

In order to demonstrate that the unstable set B is nonempty put 

(4.1) j(X): = J(Xw) for weHl 0 ^ A < oo. 

The assumption (3.1) implies that there exist nonnegative constants r0, c such 
that G(u) ^ ew9 for all u ^ r0, and as 3 < pjmJ(X) -• — oo for A -* oo. Hence B 
is nonempty. 

But as the main aim of this paper is to show the blowing-up from the initial 
+ 

data with positive energy, we should demonstrate that there exists w0eH0 such 
that 0 < /(wo) < d and K(w0) < 0. To see this, one can easily verify that 
jeCl([0, oo)), j(0) = 0 andj(A) > 0 in a neighbourhood of the origin, which 
together with the convergence of j into — oo for A -> oo gives the existence 
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of such X0 that 0 <j'(^0) < d and /(AQ) < 0, hence w0 = ^we B as K(w0) = 

= ^7 W < o. 
Now for a while let us suppose that B is invariant, i.e. that um(t, u0)eB for 

0 ^ t < Tmax if w0
mG £, which is obvious by (2.3) whenever / « ) ^ 0. Then 

according to (2.3) and (3.4) we have 

(4.2) J(um(t, u0)) ^vd, 0<t< Tmax, 

for some constant ve(0, 1) if p satisfies (3.3) and 0 < J(um) < cf, or v= 0 if 
J(um) ^ 0. Because we have supposed that um(t, u0)eB, (4.2) and (3.2) yield 

(4.3) J(un\t))^vk\u(t)\mXP
p, 

where for simplicity of notation we write u(t) instead of w(t, u0). On the other 
hand, we can estimate J(um(t)) by (3.5) to obtain from (4.3) 

(4.4) ||W-(t)||2 + (g(u(t)\ um(t)) < K\u(t)\m
mXP

p, 

where 

(4.5) K = (vk + m(m + p)~])/i(S). 

It is not difficult to see that 0 < K < 1. 
Now, using the estimate (4.4), the proof of Theorem 1 can proceed in a 

standard way. Inserting um(t) into (2.1) we obtain 

(4.6) |t/(0l^^l - l̂ ol̂ tl = (m-+ l)Jo (-i|t/-||
2-(^(t/), M-) + |w|^tp 

for a.e. te[0, Tmax). We note that it is possible also in the case of 0 < m < 1, in 
which (um)t does not always exist. However, in this case by (2.3) and the 
boundedness of w, ut exists and (2.1) yields (4.6). Since y(t): = |a(t)|™ + i is 
absolutely continuous on [0, 7] for any T < Tmax, we obtain from (4.6), by (4.4) 
and the Holder inequality, the differential inequality 

(4.7) y'(t) - (m + 1)(1 - K:)|Z)| (1- / , ) / (1+ 'w)y^+^w+,)(t) ^ 0 

for a.e. te[0, Tmax). As (m +p)(m + l)"1 > 1, by the standard comparison 
theorem for ordinary differential equations we have (3.6), and by (2.2), the 
assertion of Theorem 1. 

So, it remains only to prove that B is invariant in the case of the positive 
energy of the initial data. It would not be difficult if we knew that the solution 
w(t, u0) is sufficiently smooth, say, 

(4.8) ww(t, u0) is a continuous mapping from [0, Tmax) to H0, 

(see, e.g. [16], [12]). In fact, let um(t) leave the set B at the time t0. Since u0e B 
and B is open with respect to the norm in H0, t0 is positive. Then in virtue of 
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(4.8) we obtain that K(um(t0)) = 0, as the case J(um(t0)) = d is impossible by 
(2.3). However, this and (3.5) yield 

d>J(um(t^>k\u(tX>Xp
P>d> 

which is a contradiction. 
However, since we know of no regularity result like (4.8) if m # 1, we shall 

now regularize Problem (I) and present several observations in order to prove 
the invariance of the set B. First, for simplicity of notation, let us cenote 

(4.9) a(u) = \u\m sign u, b(u) = |w|1/wsign u. 

Now, we shall consider the modified problems 

u, = &ae(u) + (ae(u)Ylm - Fe(ae(u)) in QT, 

u(x, 0) = u0e(x) in Z>, u(x, t) = 0 on ST, 

where 0 < T < Tmax, Tmax has been given for Problem (I) by Proposition 2, 
0 < e < 1 and u0e, ae and Fe are defined as follows. 

A. The case m ^ 1 

Let us denote by {RE} a set of symmetric mollifiers in one variable with 
supp RE c= B(0, e) and put 

(4.10) ae(u) = (Re*a)(u)9 be = ae~\ 

The following properties of ae and be are easily verified: aE, bee C°°(R), ae(0) = 
= be(0) = 0, 0 < 8(e) ^ ae(u) ^ K(M) < oo for \u\ ̂  M9 M > 0 and ae-+a'm 
C](R), be-» b in C°(R), as £-• 0. From this, according to (H2) it is possible to 
choose u0eeC0(D) such that 

ae(u0e) -» a(u0) strongly in H0, as well as, 
(4.11) 0 ^ u0e ^ IWQÎ  + 1 and u0e -• w0 strongly in L2(D), 

as e -> 0, 

(see, e.g. [11]). Now, if GeC\[0, oo)), we need not to regularize it and put 
Fe = C, but if C has a singularity at 0, let us put, e.g., 

((2G(r1)r1-^G\r1))u + (G\r1)r1-^G(r1)ri-2)u2 

(4.12) Grj(u) = <for0^u^ TJ9 

[G(U) for0< rj^u<co, 

and one can easily verify that G^eC'tfO, oo)), G^O) = 0. We note, for later 
reference, that using (3.1), and (4.12), we obtain the analogy of (3.5): 
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í G„ 
Jo 

(4.13) G1(r)dr^i(9)G71(u)u forallu^O. 
Jo 

Now we introduce the dependence of t] on e and put F£: = G1{£). For this 
purpose, let us define dn like d by (3.2) with Gn instead of G and the set Bn, and 
the functionals f . , Kn in the same way. Then, using (4.12), it can be shown that 
dn -> d as 77 -• 0. Now, by our assumption a(u0) e B, hence we can choose t]0 

such small that J(a(u0)) < d' ^ d1] for all 77 ^ r\0 and some d' < d. On the other 
hand, we can choose s0 > 0 such small that J(a£(u0e)) < d' for all s ^ e0 because 
of (4.11). Now let 0 < € < e0 be fixed. Then there exists 77 (= rf(e)), 0 < r/ ^ % 
such that 

(4.14) Jnifle(Ute)) <dn>
 a s w e l 1 a s KifaM) < °> 

hence a£(u0e)e Br This results from the construction of Gr] (c.f. (4.12)). 
So we can return to Problem (I). Put M = ||w(t, U0)\\LOO(QT) + 2, f£(u)~ 

= (ae(u))plm — F£(ae(u)) for 0 ^ w ^ M, otherwise smooth and such that | f j , 
|fj ^ K < 00 on R, ^4e(w) = a^(w) for \u\ ^ M, otherwise smooth and such that 
\A€l \Ae\ ^ K< 00 on R, for some positive constant K. With these choices of 
data we obtain a unique classical solution of the problem 

ut = div (Ae(u) Vu) +fe(u) in QT, 

u(x, 0) = u0e in D, u(x, t) = 0 on ST, 

which we denote by u£9 i.e. u£eC2](QT) (see, e.g. [10, Chapter 5, Theorem 6.1]). 
For later reference, let us denote Us = ae(u£). The proof of the following lemma 
will be postponed to the end of this section. 

Lemma 2. There exist aT,0<T ^T and {e}, e-+0 such that 

(4.15) U£(t) -> a(u(t)) in C([0, T]; V +»lm(D)), 

as £-> 0, where u(t) = u(t, u0) is the solution of Problem (I), and U£e Bn{£)foT 
O^t^T. 

So we are now ready to prove the invariance of the unstable set B. Choose 
constants ve (0,1), S > 0 such that J(a(u0)) ^ vd' — 5. Then, according to (2.3)-
the definitions of dn{£), 5^(£), we have 

(4.16) J(a(u(t)))^vk\U£(t)\\X^^8 

for any 0 ^ t ^ T. Passing to the limit as £-» 0 in (4.16), by (4.15) yields 

J(a(u(t)))^vk\u(t)\ZXp
p-8. 

This, in the same way as in (4.3)—(4.5), implies 

lla("(t))ll2 + (g(u(0), a(u(t))) ^ K\u(t)CX? - S\ S' > 0, 
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hence a(u(t9 u0))e B for 0 ^ t ^ T. 
However, as it will be seen in the proof of Lemma 2, T does not depend 

explicitly on u09 only on M, and we know that 

a(u(T9 u0))eBnL*(D)9 \u(T9 t/0)|x ^ \\U\\LHQT). 

So we can repeat the above procedure with u(T9 u0) instead of w0, and after a 
finite number of steps we obtain that a(u(t9 u0))eB on [0, T\. However, because 
T was arbitrary, 0 < T < Tmax9 we have the desired result in the case of m ^ 1. 

B. The case 0 < m < 1 

Here we put 

(4.17) b£(u) = (R£*b)(u) and a£ = b~l 

and one can see that b£ -+ b in C1 (R), a£ -> a in C°(R), as £ -> 0. Now, in a similar 
way as above, we obtain for any s9 0 < s < 1, the unique solution u€e C2A(QT) 
of (1̂ ) on [0, T\9 T < Tmax9 where u0eeC^(D) satisfies (4.11) with our choice 
of ae. We note that the function G need not be regularized in this case as 
GeC]([09 oo)) for any g satisfying (A). The proof of the fact that the analogy 
of Lemma 2 holds also in this case is postponed to the end of this section. 

One can now establish the invariance of the unstable set B just as above. 
This completes the proof. 

P roo f of Lemma 2. Recalling that u£ is the solution of (1̂ ) on [0, T\ 
we claim that there exists T e (0, T\ such that 

(4.18) 0^u£^M o n g r , 

+ + + + 
for all £, 0 < s < 1. To see this let y be the solution of y' = (y + \)p

9 y(0) = 

= \\u(t9 w0)IIL-'-«2r) + 1, which may be solved explicitly and we can see that y ^ M 
on [0, T\ for some T > 0. So, by the standard comparison theorems (see, e.g. 

+ 
[6, Chapter 2, Theorem 16]), 0 ^ u£ <, y on QT9 hence (4.18). Thus the solution 
u£ of (1̂ ) also satisfies (I£) on QT. 
Now, multiplying the equation of (l£) by (U£)t (U£ = a£(u£)) and performing 
obvious manipulations we get 

(4.19) í l (Ґ < a ; w ) , f l 
dr + J,(Ue(t)) = Jn(U£(0)) 

for 0 < / ^ T. In particular, it follows from (4.18), the construction of aE and 
(4.19) that 
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Jo 
(4.20) O^Ue^M' onQr, sup \\Ue(t)\W \ \(Ue),\

2
2 ^ C 

o^t^r 

for all £, 0 < s < 1, where the positive constants AT, C do not depend on 8. To 
see the existence of the time derivative of Ue we use the fact that 

(UE)t = ([\a'e(r))llldr)(a'E(u£)f\ 
\Jo J t 

Now, in a standard way (see, e.g. [1, Theorem 13]) we obtain a function Ue 
eC([0, 71; L2(D)) such that 

(4.21) C/, -* U in C([0, 7"]; L2(Z))) as 8 -+ 0 

(through a subsequence), but by the uniform boundedness of Ue, Ue^Ualso in 
C([0, T\\ V +p/m(D)). Now, using the estimates (4.18), (4.20), the properties of 
ae, a and the uniqueness of Problem (I) (Proposition 2), it is not difficult to 
demonstrate that U = a(u), where u is the solution of Problem (I). Further, as 
U£(t)eC2,l(QT) and U^eB^ we obtain by similar arguments as above (see 
(4.8) and what follows) that Ue(t)eBn for 0 ^ t ^ T, t] = //(£). This completes 
the proof of Lemma 2. 

P r o o f of the a n a l o g y of Lemma 2 for 0 < m < 1: In the same 
way as in the case of m ^ 1 we can show that there exists T e (0, T] such that 
O ^ w ^ M o n QT. To obtain appropriate apriori estimates, we rewrite Problem 
(1€) putting Ue = ae(ue) into 

(4 22) MUJ)t = AU,+ Uiim-G{UJ mQr, 

UE(x, 0) = ^ ( M J in D, C/£(x, t) = 0 on 5 r . 

Now, in the same way as above we obtain from (4.22) 

sup ||Uř(0ll2^C, 
o ^ t < r 

(4.23) Jo | (J o ( 6 ; ( r ) ) ' ^ 

where the positive constant C does not depend on 8. As 

0O, = (l\b'£(r)yi2dr^(b'e(U^'\ 

it follows from (4.23), the properties of be and the uniform boundedness of Us 

that 

(4.24) sup \\us(t)f, f K 4 I N C a n d 0 < « . < M , 
o <»< r Jo 
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hence there exists a veC([0, T']\ L2(D)) such that ue-> v in C([0, T']; L2(D)) as 
£-+0 (through a subsequence). Again, it is not difficult to show that v is a 
solution of Problem (I), so v = u. To demonstrate (4.15), it is sufficient to show 
that a(u€)-+a(u) in C([0, T']; L]+p,m(D)), as ae->a uniformly on compact 
subsets of R. But \a(ue) — a(u)\ ^a(\ue—u\) and (4.15) follows easily. The 
invariance of the set -B-, = B may be proved as above. 

5. Proofs of Lemma 1 and Theorem 2 

We start with the proof of Lemma 1. Computing sup /(Aw) for our choice 
of data we obtain ° ^ 

m-q . . / V ^ + V I , ^ ^ 
(5.1) d=——2_inf ' " : ? : = :infO>(w), 

2(m + q)^GV(K-||w||2),/2/ »*Q 
+ 

where Q = {weH}
0: \w\\ > ||w||2}. The set Q is nonempty due to the assumption 

A, < 1. Now, because CP(Aw) = &(w) for any 0 < A < oo and weQ, it follows 
from (5.1) that 

(5.2) d = ЛĽlX. a**" - * inf ( l g ' l + ^ , Л " " ? 

2(m + ö) ť*ßЛ(|č| - 1),/2/ 
where £i = {£e//J: 1̂ 2 > II€11 = !}• To see that c/is positive we use the Niren-
berg —Gagliardo inequality (see, e.g. [7, Theorem 9.3]) 

(5.3) \^\i^cU\\e\^%, 

where c is positive and 0 = IV(1 — q/m)/(2 + 2qm~x + N(\ — qm~~1)). 
For £ e e „ (5.3) yields 

i5ii+€/«>^i;+SrS>c'i5i2, 

hence d > 0, and the proof of Lemma 1 is finished. 
Now we claim that the set B is nonempty and invariant. To see this we proceed 
similarly as in the proof of Theorem 1 and we omit the details. Next, putting 
um(t) into (2.1) we obtain 

(5.4) _ L _ ^ ( | M W K : ! ) + iiiiw(oii2-iiim(oii= - « W O K : ; 
m+\ dt 

for a.e. te[0, Tmax). On the other hand, according to (2.3), (5.1) and the fact 
that B is invariant, we have 
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J("m(0) ^ v a}m q\ HOC % \, hence 
2(m + q) 

(5.5) hmm2-\u-m* -a{2m~vm + vq)\u(t)\mxq
q, 

m + q 
where v - 0 if J«) ^ 0 or ve (0,1) if 0 < J«) < dand such that J(w0

m) ^ vd. 
If we denote j ( t) = |«(t)|m +!, (5.4), (5.5) and the Holder inequality yield 

y'(t) - a(\ -v)(m- q)(m + \)(m + q)~x \D\°-"w+m)y(m + "Wm+,)(t) ^ 0 

for a.e. te[0, Tmax). As (m + q)(m + 1Y1 > 1, (3.11) follows easily. 
Now, by the same arguments as we get (5.2) from (5.1), we can obtain 

(
. 2(w + q) 

* 1 = : mf^(vv), 
- v - . -, 0 - I M I ) ' / WG 2̂ 

+ 
where Q2 = {weH]

0: 1 = |vv|2 > ||vv||}. Hence it follows that there exists 
{wn}

 c Qi s u c h that x(wn) -• d as n -> oo. As ||vvj| < 1 for all n, there exists 
+ 

w0eHx
0 such that vv„ -> vv0 weakly in H0, as well as vv„ -+ w0 strongly in L2(D) and 

Ll+q,m(D), as n -> oo (through a subsequence) and |vv0|2 = 1, ||vv0|| -̂  1. We claim 
that w0eQ2. To see this let us note that 

d = hm (̂vvw) = : — hm —-
n^co 2(m + q) »-+~> Bn 

and that lim An exists, is positive and finite. But then lim Bn also exists and is 
n —> oo /i—> oo 

not equal to zero, hence ||vv0||
2 < 1. 

This implies that 

(5.7) c/=0>(vv0). 

Now let us compute DG>(w09 q>) = £2m/(*~m)(-(Vvv0, Vcp) + (vv0 - £awq,m
9 p)), 

where C= (|vv0|
2 - Kl|2)/a|vv0|! \% and pe// ,}, so it follows from (5.7) and (5.1) 

that D<P(w09 (p) = 0 for all q>eH09 hence 

Avv0 + vv0 — £awg,m = 0 in a weak sense. 

Since w0eH0, the equation holds classically. Putting v = £1/(*~m)vv0
1/w, the 

equation above may be rewritten into 

A(vm) + vm - avq = 0 in D9 v = 0 on 8Z>, 

hence veE. This completes the proof of Theorem 2. 
P r o o f of C o r o l l a r y 1. First, A, < 1 implies that J(u(?) < 0. Then there 
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exists s such that J(um) + em(m + q)~]\u0\
mXq

q ^0(s> 0). If we denote ue(t, u0), 
the solution of (I) with the absorptive term euq for u ^ 0, u6(t, u0) is a sub-solu-
tion of Problem (I) with g = 0 and, by Theorem 2, ue(t, u0) blows up in a finite 
time and so does u(t, u0). 

6. A final example 

In this section we consider the case 1V = 1 (D = (— L, L), L > 0), m = p > 1 
and g as in Theorem 2. We firs* describe the set E = E(L) and after this the 
number d is determined. 

Lemma 3. 
(i) IfO<L^ n/2, then E(L) = {0}. 

(ii) If n/2 < L < Lx, Lx = 7um/(m — q), then E(L) = {0, t>(-, L)}, where v(-, L) 
denotes the unique nontrivial stationary solution to Problem (I), positive in 
(-L, L). 

(iii) If Lx < L, then E(L) consists of the trivial solution and of continua of 
solutions generated by v(-, Lx). 

Theorem 2 states that blowing up may occur if L > n/2. In this case, using 
Lemma 3, we obtain 

Theorem 3. If n/2 < L ^ Lx, then d=J(v(-, L)). If iLx ^ L < (i + \)Lxfor 
some positive integer i, then for any weE(L) it holds that J(w) =jJ(v(-, Lx))for 
some je{\, 2, ..., /}, hence 

d=J(v(,Lx)). 

P r o o f of Lemma 3. Denote F(u) = (2m)"1 u2m - (m + q)_1 aum + q, K = 
= (2am/(m + q))1/(m_<7) (A: is the unique root of F in (0, oo)) and for VE[K, OO) 
define 

(6.1) T(v) = A p f . sm~l ds. 
V 2 Jo VF(v) - F(s) 

In the same way as in [1] (see also [4]), it may be demonstrated that the following 
proposition holds. 

Proposition 3 ([1J). A function v, v > 0 in ( — L, L), belongs to E(L) if and only 

if 

V 2 L 
sm~] 

ds = |x|, w VE(v) - F(s) 

where ve[K, oo) and Le(0, oo) are related by the equation T(v) = L. 
Now Lemma 3 follows from the next proposition. 
Proposition 4. 

(i) Te C([K, oo)) n C\(K, OO)), T(K) = 7tm/(m - q), 
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(ii) T(v) < Ofor ve(K, oo), 
(iii) T(v) -+ /r/2 as v-> oo. 
Proposition 4 may be proved by direct computations and we indicate only the 
proofs of (ii) and (iii). 
(ii) 

- 0(s) •v(v)s. ĚГШ: 
V 2 Jo Vад -F(s) 

ds, where 0(s) = a(q - m)(q + m) ~' sm + \ 

i.e. 0 is decreasing on [0, v]. 
(iii) Putting s = vy in (6.1) we obtain 

m = ^ • - = r• J ' - * 
V 2 V W Jo Vl -/r(iy)(.F(v))-1 

and one can see that the integrand has the integrable majorant ym~ x(l — y2m)~x/2 

and converges pointwise to it as v-> oo, hence the conclusion. 
To see that v(-, £,,) generates families of nonnegative stationary solutions 

to Problem (I) on ( —L, L) with L> L} let us note that 

v(±L],L]) = (vm)x(±LuLl)=-0 

as F(K) = 0. So we can, e.g., extend v as zero on intervals larger than ( —Ll9 2^) 
(for further details see [1]). 
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ОДИН РЕЗУЛЬТАТ О НЕСУЩЕСТВОВАНИИ ГЛОБАЛЬНЫХ РЕШЕНИЙ 
ДЛЯ УРАВНЕНИЙ НЕЛИНЕЙНОЙ ДИФФУЗИИ 

М. РПа—}. РПо 

Резюме 

В статье с помощью функционала Ляпунова охарактеризовано одно множество началь
ных условий, для которых Ц° -норма решения задачи Дирихле стремится к бесконечности 
в конечном времени. 
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