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# CONVEXITY OF THE ORIENTOR FIELD AND THE SOLUTION SET OF A CLASS OF EVOLUTION INCLUSIONS 

NIKOLAOS S. PAPAGEORGIOU ${ }^{1)}$<br>(Communicated by Michal Zajac)


#### Abstract

In this paper we examine semilinear evolution inclusions and show that if the set of solutions is weakly closed in the space of absolutely continuous functions, then the orientor filed for almost all times is convex valued. In establishing this result we obtain a new existence theorem for the nonconvex problem, a new relaxation theorem and a new Filippov-Gronwall type theorem, all of which are of independent interest and can be useful in the study of infinite dimensional control systems.


## 1. Introduction

In a recent interesting paper, Cellina-Ornelas [4], considered differential inclusions in $\mathbb{R}^{n}$, driven by a Lipschitz orientor field and established an equivalence between the closedness in $A C_{w}$ (the space of absolutely continuous $\mathbb{R}^{n}$-valued functions defined on $T=[0, b]$ and endowed with the weak topology) and the convexity of the values of the orientor filed. The purpose of this note is to extend this result to evolution inclusions, that appear often in the study of distributed parameter systems (see [14]).

Let $T=[0, b]$ and let $X$ be a separable Banach space having the RadonNikodym Property (RNP; see Diestel-Uhl [6, Definition 3, p. 61]). Let $A C(X)$ be the space of all absolutely continuous functions from $T$ into $X$. It is well known (see for example Diestel-Uhl [6, p. 217]), that such functions are almost everywhere differentiable and furthermore that $x(t)=x(0)+\int_{0}^{t} \dot{x}(s) \mathrm{d} s$,

[^0]$t \in T$. So $A C(X)$ can be identified with $X \times L^{1}(X)$, where $L^{1}(X)$ is the Lebesgue-Bochner space of all functions $h: T \rightarrow X$ s.t. $\|h(\cdot)\| \in L^{1}$. Now let $F: T \rightarrow 2^{X} \backslash\{\emptyset\}$ be a multifunction with closed values and assume that $F(\cdot)$ is measurable (see Section 2) and that $t \mapsto|F(t)|=\sup \{\|x\|: x \in F(t)\} \in L^{1}$. Let $S\left(x_{0}\right) \subseteq A C(X)$ be the set of solutions of $\dot{x}(t) \in F(t)$ a.e., $x(0)=x_{0}$. Given the identification of $A C(X)$ with $X \times L^{1}(X)$, we see that $S\left(x_{0}\right)$ is identified with $\left\{x_{0}\right\} \times S_{F}^{1}$, where $S_{F}^{1}=\left\{h \in L^{1}(X): h(t) \in F(t)\right.$ a.e. $\}$. From Theorem 4.3 of [19], we know that $S_{F}^{1}$ is weakly closed in $L^{1}(X)$ (and so $S\left(x_{0}\right)$ is weakly closed in $A C(X)$ ) if and only if $F(\cdot)$ is convex-valued. In this paper we extend this fact to the case where $F$ depends also on $x$ and is the orientor field of an evolution inclusion defined in a separable Banach space. In doing this, we also prove a new Filippov-type approximation theorem and a new relaxation theorem, which are interesting by themselves. Our result on the automatic convexity of the orientor field, is another instance of the "principle" that the weak topology and convexity go together. Recall Mazur's theorem that says that a convex set is closed if and only if is $w$-closed and from nonlinear analysis the result that says that the integral functional $I_{f}(x)=\int_{0}^{b} f(t, x(t)) \mathrm{d} t$ is $w$-l.s.c. on $L^{1}(X)$ if and only if $f(t, \cdot)$ is convex for almost all $t \in T$. This result was first proved by R ock afellar [21, Theorem 1] for $X=\mathbb{R}^{n}$, it was extended to separable reflexive Banach spaces by Bis mut [3, Theorem 1] and finally it was proved for $X$ a general separable Banach space by this author in [16, Theorem 5.1].

## 2. Preliminaries

Let $(\Omega, \Sigma)$ be a measurable space and $X$ a separable Banach space. Throughout this paper we will be using the following notations:

$$
P_{f(c)}(X)=\{A \subseteq X: \text { nonempty, closed (and convex) }\}
$$

and

$$
P_{(w) k(c)}(X)=\{A \subseteq X: \text { nonempty, (weakly-) compact (and convex) }\} .
$$

A multifunction $F: \Omega \rightarrow P_{f}(X)$ is said to be measurable, if for all $z \in X$ $\omega \mapsto d(z, F(\omega))=\inf \{\|z-x\|: x \in F(\omega)\}$ is measurable. A multifunction $G: \Omega \rightarrow 2^{X} \backslash\{\emptyset\}$ is said to be graph measurable if $\operatorname{Gr} G=\{(\omega, x) \in \Omega \times X$ : $x \in G(\omega)\} \in \Sigma \times B(X)$, with $B(X)$ being the Borel $\sigma$-field of $X$. In general, for $P_{f}(X)$-valued multifunctions measurability implies graph measurability, and the converse is true if there exists a $\sigma$-finite measure $\mu(\cdot)$ on $\Sigma$, with respect
to which $\Sigma$ is complete. Other equivalent definitions of measurability of closedvalued multifunctions and additional results on the subject, can be found in the survey paper of Wagner [23].

Now let $(\Omega, \Sigma, \mu)$ be a $\sigma$-finite measure space. Given a multifunction $F: \Omega \rightarrow 2^{X} \backslash\{\emptyset\}$, by $S_{F}^{p}(1 \leq p \leq \infty)$ we will denote the set of selectors of $F(\cdot)$ that belong in the Lebesgue-Bochner space $S_{F}^{p}=\left\{f \in L^{p}(X)\right.$ : $f(\omega) \in F(\omega) \mu$-a.e. $\}$. This set may be empty. It is nonempty if $F(\cdot)$ is graph measurable and $\omega \mapsto \inf \{\|x\|: x \in F(\omega)\}$ belongs in $L^{1}$. Note that $S_{F}^{p}$ is a decomposable set; i.e., if $A \in \Sigma$ and $f_{1}, f_{2} \in S_{F}^{p}$, then $f=\chi_{A} f_{1}+\chi_{A^{c}} f_{2}$ $\in S_{F}^{p}$. Decomposable sets in Lebesgue-Bochner spaces were studied in [19]. Using $S_{F}^{1}$ we can define a set-valued integral for $F(\cdot)$ by setting $\int_{\Omega} F(\omega) \mathrm{d} \mu(\omega)=$ $\left\{\int_{\Omega} f(\omega) \mathrm{d} \mu(\omega): f \in S_{F}^{1}\right\}$. The properties of this integral were studied in [11].

Let $Y, Z$ be Hausdorff topological spaces and let $G: Y \rightarrow 2^{Z} \backslash\{\emptyset\}$ be a multifunction. We will say that $G(\cdot)$ is upper-semicontinuous (u.s.c.) (resp. lowersemicontinuous (l.s.c.)), if for all $U \subseteq Z$ open, $G^{+}(U)=\{y \in Y: G(y) \subseteq U\}$ (resp. $G^{-}(U)=\{y \in Y: G(y) \cap U \neq \emptyset\}$ ), is open in $Y$. Additional properties of upper and lower semicontinuous multifunctions, can be found in DeBlasiMyjak [5] and Klein-Thompson [12]. Suppose $V$ is a metric space. On $P_{f}(V)$ we can define a generalized metric, known in the literature as the Hausdorff metric, by setting

$$
h(A, B)=\max \left[\sup _{a \in A} d(a, B), \sup _{b \in B} d(b, A)\right] \quad \text { for all } \quad A, B \in P_{f}(V)
$$

If $V$ is complete, then so is $\left(P_{f}(V), h\right)$.
Next let $H$ be a separable Hilbert space and $X$ a dense subspace of $H$ carrying the structure of a separable, reflexive Banach space. Assume that $X$ embeds continuously into $H$; i.e., $X \rightarrow H$ continuously. Then identifying $H$ with its dual (pivot space), we have $X \rightarrow H \rightarrow X^{*}$, with all embeddings being continuous and dense (see Zeidler [24, p. 416]). Such a triple of spaces is known in the literature as evolution triple or Gelfand triple. To have a concrete example in mind let $Z$ be a bounded domain in $\mathbb{R}^{n}$, let $H=L^{2}(Z)$ and $X=W_{0}^{m, p}(Z)$ with $m \in \mathbb{N}, m \geq 1$ and $p \geq 2$. Then $X^{*}=W^{-m, q}(Z)$, $\frac{1}{q}+\frac{1}{p}=1$ and from the Sobolev embedding theorem, we know that $\left(X, H, X^{*}\right)$ is an evolution triple and in fact all embeddings are compact. By $\langle\cdot, \cdot\rangle$ we will be denoting the duality brackets for the pair $\left(X, X^{*}\right)$ and by $(\cdot, \cdot)$ the inner product in $H$. The two are compatible in the sense that $\left.\langle\cdot, \cdot\rangle\right|_{X \times H}=(\cdot, \cdot)$. Also by $\|\cdot\|$ (resp. $|\cdot|,\|\cdot\|_{*}$ ), we will denote the norm of $X$ (resp. of $H, X^{*}$ ).

We set $W(T)=\left\{x \in L^{2}(X): \dot{x} \in L^{2}\left(X^{*}\right)\right\}$, where the derivative is understood in the sense of vectorial distributions on $T$. Furnished with the norm $\|x\|_{W(T)}=\left(\|x\|_{L^{2}(X)}^{2}+\|\dot{x}\|_{L^{2}\left(X^{*}\right)}^{2}\right)^{1 / 2}, W(T)$ becomes a separable reflexive Banach space. It is well known (see Z eidler [24, Proposition 23.23, p. 422]) that $W(T) \rightarrow C(T, H)$ continuously; i.e, every function in $W(T)$ after possible modification on a Lebesgue-null subset of $T$, equals an $H$-valued continuous function on $T$. Also if $X \rightarrow H$ compactly, then $W(T) \rightarrow L^{2}(H)$ compactly (see Zeidler [24, p. 450]). Furthermore, since by definition $W(T) \subseteq$ $H^{1}\left(X^{*}\right)=W^{1,2}\left(X^{*}\right)\left(=\right.$ the Sobolev space of $X^{*}$-valued distributions) and since $W^{1,2}\left(X^{*}\right)=A C^{1,2}\left(X^{*}\right)=\left\{x: T \rightarrow X^{*}: x(\cdot)\right.$ absolutely continuous, $\left.\dot{x}(\cdot) \in L^{2}\left(X^{*}\right)\right\}$ (recall that since $X^{*}$ is separable, reflexive, it has the RNP (Phillips' theorem see D iestel-Uhl [6, Corollary 4, p. 82]) and so $\dot{x}(t)$ exists), we have that $W(T) \rightarrow A C^{1,2}\left(X^{*}\right)$. For further details on vector distributions and vectorial Sobolev spaces, we refer to B arbu [2].

## 3. Existence and relaxation theorems

Let $T=[0, b]$ and $X$ be a separable Banach space. Consider the following evolution inclusion:

$$
\begin{gather*}
\dot{x}(t)+A(t) x(t) \in F(t, x(t)) \\
x(0)=x_{0} \tag{*}
\end{gather*}
$$

We will need the following hypotheses on the data of $(*)$.
$H(A): \quad\{-A(t): t \in T\}$ is a family of densely defined, closed, linear operators, which generates an evolution operator $S: \Delta=\{(t, s) \in T \times T$ : $0 \leq s \leq t \leq b\} \rightarrow \mathcal{L}(X)$, which is assumed to be compact for $t-s>0$.
Remark. Recall (see Tanabe [22, p. 87]), that $S(t, s)$ is an evolution operator (or fundamental solutions), if $S: \Delta \rightarrow \mathcal{L}(X)$ is strongly continuous, $S(t, \tau) S(\tau, s)=S(t, s)$ for $0 \leq s \leq \tau \leq t \leq b$ (semigroup property), $S(t, t)=I$ for all $t \in T, \frac{\partial}{\partial t} S(t, s)=-A(t) S(t, s)$ and $\frac{\partial}{\partial s} S(t, s)=S(t, s) A(s)$. Conditions for such an operator to exist can be found in T an abe [22].
$H(F): F: T \times X \rightarrow P_{f}(X)$ is a multifunction s.t.
(1) $(t, x) \mapsto F(t, x)$ is graph measurable,
(2) $x \mapsto F(t, x)$ is l.s.c.,
(3) $|F(t, x)|=\sup \{\|y\|: y \in F(t, x)\} \leq a(t)+b(t)\|x\|$ a.e. with $a(\cdot), b(\cdot) \in L_{+}^{1}$.
By a solution of $(*)$, we understand a mild solution $x(\cdot) \in C(T, X)$ of the form $x(t)=S(t, 0) x_{0}+\int_{0}^{t} S(t, s) f(s) \mathrm{d} s, t \in T, f(\cdot) \in S_{F(\cdot, x(\cdot))}^{1}$.

We start with an existence result that improves Theorem 3.1' of [18], since now our growth hypothesis on the orientor field $F(t, x)$ is more general.

THEOREM 3.1. If hypotheses $H(A)$ and $H(F)$ hold, then (*) admits a solution.

Proof. Since the proof is similar to that of Theorem 3.1 in [18], we will only present an outline of it, and the details can be found in [18].

For any solution $x(\cdot) \in C(T, X)$ of $(*)$, we get via Gronwall's inequality that $\|x(t)\| \leq K=\left(M\left\|x_{0}\right\|+M\|a\|_{1}\right) \exp \left(M\|b\|_{1}\right)$, where $\|S(t, s)\| \leq M$, $(t, s) \in \Delta$. Define $\hat{F}: T \times X \rightarrow P_{f}(X)$ by

$$
\hat{F}(t, x)= \begin{cases}F(t, x) & \text { if }\|x\| \leq K \\ F\left(t, \frac{K x}{\|x\|}\right) & \text { if }\|x\|>K\end{cases}
$$

Then $\hat{F}(t, x)$ is graph measurable, l.s.c. in $x$ and $|\hat{F}(t, x)|=\sup \{\|y\|:$ $y \in \hat{F}(t, x)\} \leq a(t)+b(t) K=\varphi(t)$ a.e. with $\varphi(\cdot) \in L_{+}^{1}$. Then define

$$
\begin{aligned}
W=\left\{x(\cdot) \in C(T, X): x(t)=S(t, 0) x_{0}+\right. & \int_{0}^{1} S(t, s) g(s) \mathrm{d} s \\
& t \in T,\|g(t)\| \leq \varphi(t) \text { a.e. }\}
\end{aligned}
$$

As in the proof of Theorem 3.1 in [18], via the Arzela-Ascoli theorem, we can get that $\bar{W}$ is compact in $C(T, X)$. Let $R: \bar{W} \rightarrow P_{f}\left(L^{1}(X)\right)$ be defined by $R(x)=S_{\hat{F}(\cdot, x(\cdot))}^{1}$. From Theorem 4.1 of [15], we have that $R(\cdot)$ is l.s.c. Since the values of $R(\cdot)$ are decomposable subsets of $L^{1}(X)$ (see Section 2), we can apply Fryszkowski's selection theorem [8], to get $r: \bar{W} \rightarrow L^{1}(X)$ continuous s.t. $r(x) \in R(x)$ for all $x \in \bar{W}$. Let $q: \bar{W} \rightarrow \bar{W}$ be defined by $q(x)(t)=S(t, 0) x_{0}+\int_{0}^{t} S(t, s) r(x)(s) \mathrm{d} s, t \in T$. Clearly $q(\cdot)$ is continuous and since $\bar{W} \in P_{k c}(C(T, X))$, we can apply Schauder's fixed point theorem, to get $x \in \bar{W}$ s.t. $q(x)=x$. Then $x(\cdot)$ solves (*) with $\hat{F}(t, x)$. Using Gronwall's inequality and the definition of $\hat{F}(t, x)$, we can show as in [18], that $\|x(t)\| \leq K$ for all $t \in T \Longrightarrow \hat{F}(t, x(t))=F(t, x(t)) t \in T \Longrightarrow x(\cdot)$ solves (*) with $F(t, x)$.

To evolution inclusion ( $*$ ), we associate its relaxed (convexified) version:

$$
\begin{gather*}
\dot{x}(t)+A(t) x(t) \in \overline{\operatorname{conv}} F(t, x(t)),  \tag{*}\\
x(0)=x_{0} .
\end{gather*}
$$

By $P\left(x_{0}\right) \subseteq C(T, H)$ we will denote the solution set of $(*)$ and by $P_{r}\left(x_{0}\right) \subseteq$ $C(T, X)$ the solution set of $(*)_{r}$.

We will need the following hypothesis on $F(t, x)$.
$H(F)_{1}: \quad F: T \rightarrow P_{w k c}(X)$ is a multifunction s.t.
(1) $(t, x) \mapsto F(t, x)$ is graph measurable,
(2) $x \mapsto F(t, x)$ is u.s.c. from $X$ into $X_{w}$, $X_{w}=\{$ the space $X$ equipped with the $w$-topology $\}$,
(3) $|F(t, x)| \leq a(t)+b(t)\|x\|$ a.e. with $a(\cdot), b(\cdot) \in L_{+}^{1}$.

THEOREM 3.2. If hypotheses $H(A)$ and $H(F)_{1}$ hold, then

$$
P_{r}\left(x_{0}\right) \in P_{k}(C(T, X))
$$

Proof. The nonemptiness of $P_{r}\left(x_{0}\right)$, can be established exactly as in Theorem 3.3 of [18]. Since $P_{r}\left(x_{0}\right) \subseteq \bar{W} \subseteq C(T, X)$ (see the proof of Theorem 3.1) and because $\bar{W}$ is compact in $C(T, X)$, it suffices to show that $P_{r}\left(x_{0}\right)$ is closed in $C(T, X)$. To this end let $\left\{x_{n}\right\}_{n \geq 1} \subseteq P_{r}\left(x_{0}\right)$ and assume that $x_{n} \rightarrow x$ in $C(T, X)$. Then by definition we have for $n \geq 1$,

$$
x_{n}(t)=S(t, 0) x_{0}+\int_{0}^{t} S(t, x) f_{n}(s) \mathrm{d} s
$$

for all $t \in T$ and some $f_{n} \in S_{F\left(\cdot, x_{n}(\cdot)\right)}^{1}$. Because $F(t, \cdot)$ is u.s.c. from $X$ into $X_{w}$ and it has values in $P_{w k c}(X)$, from Theorem 7.4.2 of Klein-Thompson $[12, \mathrm{p} .90]$, we have that $G(t)=\left[\bigcup_{n \geq 1} F\left(t, x_{n}(t)\right)\right] \cup F(t, x(t)) \in P_{w k}(X)$, while from hypothesis $H(F)_{1}(1)$, we have that $t \mapsto G(t)$ is graph measurable, hence measurable for the Lebesgue $\sigma$-field on $T$ (see Section 2). Then $t \mapsto \overline{\operatorname{conv}} G(t)$ is measurable (see Himmelberg [10, Theorem 9.1]), $P_{w k c}(X)$-valued (KreinSmuiian theorem; see Diestel-Uhl [6, Theorem 11, p. 51]) and $|\overline{\operatorname{conv}} G(t)| \leq$ $a(t)+b(t) M_{1}=\varphi_{1}(t)$ a.e., with $\varphi_{1}(\cdot) \in L_{+}^{1}$, and $M_{1}=\sup _{n \geq 1}\left\|x_{n}\right\|_{C(T, X)}$. Hence invoking Proposition 3.1 of [20], we deduce that $S_{G}^{1}$ is $w$-compact in $L^{1}(X)$, hence by the Eberlein-Smulian theorem, sequentially $w$-compact. Since
$\left\{f_{n}\right\}_{n \geq 1} \subseteq S_{G}^{1}$, by passing to a subsequence if necessary, we may assume that $f_{n} \xrightarrow{w} f$ in $L^{1}(X)$. From Theorem 3.1 of [15], we get

$$
f(t) \in \overline{\operatorname{conv}} w-\overline{\lim }\left\{f_{n}(t)\right\}_{n \geq 1} \subseteq \overline{\operatorname{conv}} F\left(t, x_{n}(t)\right) \subseteq F(t, x(t)) \quad \text { a.e. }
$$

since $x_{n}(t) \xrightarrow{s} x(t)$ in $X, F(t, \cdot)$ is u.s.c. from $X$ into $X_{w}$ and the values of $F(\cdot, \cdot)$ are in $P_{w k c}(X)$. Hence $f \in S_{F(\cdot, x(\cdot))}^{1}$. Then

$$
x(t)=S(t, 0) x_{0}+\int_{0}^{t} S(t, x) f(s) \mathrm{d} s \quad \text { for } \quad t \in T
$$

and with $f(\cdot) \in S_{F(\cdot, x(\cdot))}^{1} \Longrightarrow x \in P_{r}\left(x_{0}\right) \Longrightarrow P_{r}\left(x_{0}\right)$ is closed in $C(T, X)$, hence compact.

Remark. Our result extends Theorem 2.7 of Frankowska [25], where $X$ is assumed to be reflexive and the operator $A$ is time independent. Note that in the time invariant case, technically the situation is easier since the semigroup $\{S(t): t \in T\}$ generated by $A$ is a function of one variable and in case we assume that $S(t)$ is compact for $t \in(0, b]$, then $t \mapsto S(t)$ is continuous from $(0, b]$ into $\mathcal{L}(X)$ furnished with the uniform operator topology. In the time varying case the evolution operator $\{S(t, s):(t, s) \in \Delta\}$ is a function of two variables and if we assume that $S(t, s)$ is compact for $t-s>0$, then $t \mapsto S(t, s)$ is continuous from $(s, b]$ into $\mathcal{L}(X)$ with the uniform operator topology. Note that this continuity property in general depends on $s$ and is only uniform with respect to $s$ in sets bounded away from $t$; i.e. $t-s \geq \beta$ for $\beta>0$ (see Proposition 2.1 of [18]). This makes our arguments more involved and different from those of Frankowska [25]. Also in view of what we said above, in Theorem 2.7 of Fr ankowska [25], condition (ii) is actually covered by condition (i) since equicontinuity at $t=0$ is an immediate consequence of the absolute continuity of the Lebesgue integral.

The next result relates solution sets $P\left(x_{0}\right)$ and $P_{r}\left(x_{0}\right)$ (relaxation theorem). For this we will need the following stronger hypothesis on the orientor field $F(t, x)$.
$H(F)_{2}: \quad F: T \times X \rightarrow P_{w k}(X)$ is a multifunction s.t.
(1) $t \mapsto F(t, x)$ is measurable,
(2) $h(F(t, x), F(t, y)) \leq k(t)\|x-y\|$ a.e. with $k(\cdot) \in L_{+}^{1}$,
(3) $|F(t, x)| \leq a(t)+b(t)\|x\|$ a.e. with $a(\cdot), b(\cdot) \in L_{+}^{1}$.

Remark. Note that $H(F)_{2}(2)$ above implies that $x \mapsto F(t, x)$ is l.s.c. (see DeBlasi-Myjak [5]). Also because of $H(F)_{2}(2)$, the support function $x \mapsto \sigma\left(x^{*}, F(t, x)\right)=\sigma\left(x^{*}, \overline{\operatorname{conv}} F(t, x)\right)=\sup \left\{\left(x^{*}, z\right): \quad z \in \overline{\operatorname{conv}} F(t, x)\right\}$ is continuous and so Theorem 10 of Aubin-Ekeland [1, p. 128], tells us that $x \mapsto \overline{\operatorname{conv}} F(t, x)$ is u.s.c. from $X$ into $X_{w}$. Also by the Krein-Smulian theorem, $\overline{\operatorname{conv}} F(t, x) \in P_{w k c}(X)$. Furthermore hypotheses $H(F)_{2}(1)$ and (2) and Theorem 3.3 of [17], tell us that $(t, x) \mapsto F(t, x)$ is measurable. Note that Theorem 3.3 of [17] gives us a much simpler proof for Lemma 1.4 of Frankowska [25]. Furthermore, it shows that the Lipschitz property of $F(t, \cdot)$ is not necessary for the lemma to be valid. It suffices to have Hausdorff continuity.

THEOREM 3.3. If hypotheses $H(A)$ and $H(F)_{2}$ hold, then $P_{r}\left(x_{0}\right)=\overline{P\left(x_{0}\right)}$, the closure taken in $C(T, X)$.

Proof. Let $x(\cdot) \in P_{r}\left(x_{0}\right)$. Let $\eta: L^{1}(X) \rightarrow C(T, X)$ be the map, which to each $h \in S_{\text {conv } F(\cdot, x(\cdot))}^{1}$ assigns the unique mild solution $\eta(h)(\cdot) \in C(T, X)$ of the Cauchy problem $\dot{x}(t)+A(t) x(t)=h(t), x(0)=x_{0}$. We claim that $\eta(\cdot)$ is continuous from $S_{\overline{\operatorname{conv}} F(\cdot, x(\cdot))}^{1}$ equipped with the relative weak $L^{1}(X)$-topology into $C(T, X)$. Note that $S_{\operatorname{conv}}^{1} F(\cdot, x(\cdot))$ with the relative weak $L^{1}(X)$-topology, is compact metrizable (see Proposition 3.1 of [20] and note $L^{1}(X)$ is separable, since $X$ is). So we may work with sequences. Hence let $\left\{h_{n}\right\}_{n \geq 1} \subseteq S_{\text {conv } F(\cdot, x(\cdot))}^{1}$ s.t. $h_{n} \xrightarrow{w} h$ in $L^{1}(X)$. Set $z_{n}=\eta\left(f_{n}\right) \subseteq P_{r}\left(x_{0}\right) \subseteq C(T, X)$. Because of Theorem 3.2 and by passing to a subsequence if necessary, we may assume that $z_{n} \rightarrow z$ in $C(T, X)$. By definition we have

$$
z_{n}(t)=S(t, 0) x_{0}+\int_{0}^{t} S(t, s) h_{n}(s) \mathrm{d} s, \quad t \in T
$$

and $z_{n}(t) \xrightarrow{s} z(t)$ in $X$, while $\int_{0}^{t} S(t, s) h_{n}(s) \mathrm{d} s \xrightarrow{w} \int_{0}^{t} S(t, s) h(s) \mathrm{d} s$. So in the limit as $n \rightarrow \infty$, we get

$$
\begin{gathered}
z(t)=S(t, 0) x_{0}+\int_{0}^{t} S(t, s) h(s) \mathrm{d} s, \cdot t \in T \\
\Longrightarrow z=\eta(h)
\end{gathered}
$$

Hence $\eta(\cdot)$ is indeed continuous as claimed. Since $x(\cdot) \in P_{r}\left(x_{0}\right)$, there exists $f \in S_{\mathrm{conv} F(\cdot, x(\cdot))}^{1}$ s.t. $x=\eta(f)$. Having the continuity of $\eta(\cdot)$, we know that
given $\varepsilon>0$, we can find $U$ a symmetric, weak neighbourhood of the origin s.t. $f-f_{1} \in U \Longrightarrow\left\|\eta(f)-\eta\left(f_{1}\right)\right\|_{C(T, X)}=\left\|x-\eta\left(f_{1}\right)\right\|_{C(T, X)}<\varepsilon$. Furthermore Theorem 4.1 of [16], tells us that we can pick $f_{1} \in S_{\overline{\operatorname{conv}} F(\cdot, x(\cdot))}^{1}$. Set $z_{1}=\eta\left(f_{1}\right)$.

Let $L(t)=\left\{v \in F\left(t, z_{1}(t)\right): d\left(f(t), F\left(t, z_{1}(t)\right)\right)=\left\|f_{1}(t)-v\right\|\right\}$. Since $t \mapsto F\left(t, z_{1}(t)\right)$ is measurable (recall that $(t, x) \mapsto F(t, x)$ is measurable, see remark above), we can easily check that $L(\cdot)$ is graph measurable, with nonempty values since $F(\cdot, \cdot)$ is $P_{w k}(X)$-valued. So using Theorem 5.10 of Wagner [23], we get $f_{2}: T \rightarrow X$ measurable s.t. $f_{2}(t) \in L(t)$ a.e. Then we have

$$
f_{2}(\cdot) \in S_{F\left(\cdot, z_{1}(\cdot)\right)}^{1}
$$

and

$$
\left\|f_{1}(t)-f_{2}(t)\right\| \leq h\left(F(t, x(t)), F\left(t, z_{1}(t)\right)\right) \leq k(t)\left\|x(t)-z_{1}(t)\right\| \leq k(t) \varepsilon \quad \text { a.e. }
$$

Set $z_{2}=\eta\left(f_{2}\right)$ and as before let $M>0$ be s.t. $\|S(t, s)\|_{\mathcal{L}} \leq M$ for all $(t, s) \in \Delta$. We have

$$
\begin{aligned}
\left\|z_{2}(t)-x(t)\right\| & \leq\left\|z_{2}(t)-z_{1}(t)\right\|+\left\|z_{1}(t)-x(t)\right\| \\
& \leq\left\|\int_{0}^{t} S(t, s) f_{2}(s) \mathrm{d} s-\int_{0}^{t} S(t, s) f_{1}(s) \mathrm{d} s\right\|+\varepsilon \\
& \leq \int_{0}^{t} M\left\|f_{2}(s)-f_{1}(s)\right\| \mathrm{d} s+\varepsilon \\
& \leq M \varepsilon \int_{0}^{t} k(s) \mathrm{d} s+\varepsilon=\varepsilon\left[M \int_{0}^{t} k(s) \mathrm{d} s+1\right]
\end{aligned}
$$

Now suppose that we have obtained $f_{1}, \ldots, f_{n} \in L^{1}(X)$ s.t.

$$
\begin{equation*}
\left\|f_{r+1}(t)-f_{r}(t)\right\| \leq \varepsilon k(t) \frac{M^{r-1}}{(r-1)!}\left[\int_{0}^{t} k(s) \mathrm{d} s\right]^{r-1} \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{r+1}(t) \in F\left(t, z_{r}(t)\right) \quad \text { a.e., } \quad \text { with } \quad z_{r}=\eta\left(f_{r}\right), \quad r=1,2, \ldots, n-1 \tag{2}
\end{equation*}
$$

Then we can write that

$$
\begin{aligned}
\left\|z_{r+1}(t)-z_{r}(t)\right\| & \leq \int_{0}^{t} M\left\|f_{r+1}(s)-f_{r}(s)\right\| \mathrm{d} s \\
& \leq \int_{0}^{t} M \varepsilon k(s) \frac{M^{r-1}}{(r-1)!}\left[\int_{0}^{s} k(\tau) d \tau\right]^{r-1} \mathrm{~d} s \\
& \leq \frac{M^{r} \varepsilon}{r!} \int_{0}^{t} \mathrm{~d}\left(\int_{0}^{s} k(\tau) \mathrm{d} \tau\right)^{r}=\frac{M^{r} \varepsilon}{r!}\left[\int_{0}^{t} k(s) \mathrm{d} s\right]^{r}
\end{aligned}
$$

So from the triangle inequality we get

$$
\begin{equation*}
\left\|z_{r+1}(t)-x(t)\right\| \leq \varepsilon \sum_{\ell=0}^{r} \frac{M^{\ell}}{\ell!}\left[\int_{0}^{t} k(s) \mathrm{d} s\right]^{\ell} \leq \varepsilon \exp \left[M\|k\|_{1}\right] . \tag{3}
\end{equation*}
$$

As above, via Theorem 5.10 of W agner [23], we can choose $f_{n+1}$ $\in S_{F\left(\cdot, z_{n}(\cdot)\right)}^{1}$ s.t.

$$
\begin{aligned}
\left\|f_{n+1}(t)-f_{n}(t)\right\|= & d\left(f_{n}(t), F\left(t, z_{n}(t)\right)\right) \quad \text { a.e., } \quad z_{n}=\eta\left(f_{n}\right) \\
\Longrightarrow\left\|f_{n+1}(t)-f_{n}(t)\right\| \leq & h\left(F\left(t, z_{n}(t)\right), F\left(t, z_{n-1}(t)\right)\right) \\
& \leq k(t)\left\|z_{n}(t)-z_{n-1}(t)\right\| \\
& \leq \frac{M^{n-1} \varepsilon k(t)}{(n-1)!}\left[\int_{0}^{t} k(s) \mathrm{d} s\right]^{n-1} .
\end{aligned}
$$

Thus we have completed the construction of $\left\{f_{n}\right\}_{n \geq 1} \subseteq L^{1}(X)$ and $\left\{z_{n}\right\}_{n \geq 1}$ $\subseteq C(T, X)$, satisfying (1), (2), and (3) above. From (1), we deduce that $\left\{f_{n}\right\}_{n \geq 1} \subseteq L^{1}(X)$ is Cauchy. Thus $f_{n} \xrightarrow{s} f$ in $L^{1}(X)$. Then $z_{n}=\eta\left(f_{n}\right) \rightarrow z=$ $\eta(f)$ in $C(T, X)$ and $f(t) \in h-\lim F\left(t, z_{n}(t)\right)=F(t, z(t))$ a.e. So $z=\eta(f)$ $\in P\left(x_{0}\right)$. Then since (3) holds for all $r \geq 0$, we get in the limit as $r \rightarrow \infty$ that

$$
\begin{gathered}
\|z(t)-x(t)\| \leq \varepsilon \exp \left(M\|k\|_{1}\right) \\
\Longrightarrow\|x-z\|_{C(T, X)} \leq \varepsilon \exp \left(M\|k\|_{1}\right) .
\end{gathered}
$$

Since $\varepsilon>0$ was arbitrary, we conclude that $P_{r}\left(x_{0}\right)=\overline{P\left(x_{0}\right)}$ the closure taken in $C(T, X)$.

Remark. Relaxation results for evolution inclusions can also be found in Frankowska[25, Theorem 2.5 and Corollary 2.6] and in Tolstonogov (Theorem 3.1). In Theorem 2.5, Frankowska [25] using an idea of Clarke, proves that $P_{r}\left(x_{0}\right) \subseteq \overline{P\left(x_{0}\right)}$ the closure taken in $C(T, X)$. Appropriately modifying her arguments (which are based on properties of the set-valued integral) we can extend her result to the broader class of systems considered here, without assuming that $S(t, s)$ is compact for $t-s>0$. Note that Lemma 2.4 of Frankowska [25], which is the main tool in the proof of Theorem 2.5 is an immediate consequence of the more general Theorem 3.1 of Kandilakis Papageorgiou [11]. That general result on set-valued integration permits us to extend Frankowska's Theorem 2.5 to our more general setting. In Corollary 2.6, Frankowska [24] proves that $P_{r}\left(x_{0}\right)=\overline{P\left(x_{0}\right)}$, the closure taken in $C(T, X)$ under the assumption that $X$ is reflexive and the unbounded operator $A$ is time invariant. Again remark that condition (ii) is covered by condition (i) in that corollary. Tolstonogov [26], considers evolution inclusions where $A$ is a time invariant, generally nonlinear $m$-accretive operator. However, he assumes that $X^{*}$ is strictly convex and that $F(t, x)$ has compact values. We believe that this last hypothesis (see also condition (iii) in Corollary 2.6 of Frankowska [25]) is very restrictive and is not satisfied in most applied problems (like control systems). Finally, our proof differs from those of Frankowska [25] and Tolstonogov [26].

## 4. A Filippov-Gronwall type theorem

In this section we prove a Filippov-Gronwall type theorem, which we will use in the proof of our main result in Section 5 (Theorem 5.2) and which we believe can be useful in the study of infinite dimensional control systems. So we show that given an approximate mild solution of the evolution inclusion, we can find an exact mild solution, so that the difference of the two satisfies a FilippovGronwall type inequality. This result was first proved for differential inclusions in $\mathbb{R}^{n}$ by Filippov [7], and here we extend it to evolution inclusions, following his proof. Analogous results were recently proved by Frankowska [25, Theorem 1.2] and Tolstonogov [26, Theorem 2.1] for evolution inclusions with time-independent unbounded operators. Note that Tolstonogov [26] assumes that $\delta=\left\|x_{0}-z_{0}\right\|=0$. The proofs of these results as well as our proof, follow closely the original one due to Filippov. Our result is true with the following weaker hypothesis on $A(t)$.
$H(A)_{1}: \quad\{-A(t): t \in T\}$ is a family of densely defined, closed linear operators that generates an evolution operator $S: \Delta \rightarrow \mathcal{L}(X)$.

THEOREM 4.1. If hypotheses $H(A)_{1}$ and $H(F)_{2}$ hold, $g \in L^{1}(X)$, $z(\cdot) \in C(T, X)$ is the mild solution of $\dot{z}(t)+A(t) z(t)=g(t), z(0)=z_{0}$
and $t \mapsto p(t)=d(g(t), F(t, z(t))) \in L_{+}^{1}$, then there exists a mild solution $x(\cdot) \in C(T, X)$ of $(*)$ s.t.

$$
\|x(t)-z(t)\| \leq \delta \exp \left(M \int_{0}^{t} k(s) \mathrm{d} s\right)+\int_{0}^{t} p(\tau) \exp \left(M \int_{\tau}^{t} k(s) \mathrm{d} s\right) \mathrm{d} \tau
$$

where $\delta=\left\|z_{0}-x_{0}\right\|$.

Proof. Let $m(t)=\int_{0}^{t} k(s) \mathrm{d} s$. Through a straightforward application of Theorem 5.10 of W agner [23], we can find $v_{0}: T \rightarrow X$ measurable s.t. $v_{0}(t) \in F(t, z(t))$ a.e. and $d(g(t), F(t, z(t)))=\left\|g(t)-v_{0}(t)\right\|=p(t)$ a.e. Clearly $v_{0}(\cdot) \in L^{1}(X)$. Set $x_{1}(t)=S(t, 0) x_{0}+\int_{0}^{t} S(t, s) v_{0}(s) \mathrm{d} s$. Then we have $\left\|x_{1}(t)-z(t)\right\| \leq M\left\|x_{0}-z_{0}\right\|+M \int_{0}^{t} p(s) \mathrm{d} s$ (recall $\|S(t, s)\|_{\mathcal{L}} \leq M$ for all $(t, s) \in \Delta)$.

Suppose that we have constructed $x_{1}(\cdot), \ldots, x_{n}(\cdot) \in C(T, X)$, so that for $r \in\{1, \ldots, n\}$ we have:
(a) $\quad x_{r}(t)=S(t, 0) x_{0}+\int_{0}^{t} S(t, s) v_{r-1}(s) \mathrm{d} s, t \in T$
with $v_{r-1}(s) \in F\left(s, x_{r-1}(s)\right)$ a.e.,
(b) $\left\|v_{r-1}(t)-v_{r-2}(t)\right\|$

$$
\leq k(t)\left[\delta \frac{M^{r-2} m(t)^{r-2}}{(r-2)!}+\int_{0}^{t} \frac{M^{r-2}(m(t)-m(s))^{r-2}}{(r-2)!} p(s) \mathrm{d} s\right]
$$

Observe that from (b) above, we have

$$
\begin{aligned}
& \left\|x_{n-1}(t)-x_{n}(t)\right\| \\
\leq & \left\|\int_{0}^{t} S(t, s)\left(v_{n-2}(s)-v_{n-1}(s)\right) \mathrm{d} s\right\| \\
\leq & M \int_{0}^{t}\left\|v_{n-2}(s)-v_{n-1}(s)\right\| \mathrm{d} s
\end{aligned}
$$

$$
\begin{align*}
& \leq M\left[\int_{0}^{t} k(s) \frac{\delta M^{n-2} m(s)^{n-2}}{(n-2)!} \mathrm{d} s\right. \\
& \left.\quad+\int_{0}^{t} \int_{0}^{s} \frac{M^{n-2}(m(s)-m(\tau))^{n-2}}{(n-2)!} k(s) p(\tau) \mathrm{d} \tau \mathrm{~d} s\right] \\
& =\int_{0}^{t} \frac{M^{n-1} \delta}{(n-1)!} \mathrm{d}(m(s))^{n-1}+\frac{M^{n-1}}{(n-1)!} \int_{0}^{t} p(\tau) \int_{\tau}^{t} \frac{\mathrm{~d}}{\mathrm{~d} s}(m(s)-m(\tau))^{n-1} \mathrm{~d} s \mathrm{~d} \tau \\
& =\frac{\delta M^{n-1}}{(n-1)!} m(t)^{n-1}+\frac{M^{n-1}}{(n-1)!} \int_{0}^{t} p(\tau)(m(t)-m(\tau))^{n-1} \mathrm{~d} \tau \tag{1}
\end{align*}
$$

Via a new, easy application of Theorem 5.10 of W agner [23], we can get a measurable function $v_{n}: T \rightarrow X$ s.t. $v_{n}(t) \in F\left(t, x_{n}(t)\right)$ a.e. and

$$
\begin{aligned}
\left\|v_{n}(t)-v_{n-1}(t)\right\| & =d\left(v_{n-1}(t), F\left(t, x_{n}(t)\right)\right) \leq h\left(F\left(t, x_{n-1}(t)\right), F\left(t, x_{n}(t)\right)\right) \\
& \leq k(t)\left\|x_{n-1}(t)-x_{n}(t)\right\| \quad \text { a.e. }
\end{aligned}
$$

Using (1) above we get that

$$
\left\|v_{n}(t)-v_{n-1}(t)\right\| \leq k(t)\left[\frac{\delta M^{n-1}}{(n-1)!} m(t)^{n-1}+\frac{M^{n-1}}{(n-1)!} \int_{0}^{t} p(\tau)(m(t)-m(\tau))^{n-1} \mathrm{~d} \tau\right]
$$

which gives us part ( $\underline{b}$ ) of the induction process.
Set $x_{n+1}(t)=S(t, 0) x_{0}+\int_{0}^{t} S(t, s) v_{n}(s) \mathrm{d} s, t \in T, v_{n}(t) \in F\left(t, x_{n}(t)\right)$ a.e. to get also part (a) of the induction process.

By setting $x_{0}=z \in C(T, X)$, we have

$$
\begin{align*}
\left\|x_{n+1}(t)-z(t)\right\| & \leq \sum_{k=0}^{n}\left\|x_{k+1}(t)-x_{k}(t)\right\| \\
& \leq \sum_{k=0}^{n}\left[\frac{\delta M^{k}}{k!} m(t)^{k}+\frac{M^{k}}{k!} \int_{0}^{t} p(\tau)(m(t)-m(\tau))^{k} \mathrm{~d} \tau\right] \\
& \leq \delta \exp \left(M \int_{0}^{t} k(s) \mathrm{d} s\right)+\int_{0}^{t} p(\tau) \exp \left(M \int_{\tau}^{t} k(s) \mathrm{d} s\right) \mathrm{d} \tau \tag{2}
\end{align*}
$$

From (́) and (́) above, we have that $\left\{x_{n}(\cdot)\right\}_{n \geq 1}$ is Cauchy in $C(T, X)$ while $\left\{v_{n}(\cdot)\right\}_{n \geq 1}$ is Cauchy in $L^{1}(X)$. So let $x_{n} \xrightarrow{s} x$ in $C(T, X)$ and $v_{n} \xrightarrow{s} v$ in $L^{1}(X)$. We have

$$
v(t) \in h-\lim F\left(t, x_{n}(t)\right)=F(t, x(t)) \quad \text { a.e. }
$$

and

$$
x(t)=S(t, 0) x_{0}+\int_{0}^{t} S(t, s) v(s) \mathrm{d} s, \quad t \in T ; \quad \text { i.e. } x(\cdot) \in P\left(x_{0}\right)
$$

Furthermore, from (2) above, we get

$$
\|x(t)-z(t)\| \leq \delta \exp \left(M \int_{0}^{t} k(s) \mathrm{d} s\right)+\int_{0}^{t} p(\tau) \exp \left(M \int_{\tau}^{t} k(s) \mathrm{d} s\right) \mathrm{d} \tau
$$

which proves the theorem.
Remark. If $A(t) \equiv 0$ and $X=\mathbb{R}^{n}$, we recover the result of Filippov [7]. If $A(t)=A$ (i.e. independent of $t$ ), we recover the result of Frankowska [25].

Another result that we will need in the proof of our main theorem in Section 5 (Theorem 5.2) is the following. Assume $(\Omega, \Sigma, \mu)$ is a $\sigma$-finite measure space, while as before $X$ is a separable Banach space.

PROPOSITION 4.2. If $F: \Omega \rightarrow P_{f}(X)$ is a measurable multifunction s.t. $S_{\overline{\text { conv }} F}^{1} \neq \emptyset$ and $F(\omega) \neq \overline{\operatorname{conv}} F(\omega)$ for all $\omega \in \Omega_{0}, \mu\left(\Omega_{0}\right)>0$, then there exists $f \in S_{\overline{\text { conv }} F}^{1}$ s.t. $d(f(\omega), F(\omega)) \geq \beta>0$ for all $\omega \in \Omega_{1}, \mu\left(\Omega_{1}\right)>0$.

Proof. Let $R: \Omega_{0} \rightarrow 2^{X} \backslash\{\emptyset\}$ be defined by

$$
\begin{aligned}
R(\omega) & =\{x \in \overline{\operatorname{conv}} F(\omega): x \notin F(\omega)\} \\
& =\{x \in X: d(x, \overline{\operatorname{conv}} F(\omega))=0 \text { and } d(x, F(\omega))>0\}
\end{aligned}
$$

Since $F(\cdot)$ is measurable, Theorem 9.1 of H immelberg [10], tells us that $\overline{\operatorname{conv}} F(\cdot)$ is measurable too. Thus $\operatorname{Gr} R \in\left(\Sigma \cap \Omega_{0}\right) \times B(X)$ and so Aumann's selection theorem gives us $g: \Omega_{0} \rightarrow X$ measurable s.t. $\left.g(\omega) \in R(\omega) \mu\right|_{\Omega_{0}}$-a.e.

Let $\Omega_{n}=\left\{\omega \in \Omega_{0}: d(g(\omega), F(\omega)) \geq \frac{1}{n}\right\}$. Then clearly $\mu\left(\Omega_{n}\right) \uparrow \mu\left(\Omega_{0}\right)>0$. So for some $n \geq 1$, we have $\mu\left(\Omega_{n}\right)>0$. Since $\Omega$ is $\sigma$-finite we have an increasing sequence of $\Sigma$-sets $\hat{\Omega}_{m}$ s.t. $\mu\left(\hat{\Omega}_{m}\right)<\infty m \geq 1$ and $\Omega=\bigcup_{m \geq 1} \hat{\Omega}_{m}$. Set $\hat{\Omega}_{n}=$ $\bigcup_{m \geq 1} \Omega_{n} \cap \hat{\Omega}_{m}$. Again as before, we can find $m \geq 1$ s.t. $0<\mu\left(\Omega_{n} \cap \hat{\Omega}_{m}\right)=$ $m \geq 1$ $\mu\left(\Omega_{n m}\right)<\infty$. Then set $\Omega_{n m k}=\left\{\omega \in \Omega_{n m}:\|g(\omega)\| \leq k\right\}$. Since $\Omega_{n m}=$ $\bigcup_{k \geq 1} \Omega_{n m k}$, for some $k \geq 1 \mu\left(\Omega_{n m k}\right)>0$. Let $h \in S_{\overline{\mathrm{conv} F}}^{1}$ (such a function $k \geq 1$ exists by hypothesis) and define

$$
f=\chi_{\Omega_{n m k}} g+\chi_{\Omega_{n m k}^{c}} h .
$$

Clearly $f \in S_{\overline{\text { conv }} F}^{1}$ and $d(f(\omega), F(\omega)) \geq \frac{1}{n}>0$ for all $\omega \in \Omega_{n m k}$,. $\mu\left(\Omega_{n m k}\right)>0$.

## 5. Convexity of the orientor field

In this section, let ( $X, H, X^{*}$ ) be an evolution triple of spaces (see Section 2), and assume in addition that $X \rightarrow H$ compactly (hence $H \rightarrow X^{*}$ compactly too; see $\mathrm{Zeidler}[24]$ ). Recall $\langle\cdot, \cdot\rangle$ denotes the duality brackets for ( $X, X^{*}$ ) and $(\cdot, \cdot)$ the inner product in $H$. Also $\|\cdot\|$ (resp. $|\cdot|,\|\cdot\|_{*}$ ) denotes the norm of $X$ (resp. of $H, X^{*}$ ). We will need the following hypothesis on $A(t) x$.
$H(A)_{2}: \quad A: T \rightarrow \mathcal{L}\left(X, X^{*}\right)$ is a map s.t.
(1) $\left\|A(t)-A\left(t^{\prime}\right)\right\|_{\mathcal{L}} \leq \ell\left|t-t^{\prime}\right|$ for some $\ell>0$,
(2) $\|A(t) x\|_{*} \leq \gamma\|x\|$ for all $t \in T$ and some $\gamma>0$,
(3) $\langle A(t) x, x\rangle \geq c_{1}\|x\|^{2}$ for all $t \in T$ and some $c_{1}>0$ (i.e. $A(t)(\cdot)$ is strongly monotone, uniformly in $t \in T$ ).

Then given $f \in L^{2}(H)$, from Tanabe [22] and Zeidler [24], we know that there exists $x(\cdot) \in W(T)$ s.t. $\dot{x}(t)+A(t) x(t)=f(t)$ a.e., $x(0)=x_{0}$. Furthermore from Proposition 5.5.1 of T anabe [22, p. 153], we know that $\{-A(t): t \in T\}$ generates an evolution operator $S: \Delta \rightarrow \mathcal{L}(H)$ s.t.

$$
x(t)=S(t, 0) x_{0}+\int_{0}^{t} S(t, s) f(s) \mathrm{d} s, \quad t \in T
$$

Now we turn our attention to evolution inclusion (*), and we make the following hypothesis concerning the orientor field $F(t, x)$.
$H(F)_{3}: \quad F: T \times H \rightarrow P_{f c}(H)$ is a multifunction s.t.
(1) $t \mapsto F(t, x)$ is measurable,
(2) $h_{H}\left(F(t, x), F\left(t, x^{\prime}\right)\right) \leq k(t)\left|x-x^{\prime}\right|$ a.e., with $k(\cdot) \in L_{+}^{1}$ (here $h_{H}(\cdot, \cdot)$ denotes the Hausdorff metric on $P_{f}(H)$ ),
(3) $|F(t, x)| \leq a(t)+c(t)|x|$ a.e. with $a(\cdot), c(\cdot) \in L_{+}^{2}$.

Denote the solution set by $P\left(x_{0}\right)$. Recall (see Section 2), that $P\left(x_{0}\right) \subseteq W(T)$.
Proposition 5.1. If hypotheses $H(A)_{2}$ and $H(F)_{3}$ hold and $x_{0} \in H$, then $P\left(x_{0}\right)$ is a weakly compact subset of $W(T)$.

Proof. Let $x(\cdot) \in P\left(x_{0}\right)$. Then by definition we have

$$
\dot{x}(t)+A(t) x(t)=f(t)^{\cdot} \quad \text { a.e., } \quad x(0)=x_{0}
$$

with $f \in S_{F(\cdot, x(\cdot))}^{2}$. So using Proposition 23.23 of Zeidler [24, p. 422], we get

$$
\begin{gather*}
\langle\dot{x}(t), x(t)\rangle+\langle A(t) x(t), x(t)\rangle=(f(t), x(t)) \quad \text { a.e. } \\
\Longrightarrow \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}|x(t)|^{2}+c_{1}\|x(t)\|^{2} \leq|f(t)\|x(t)|\leq|f(t)| \beta\|x(t)\| \quad \text { a.e., } \tag{1}
\end{gather*}
$$

where $\beta>0$ is such that $|\cdot| \leq \beta\|\cdot\|$. It exists since by hypothesis $X \rightarrow H$ continuously. Then using Cauchy's inequality with $\varepsilon>0$, we get

$$
\begin{gathered}
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}|x(t)|^{2}+c_{1}\|x(t)\|^{2} \leq \frac{\varepsilon}{2}|f(t)|^{2}+\frac{\beta}{2 \varepsilon}\|x(t)\|^{2} \quad \text { a.e. } \\
\Longrightarrow|x(t)|^{2}+2 c_{1} \int_{0}^{t}\|x(s)\|^{2} \mathrm{~d} s \leq \varepsilon \int_{0}^{t}|f(s)|^{2} \mathrm{~d} s+\frac{\beta}{\varepsilon} \int_{0}^{t}\|x(s)\|^{2} \mathrm{~d} s+\left|x_{0}\right|^{2} \\
\leq \varepsilon \int_{0}^{t}\left(2 a(s)^{2}+2 c(s)^{2}|x(s)|^{2}\right) \mathrm{d} s+\frac{\beta}{\varepsilon} \int_{0}^{t}\|x(s)\|^{2} \mathrm{~d} s+\left|x_{0}\right|^{2}
\end{gathered}
$$

Let $\varepsilon=\frac{\beta}{2 c_{1}}$. We get

$$
|x(t)|^{2} \leq \frac{\beta}{2 c_{1}}\|a\|_{2}^{2}+\frac{\beta}{2 c_{1}} \int_{0}^{t} c(s)^{2}|x(s)|^{2} \mathrm{~d} s+\left|x_{0}\right|^{2}
$$

Invoking Gronwall's inequality we get that there exists $M_{1}>0$ s.t.

$$
\begin{equation*}
|x(t)| \leq M_{1} \tag{2}
\end{equation*}
$$

for all $t \in T$ and all $x(\cdot) \in P\left(x_{0}\right)$.
Using (2) in (1), we get

$$
\begin{gathered}
2 c_{1} \int_{0}^{b}\|x(t)\|^{2} \mathrm{~d} t \leq \int_{0}^{b}\left(a(s)+b(s) M_{1}\right) M_{1} \mathrm{~d} s \\
\Longrightarrow\|x\|_{L^{2}(X)} \leq M_{2}
\end{gathered}
$$

for some $M_{2}>0$ and all $x(\cdot) \in P\left(x_{0}\right)$.
Finally let $h \in L^{2}(X)$ and denote by $((\cdot, \cdot))_{0}$ the duality brackets for the pair $\left(L^{2}(X), L^{2}\left(X^{*}\right)\right)$; i.e., $((v, h))_{0}=\int_{0}^{b}\langle v(t), h(t)\rangle \mathrm{d} t$ for all $v \in L^{2}\left(X^{*}\right)$, $h \in L^{2}(X)$. Let $\hat{A}: L^{2}(X) \rightarrow L^{2}\left(X^{*}\right)$ be defined by $(\hat{A} x)(t)=A(t) x(t)$. Clearly $\hat{A}(\cdot)$ is linear, monotone hence continuous (see Z eidler [24, p. 596]). Then we have

$$
\begin{gather*}
((\dot{x}, h))_{0}+((\hat{A}(x), h))_{0}=((f, h))_{0} \\
((\dot{x}, h))_{0} \leq\left[\|\hat{A}(x)\|_{L^{2}\left(X^{*}\right)}+\|f\|_{L^{2}\left(X^{*}\right)}\right]\|h\|_{L^{2}(X)} \\
\leq\left(\gamma M_{2}+\|a\|_{2}+M_{1}\|b\|_{2}\right)\|h\|_{L^{2}(X)} \\
\Longrightarrow\|\dot{x}\|_{L^{2}\left(X^{*}\right)} \leq M_{3} \tag{3}
\end{gather*}
$$

for some $M_{3}>0$ and all $x(\cdot) \in P\left(x_{0}\right)$.
From (2) and (3), we deduce that $P\left(x_{0}\right)$ is bounded in $W(T)$ and since the latter is a separable, reflexive Banach space, we deduce that $P\left(x_{0}\right)$ is relatively weakly compact in $W(T)$. To finish the proof, we need to show that $P\left(x_{0}\right)$ is $w$-closed in $W(T)$. So let $\left\{x_{n}\right\}_{n \geq 1} \subseteq P\left(x_{0}\right)$ and assume $x_{n} \xrightarrow{w} x$ in $W(T)$. Then by definition

$$
\begin{equation*}
\dot{x}_{n}+\hat{A}\left(x_{n}\right)=f_{n} \tag{4}
\end{equation*}
$$

with $f_{n} \in S_{F\left(\cdot, x_{n}(\cdot)\right)}^{1}$. Note that $\left|f_{n}(t)\right| \leq a(t)+c(t) M_{1}$ a.e. (hypothesis $\left.H(F)_{3}(3)\right)$. So by passing to a subsequence if necessary, we may assume that $f_{n} \xrightarrow{w} f$ in $L^{2}(H)$. Since $x_{n} \xrightarrow{w} x$ in $W(T)$ and $W(T) \rightarrow L^{2}(H)$ compactly we have $x_{n} \xrightarrow{s} x$ in $L^{2}(H)$. So using this and Theorem 3.1 of [15], we get that $f \in S_{F(\cdot, x(\cdot))}^{2}$. Also $\dot{x}_{n} \xrightarrow{w} \dot{x}$ in $L^{2}\left(X^{*}\right)$ (because $x_{n} \xrightarrow{w} x$ in $W(T)$ ) and $\hat{A}\left(x_{n}\right) \xrightarrow{w} \hat{A}(x)$ in $L^{2}\left(X^{*}\right)$ (because $\hat{A}(\cdot)$ is continuous, linear). So passing to the limit as $n \rightarrow \infty$ in (4) above, we get

$$
\dot{x}+\hat{A}(x)=f
$$

with $f \in S_{F(\cdot, x(\cdot))}^{2}$ and $x(0)=x_{0}$. Hence $x \in P\left(x_{0}\right) \Longrightarrow P\left(x_{0}\right)$ is $w$-compact in $W(T)$.

Remark. Since $W(T) \rightarrow L^{2}(H)$ compactly (see Zeidler [24, p. 450]), Proposition 5.1 tells us that $P\left(x_{0}\right)$ is compact in $L^{2}(H)$. Also if $X$ is a Hilbert space too, then from N agy [13], we know that $W(T) \rightarrow C(T, H)$ compactly, and so $P\left(x_{0}\right)$ is compact in $C(T, H)$. Finally since $W(T) \rightarrow W^{1,2}\left(X^{*}\right)=$ $H^{1}\left(X^{*}\right)=A C^{1,2}\left(X^{*}\right)$, we have that $P\left(x_{0}\right)$ is weakly closed in $A C^{1,2}\left(X^{*}\right)$.

In the next theorem, we will obtain a kind of converse of this last observation concerning the set $\cdots P\left(x_{0}\right)$. Our result extends to evolution inclusions Theorem 1 of Cellina-Ornelas [4]. So we will show that if $P\left(x_{0}\right)$ is closed in $A C^{1,2}\left(X^{*}\right)$ endowed with the weak topology (denoted henceforth by $A C^{1,2}\left(X^{*}\right)_{w}$ ), then for all $t \in T \backslash N, \lambda(N)=0$ ( $\lambda$ is the Lebesgue measure on $T$ ) and all $x \in H$, we have $F(t, x)$ is convex. Our proof was inspired by that of Cellina-Ornelas [4]. We will need the following additional hypothesis.
$H_{c}$ : For all $(t, s) \in \Delta, t-s>0, S(t, s)$ is a compact operator.
THEOREM 5.2. If hypotheses $H(A)_{2}, H(F)_{3}$ (with $F(\cdot, \cdot)$ only $P_{f}(H)$-valued) and $H_{c}$ hold, and for ever initial time $t_{0}$ and initial state $x_{0} \in H$, there exists an interval $T_{\delta}=\left[t_{0}, t_{0}+\delta\right]$ on which the solution set $P\left(x_{0}\right)$ of the evolution inclusion $\dot{x}(t)+A(t) x(t) \in F(t, x(t))$ a.e. on $T_{\delta}, x\left(t_{0}\right)=x_{0}$ is closed in $A C^{1,2}\left(T_{\delta}, X^{*}\right)_{w}$, then $F(t, x) \in P_{f c}(H)$ for all $t \in T \backslash N, \lambda(N)=0$ and all $x \in H$.

Proof. Suppose not. Then there exists $x_{0} \in H$ s.t. $F\left(t, x_{0}\right) \subset \overline{+} \overline{\operatorname{conv}} F\left(t, x_{0}\right)$ for all $t \in T_{0} \subseteq T, \lambda\left(T_{0}\right)>0$. Then the Proposition 4.2, we know that there exists $f \in S_{\overline{\text { conv }} F\left(\cdot, x_{0}\right)}^{2}$ s.t.

$$
d_{H}\left(f(t), F\left(t, x_{0}\right)\right) \geq \theta \geq 0
$$

for all $t \in T_{1}, \lambda\left(T_{1}\right)>0$ and $T_{1} \subseteq T_{0}$ (here $d_{H}(\cdot, B)$ denotes the distance function from a set $B$ in $H$ ).

Let $t_{0} \in T_{1}$ be a point of density of $T_{1}$, interior of $T$ s.t.

$$
\lim _{\delta \rightarrow 0} \frac{1}{\delta} \int_{t_{0}}^{t_{0}+\delta} k(t) \exp \left(M \int_{t_{0}}^{t} k(s) \mathrm{d} s\right) \mathrm{d} t=k\left(t_{0}\right), \quad\left[t_{0}, t_{0}+\delta\right] \subseteq T
$$

Such a point exists by Theorem 18.2 of $\mathrm{Hewitt-Stromberg}[9, \mathrm{p}$ 274].

Set $\eta(\delta)=M \int_{t_{0}}^{t_{0}+\delta}|f(s)| \mathrm{d} s$ and $x(\cdot) \in W\left(\left[t_{0}, b\right]\right) \subseteq C\left(\left[t_{0}, b\right], H\right)$ by

$$
x(t)=S\left(t, t_{0}\right) x_{0}+\int_{t_{0}}^{t} S(t, s) f(s) \mathrm{d} s, \quad t \in\left[t_{0}, b\right]
$$

Then we have

$$
\left|x(t)-S\left(t, t_{0}\right) x_{0}\right| \leq \eta(\delta) \quad \text { for } \quad t \in\left[t_{0}, t_{0}+\delta\right]
$$

and

$$
\begin{aligned}
d_{H}(f(t), \overline{\operatorname{conv}} F(t, x(t))) & \leq h_{H}\left(\overline{\operatorname{conv}} F\left(t, x_{0}\right), \overline{\operatorname{conv}} F(t, x(t))\right) \leq k(t)\left|x_{0}-x(t)\right| \\
& \leq k(t)\left[\left|x_{0}-S\left(t, t_{0}\right) x_{0}\right|+\left|S\left(t, t_{0}\right) x_{0}-x(t)\right|\right]
\end{aligned}
$$

Since the evolution operator $(t, s) \mapsto S(t, s)$ is continuous from $\Delta$ into $\mathcal{L}(H)$ with the strong operator topology and $S\left(t_{0}, t_{0}\right)=I$, given $\varepsilon>0$, we can find $\delta(\varepsilon)>0$ s.t. if $t \in\left[t_{0}, t_{0}+\delta\right]$, then $\left|x_{0}-S\left(t, t_{0}\right) x_{0}\right|<\varepsilon$. So we have

$$
d_{H}(f(t), \overline{\operatorname{conv}} F(t, x(t))) \leq k(t)[\eta(\delta)+\varepsilon]
$$

From Theorem 4.1 we know that we can find $\hat{x}(\cdot) \in W\left(T_{\delta}\right), T_{\delta}=\left[t_{0}, t_{0}+\delta\right]$ s.t.

$$
\begin{gathered}
\dot{\hat{x}}(t)+A(t) \hat{x}(t) \in \overline{\operatorname{conv}} F(t, \hat{x}(t)) \text { a.e. on } T_{\delta} \\
x\left(t_{0}\right)=\dot{x}_{0}
\end{gathered}
$$

and also

$$
\begin{aligned}
|\hat{x}(t)-x(t)| & \leq \int_{t_{0}}^{t} \exp \left(M \int_{s}^{t} k(\tau) \mathrm{d} \tau\right) k(s)(\eta(\delta)+\varepsilon) \mathrm{d} s \\
& \leq \frac{\eta(\delta)+\varepsilon}{M} \int_{t_{0}}^{t} \mathrm{~d}\left(\exp \left(M \int_{s}^{t} k(\tau) \mathrm{d} \tau\right)\right) \\
& =\frac{\eta(\delta)+\varepsilon}{M}\left(\exp \left(M \int_{t_{0}}^{t} k(\tau) \mathrm{d} \tau\right)-1\right)
\end{aligned}
$$

We will show that $\hat{x}(\cdot) \in W\left(T_{\delta}\right)$ cannot be a solution of the Cauchy problem $\dot{y}(t)+A(t) y(t) \in F(t, y(t))$ a.e. on $T_{\delta}, y(0)=x_{0}$. To this and we have

$$
\begin{align*}
0 & <\theta \leq d_{*}\left(f(t), F\left(t, x_{0}\right)\right) \leq\|f(t)-\dot{\hat{x}}(t)-A(t) \hat{x}(t)\|_{*} \\
& +d_{*}(\dot{\hat{x}}(t)+A(t) \hat{x}(t), F(t, \hat{x}(t)))+h_{*}\left(F(t, \hat{x}(t)), F\left(t, x_{0}\right)\right) \text { a.e. on } T_{1} \cap T_{\delta} \tag{1}
\end{align*}
$$

where $d_{*}(\cdot, B)$ denotes the distance function from a set $B$ in $X^{*}$ and $h_{*}(\cdot, \cdot)$ is the Hausdorff metric on $P_{f}\left(X^{*}\right)$. From the proof of Theorem 4.1, and in particular part (b) of the induction process, we have:

$$
\begin{equation*}
\|f(t)-\dot{\hat{x}}(t)-A(t) \hat{x}(t)\|_{*} \leq \beta^{\prime} k(t)(\eta(\delta)+\varepsilon) \exp \left(M \int_{t_{0}}^{t} k(\tau) \mathrm{d} \tau\right) \text { a.e. on } T_{\delta} \tag{2}
\end{equation*}
$$

where $\beta^{\prime}>0$ is such that $\|\cdot\|_{*} \leq \beta^{\prime}|\cdot|$. It exists since $H$ embeds into $X^{*}$ continuously. Similarly, if $h_{H}(\cdot, \cdot)$ and $h_{*}(\cdot, \cdot)$ are the Hausdorff metrics on $P_{f}(H)$ and $P_{f}\left(X^{*}\right)$ respectively, we have $h_{*}(\cdot, \cdot) \leq \beta^{\prime} h_{H}(\cdot, \cdot)$. So we can write

$$
\begin{align*}
& h_{*}\left(F(t, \hat{x}(t)), F\left(t, x_{0}\right)\right) \\
\leq & \beta^{\prime} h_{H}\left(F(t, \hat{x}(t)), F\left(t, x_{0}\right)\right) \leq \beta^{\prime} k(t)\left|\hat{x}(t)-x_{0}\right| \\
\leq & \beta^{\prime} k(t)\left[|\hat{x}(t)-x(t)|+\left|x(t)-S\left(t, t_{0}\right) x_{0}\right|+\left|S\left(t, t_{0}\right) x_{0}-x_{0}\right|\right] \\
\leq & \beta^{\prime} k(t)\left[\frac{\eta(\delta)+\varepsilon}{M}\left(\exp \left(M \int_{t_{0}}^{t} k(\tau) \mathrm{d} \tau\right)-1\right)+\eta(\delta)+\varepsilon\right]  \tag{3}\\
= & \beta^{\prime} k(t)(\eta(\delta)+\varepsilon) \exp \left(M \int_{t_{0}}^{t} k(\tau) \mathrm{d} \tau\right)
\end{align*}
$$

since we may assume without any loss of generality that $M \geq 1$. Recall $M>0$ is such that $\|S(t, s)\|_{\mathcal{L}} \leq M$ for all $(t, s) \in \Delta$.

Using estimates (2) and (3) in (1), we get

$$
\begin{gathered}
\theta-k(t)(\eta(\delta)+\varepsilon) \exp \left(M \int_{t_{0}}^{t} k(\tau) \mathrm{d} \tau\right) \leq d_{*}(\dot{\hat{x}}(t)+A(t) \hat{x}(t), F(t, \hat{x}(t))) \\
\text { a.e. on } T_{1} \cap T_{\delta}
\end{gathered}
$$
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Let $T_{\delta}^{\prime}=\left\{t \in T_{\delta}=\left[t_{0}, t_{0}+\delta\right]: k(t)(\eta(\delta)+\varepsilon) \exp \left(M \int_{t_{0}}^{t} k(\tau) \mathrm{d} \tau\right)>\frac{\theta}{2}\right\}$ and choose $\delta>0$ small enough, so that $\lambda\left(T_{1} \cap T_{\delta}\right)=\lambda\left(T_{1} \cap\left[t_{0}, t_{0}+\delta\right]\right)>\frac{2 \delta}{3}$. This is possible because $t_{0}$ was chosen to be a density point for $T_{1}$. Also note that

$$
\begin{align*}
(\eta(\delta)+\varepsilon) \frac{1}{\delta} \int_{t_{0}}^{t_{0}+\delta} & k(t) \exp \left(M \int_{t_{0}}^{t} k(t) \mathrm{d} \tau\right) \mathrm{d} t \\
& =\frac{1}{\delta} \int_{t_{0}}^{t_{0}+\delta} k(t)(\eta(\delta)+\varepsilon) \exp \left(M \int_{t_{0}}^{t} k(\tau) \mathrm{d} \tau\right) \mathrm{d} t>\frac{\theta}{2} \frac{\lambda\left(T_{\delta}^{\prime}\right)}{\delta} \tag{4}
\end{align*}
$$

(since the integral is positive).
Now observe that the left-hand side in inequality (4) above, goes to $\varepsilon$ as $\delta \rightarrow 0^{+}$(recall the choice of $t_{0} \in T_{1}$ in the beginning of the proof). So we get

$$
\frac{\theta}{2} \lim _{\delta \downarrow 0} \frac{\lambda\left(T_{\delta}^{\prime}\right)}{\delta} \leq \varepsilon
$$

But $\varepsilon>0$ was arbitrary and $\theta>0$. So $\lim _{\delta \downarrow 0} \frac{\lambda\left(T_{\delta}^{\prime}\right)}{\delta}=0$. In particular then for $\delta>0$ small enough, we have $\lambda\left(T_{\delta}^{\prime}\right)<\frac{\delta}{3}$. Hence we get

$$
\lambda\left(\left(T_{1} \cap T_{\delta}\right) \backslash T_{\delta}^{\prime}\right)>\frac{\delta}{3}
$$

and for $t \in\left(T_{1} \cap T_{\delta}\right) \backslash T_{\delta}^{\prime}$ we have

$$
0<\frac{\theta}{2}=\theta-\frac{\theta}{2} \leq d_{*}(\dot{\hat{x}}(t)+A(t) \hat{x}(t), F(t, \hat{x}(t)))
$$

which means that $\hat{x}(\cdot)$ is not a solution of (*) on $T_{\delta}$. However $\hat{x}(\cdot)$ is by choice a solution to the relaxed problem $(*)_{r}^{\prime}$. So from Theorem 3.3, we can find $\left\{x_{n}\right\}_{n \geq 1}$ solutions of the nonconvex problem on $T_{\delta}$, emanating from $x_{0}$ at $t_{0}$ s.t. $x_{n} \xrightarrow{s} \hat{x}$ in $C\left(T_{\delta}, H\right)$. Recall from the a priori bounds derived in the proof of the Proposition 5.1, that $\left\{x_{n}\right\}_{n \geq 1}$ is bounded in $W\left(T_{\delta}\right)$. So by passing to a subsequence if necessary, we may assume that $x_{n} \xrightarrow{w} y$ in $W\left(T_{\delta}\right)$. Clearly since $W\left(T_{\delta}\right) \rightarrow C\left(T_{\delta}, H\right)$ continuously, $y=\hat{x}$. Then in particular we have $\dot{x}_{n} \xrightarrow{w} \dot{\hat{x}}$ in $L^{2}\left(T_{\delta}, X^{*}\right) \Longrightarrow x_{n} \xrightarrow{w} x$ in $A C^{1,2}\left(T_{\delta}, X^{*}\right)$. But by hypothesis the solution set of the evolution inclusion $\dot{y}(t)+A(t) y(t) \in F(t, y(t))$ a.e., $y(0)=x_{0}$ on $T_{\delta}=\left[t_{0}, t_{0}+\delta\right]$ is closed in $A C^{1,2}\left(T_{\delta}, X^{*}\right)_{w}$. So $\dot{\hat{x}}(\cdot)$ is a solution of the Cauchy problem $\dot{y}(t)+A(t) y(t) \in F(t, y(t))$ a.e. on $T_{\delta}, y(0)=x_{0}$, a contradiction.
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