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ABSTRACT. In this paper, oscillatory and asymptotic property of solutions of 
a class of fourth order neutral differential equations 

(r(t)(y(t)+p(t)y(t-T))")"+q(t)G(y(t-a))=f(t) (*) 

and 
(r(t)(y(t)+p(t)y(t-T))")" + q(t)G(y(t - a)) = 0 

OO 

are studied under the assumption J -4-c dt < oo for various ranges of p(t). 
o rK ; 

Sufficient conditions are obtained for the existence of bounded positive solutions 
of (*). 

1. I n t r o d u c t i o n 

In [2], K u s a n o and N a i t o have studied oscillatory behaviour of solutions 
of a class of fourth order nonlinear differential equations of the form 

(r(t)y"(t))" + y(t)F(y2(t),t)=0, 

where r and F are continuous and positive on [0, oo) and (0, oo) x [0, oo) re
spectively, under the assumption that 

oo 

(Hl) J r i ) d t < 0 0 -
0 

The object of this paper is to study, under the assumption (Hj), oscillatory 
behaviour of solutions of a class of fourth order nonlinear neutral differential 

2000 M a t h e m a t i c s Sub jec t C l a s s i f i c a t i on : Primary 34C10, 34C15, 34K40. 
Keywords : oscillation, nonoscillation, neutral differential equation, existence of positive so
lutions, asymptotic behaviour. 
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equations of the form 

[r(t)(y(t) +p(t)y(t - r ) ) " ] " + q(t)G(y(t - a)) = 0 , (1) 

where r G C([0, oo), (0, oo)), p G C([0,oo) ,R), q G C([0, oo), [0, oo)), G G 
C(R, R) is nondecreasing and uG(u) > 0 f o r ^ ^ 0 , r > 0 and a > 0. The 
associated forced equation 

[r(t)(y(t) +p(t)y(t - T ) ) " ] " + q(t)G(y(t - a)) = f(t), (2) 

where / G C([0, oo),R) , is also studied under the assumption (H-J. Different 
ranges of p(t) and different type of forcing functions are considered. In recent 
papers [3], [4], P a r h i and R a t h have discussed oscillation and asymptotic 
behaviour of solutions of nth order neutral differential equations of the form 

[y(t)+p(t)y(t - T)] ( n ) + q(t)G(y(t - a)) = f(t) 

and 

[y(t) + P(t)y(t - r ) ] ( n ) + q(t)G(y(t - < - ) ) = 0 . 

Equations (1) and (2) cannot be termed particular case of the above equations 
in view of (H1) . Indeed, the study of (1) and (2) is very interesting. Necessary 
and sufficient conditions for oscillation of ( l) /(2) are obtained in this paper. 

By a solution of (1) we understand a function y G C([—p, oo), R) such that 
y(t) +p(t)y(t — T) is twice continuously differentiable, r(t){y(t) +p(t)y(t — r ) ) 
is twice continuously differentiable and equation (1) is satisfied for t > 0, where 
p = max{r, a} and sup{|H(£)| : t > t0} > 0 for every t0 > 0. A solution of 
(1) is said to be oscillatory if it has arbitrarily large zeros; otherwise, it is called 
nonoscillatory. 

2. Some lemmas 

In this section we prove some lemmas which play an important role in the 
next section. 

Remark. From (H2) it follows that 

oo 

f àt 

ІW)<QO-
o 
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LEMMA 2.1. If u(i) is an eventually positive twice continuously differentiable 
function such that r(t)u"(t) is twice continuously differentiable and (r(t)u"(t)) 
< 0 but ^ 0 for large t, where r G C([0, oo), (0, oo)), then one of the following 
cases holds for large t: 

(a) u'(t) > 0, u"(t) > 0 and (r(t)u"(t))' > 0, 
(b) u'(t) > 0, u"(t) < 0 and (r(t)u"(t))' > 0, 
(c) u'(t) > 0, u"(t) < 0 and (r(t)u"(t))' < 0, 
(d) u'(t) < 0. u"(t) > 0 and (r(t)u"(t))' > 0. 

The proof is immediate and hence is omitted. 

LEMMA 2.2. Let (H-_) hold. Suppose that the conditions of Lemma 2.1 hold. 
Then 

(i) the following inequalities hold for large t in the case (c) of Lemma 2.1; 

oo 

u'(t) > -(r(t)u"(t))'R(t), u'(t) > -r(t)u"(t) f - ^ - , 
t 

u(t) > ktu'(t) and u(t) > -k(r(t)u"(t))'tR(t), 
OO 

where k > 0 and R(t) = J ^ 4 ds 
t and 

(ii) u(t) > r(t)u"(t)R(t) for large t in case (d) of Lemma 2.1. 

P r o o f . We may note that R(t) < oo due to (H^. 
(i) For s > t, (r(s)u"(s))' < (r(t)u"(t))' and hence r(s)u"(s) < r(t)u"(t) + 

(r(t)u"(t))'(s-t). Thus 
s 

0 < u'(s) < u'(t) + (r(t)u"(t))' f ^ - ^ d0. 

t 

Taking limit as s -> oo, the first inequality is obtained. For s > £, r(s)u"(s) < 
r(t)u"(t) and hence 

s 

0 < u'(s) < u'(t) + r(t)u"(t) f - 1 - - d0. 
J r(0) 
t 

Taking limit as s -> oo, we obtain the second inequality. For t > t0 > 0, 
t 

u(t) > u(t) - u(t0) = J u'(s) ds > u'(t)(t - t0) > ktu'(t), 

to 
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where 0 < k < 1. Hence the third inequality is obtained. One may have the 
fourth inequality from the first and the third ones. 

(ii) For s > 9 > t, r(s)u"(s) > r(6)u"(6) and hence 

-u'(6) > r(6)u"(9) f 

6 

Taking limit as s -> oo, we obtain 

OO 

-uf(6) > -r(0)u"(6) f 

e 

Further integrating from t to 5 yields 

dx 
r(x) ' 

dx 
r(x) 

3 s OO 

u(t)>jr( )u"( )П 

' 
OO 

>r(t)u"(ť)jU 
t N  

dx 
r(x) 

dx] 
r(x)\ 

d 

d 

S OO 

/ * > • " - « / 
d 

r( ) 

D 

> r(t)u"(t) 

Taking limit as s —> oo, we get 

OO 

u(t) > r(t)u"(t) f ^ d0 = r(t)u"(t)R(t). 
J r(6) 
t 

This is the required inequality and hence the lemma is proved. 

OO 

Remark. Since R(t) < J ^ y ds, then R(t) -> 0 as t -> oo in view of (H : ) . 

LEMMA 2.3. Let (Hx) hold. If the conditions of Lemma 2.1 hold, then there 
exist constants kx > 0 and k2 > 0 such that kxR(t) < u(t) < k2t for large t. 

P r o o f . Suppose that the four cases of Lemma 2.1 hold for t > Tx > 1. If 
t t 

g(t) = J ^^1 ds, then g'(t) = J ^ ds and hence g(t) < Lt for t > T > 7\ 
Ti Ti 
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in view of (Hj). Integrating the inequality (r(t)u"(t)) < 0, t > T, we obtain 

t i e v 

u(t) < u(T) + u\T)(t - T) + (run)'(T) f I f i ^ - ds ) dO 
rp \ rp / 

rp \ rp / 

t 

< u(T) + u'(T)(t - T) + ((ru")'(T) + r(r)u ; /(T)) / sSLlA ds 
J r(s) 
T 

because Tx > 1 . In the cases (a) and (d) of Lemma 2,1, we have 

u(t) < u(T) + u'(T)(t - T) + L((ru"y(T) + r(T)u"(T))t. 

Thus u(t) < K2t for large t, where K2 > 0 is a constant. For the case (b), 

u(t) < u(T) + u;(T)(t - T) + L(TO//)/(T)t. 

Hence w(t) < K2t for large t. Similarly, we may show that u(t) < K2t for 
large t in the case (c). On the other hand, u(t) > KxR(t) for large t in the 

oo 

case (a) because R(t) < j r̂-y dt < oo, where K1 > 0 is a constant. Since 
o 

oo 
R(t) < J ^ y ds, then i?(£) —> 0 as t -> oo in view of (Hj). Hence, in the 

t 
case (b), u(t) > u(tx) > KxR(t) for t > t1 > 0. Consider the case (c). From 
Lemma 2.2, we have 

u(t) > -k(r(t)u"(t))'tR(t) > -k^tJu'^t^ytRit) > KxR(t) 

for t > t1. In the case (d), we obtain from Lemma 2.2 that u(t) > r(t)u"(t)R(t) > 
r(t1)w//(t1)i?(t) > kxR(t) for t > tx. Thus the lemma is proved. • 

L E M M A 2.4. Let z be a real-valued twice continuously differentiate func
tion on [0, oo) such that r(t)z"(t) is twice continuously differentiable with 
(r(t)z"(t))" < 0 for large t. If z(t) > 0 eventually, then one of the follow
ing cases holds for large t: 

(a) z'(t) > 0, z"(t) > 0 and (r(t)z"(t))' > 0, 
(b) z'(t) > 0, z"(t) < 0 and (r(t)z"(t))' > 0, 
(c) z'(t) > 0, z"(t) < 0 and (r(t)z"(t))' < 0, 
(d) z'(t) < 0. z"(t) > 0 and (r(t)z"(t))' > 0. 
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If z(t) < 0 for large t, then either one of the cases (b)-(d) holds or one of the 
following cases hold for large t : 

(e) z'(t) < 0, z"(t) < 0 and (r(t)z"(t))' > 0. 

(f) z'(t) < 0, z"(t) < 0 and (r(t)z"(t))' < 0. 

P r o o f . Sine (r(t)z"(t))n < 0 for large t, then z(t) > 0 or z(t) < 0 for 
large t. If z(t) > 0 for large t, then the first part of the lemma follows from 
Lemma 2.1. If z(t) < 0 for large £, then it is immediate to see that one of the 
cases (b)-(f) holds for large t. Thus the proof of the lemma is complete. • 

LEMMA 2.5. ([1; p. 19]) Let p,y,z G C([0, oo),R) be such that z(t) = y(t) + 
p(t)y(t - T), t > T > 0, y(t) > 0 for t > tx > r . \\mmiy(t) = 0 and 

t—too 

lim z(t) = L exists. Let p(t) satisfy one of the following conditions: 
t—>oo 

(i) 0 < p ( t ) < P l < l , 
(ii) 1 < p2 < p(t) < p3, 

(iii) p4<p(t)<0, 

where p{ is a constant, 1 < i < 4 . Then L = 0. 

3. Sufficient conditions for oscillation 

Sufficient conditions are obtained for oscillation of solutions of equations (1) 
and (2). We need the following conditions: 

(H2) For u > 0 and v > 0, there exists A > 0 such that G(u) + G(v) > 
\G(u + v). 

(H3) G(uv) = G(u)G(v) for u,v<ER. 
(H4) Q(t)=mm{q(t),q(t-T)}. 
(H5) For u > 0, v > 0, G(u)G(v) > G(uv). 
(H6) G(-u) = -G(u), ueR. 
(H7) There exists a real valued twice continuously differentiable function 

F on [0, oo) such that rF" is twice continuously differentiable with 

(r(t)F"(t))" = f(t) and F(t) changes sign. 
(H7

7) Suppose that F is the same as in (H7) . In addition, 

- o o < liminfF(£) < 0 < l imsupF(t ) < oo. 
t—ЮO t—>-oo 

(H 8) There exists a real valued twice continuously differentiable function 
F on [0, oo) such that rF" is twice continuously differentiable with 
(r(t)F"(t)y = f(t) and lim F(t) = 0. 

t—>-oo 
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R e m a r k . (H3) implies that G(-u) = -G(u). Indeed, G(1)G(1) = G(l) and 
G(l) > 0 imply that G(l) = 1. Further, G(-1)G(-1) = G(l) = 1 implies 
that ( G ( - l ) ) 2 = 1. Since G(-l) < 0, then G(-l) = -1. Hence G(-u) = 
G(-l)G(u) = -G(u). On the other hand, G(uv) = G(u)G(v) for u > 0 and 
v > 0 and G(—u) = -G(u) imply that G(xy) = G(x)G(y) for every x,y eR. 

R e m a r k . The prototype of G satisfying (H2) , (H5) and (H6) is 

G(u) = (a + b|iA|A)HMsgnu, 

where a > l , b > l , A > 0 and lx > 0. However, the prototype of G satisfying 
(H2) and (H3) is G(u) = |w | 7sgn^, where 7 > 0. This G also satisfies the 
assumptions (H2) , (H5) and (H6) . 

THEOREM 3 .1 . Let 0 < p(t) < p < 00. Suppose that (Hx) - (H 4 ) hold. If 
00 

(H9) / h(t)Q(t)G(R(t - a)) dt = 00, where h(t) = mm{Ra(t),Ra(t - r ) } 
0 
and a > 1. 

then all solutions 0/(1) oscillate. 

P r o o f . Since R(t) -> 0 as t -> 00, then h(t) —r 0 as t -> 00. Hence (Hg) 
implies that 

/ • 
Q(t)G(R(t-a)) dt = oo. 

0 

If possible, let y(t) be a nonoscillatory solution of (1). Then y(t) > 0 or < 0 
for t > t0 > 0. Let y(t) > 0 for t > tQ. Setting 

z(t) = y(t)+p(t)y(t-T) (3) 

we obtain 0 < z(t) < y(t) +py(t — r ) and 

(r(t)z"(t))" = -q(t)G(y(t-a))<0, (4) 

but ^ 0 for t > t0 + p. Hence Lemma 2.1 holds with u(t) replaced by z(t). 
Suppose that one of the cases (a), (b), (d) of Lemma 2.1 holds. Then, for t > 
tx >t0 + 2p, 

0 = (r(t)z"(t))" + G(p)(r(t - T)z"(t - T))" + q(t)G(y(t - a)) 

+ G(p)q(t - T)G(y(t -T-a)) 

> (r(t)z"(t))" + G(p)(r(t - T)z"(t - r ) ) " + XQ(t)G(z(t - a)) 

> (r(t)z"(t))" + G(p)(r(t - T)z"(t - r ) ) " + XG(k1)Q(t)G(R(t - a)) 
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due to (H 2), (H 3), (H4) and Lemma 2.3. Hence 
00 

j Q(t)G(R(t - a)) dř < 0 0 , 

which is a contradiction. Suppose that the case (c) holds. The use of Lemmas 2.2 
and 2.3 yields, for t>t2>tx, 

k(-r(t)z"(t))'tR(t) < z(t) < k2t. 

Hence 

-[((-r(ty'(t))')1-a]' = (a-l)((-r(tK'W)')"Q(-K*)^"W)" ( g ) 

>(a-l)LaRa(t)q(t)G(y(t-a)), 

where L = (k/k2) > 0. Thus 

- [ ( ( - r ( t ) / ' ( * ) ) ' ) 1 " a ] ' - G(p) [((-r(t - r)z"(t - r))')1'0}' 

>(a- l)La [Ra(t)q(t)G(y(t - a)) + G(p)Ra(t - r)q(t - r)G(y(t - r - a))] 

> X(a - l)Lah(t)Q(t)G(z(t - a)) 

> X(a - l)LaG(k1)h(t)Q(t)G(R(t - a)). 

Consequently, 

íh(t)Q(t)G(R(t-a)) dí < CO , 

t2 

which is a contradiction to (H 9). If y(t) < 0 for t > t0, then we set x(t) = —y(t) 
to obtain x(t) > 0 for t > 10 and 

[r(t)(x(t) +p(t)x(t - T ) ) " ] " + q(t)G(x(t - a)) = 0 . 

Proceeding as above we obtain a similar contradiction. Thus the theorem is 
proved. • 

THEOREM 3.2. Suppose that 0 < p(t) < p < 1. If (Hx) and (H3) hold and if 
CO 

(H1 0) f Ra(t)G(R(t-a))q(t) dt = oo, a>l, 
o 

then every solution of (1) oscillates or tends to zero o s M o o . 
P r o o f . Since R(t) -¥ 0 as t -> co, then (H10) implies that 

CO 

[ G(R(t-a))q(t)dt = cx> (6) 

396 



OSCILLATORY FOURTH ORDER NONLINEAR NEUTRAL DIFFERENTIAL EQUATIONS I 

and hence 
(X 

q(t) dt = oo. (7) 
/ • 
0 

Let y(t) be a nonoscillatory solution of (1). Let y(t) > 0 for t > t0 > 0. The 
case y(t) < 0 for t > t0 is similarly dealt with. We set z(t) as in (3) to obtain 
z(t) > 0 and (4) for t > t0 + p. Hence Lemma 2.1 holds. Consider the cases (a) 
and (b) of Lemma 2.1. In either case z(t) is increasing. Hence for t > t0 + 2p, 

(1 - p)z(t) < z(t) - p(t)z(t -T) = y(t) - p(t)p(t - T)y(t - 2r) < y(t). (8) 

Thus y(t) > (1 - p)kxR(t) for t > tx > t0 + 2p by Lemma 2.3. Consequently, 
from (4) we obtain 

oo 

I q(t)G(R(t-a)) dt< oo, 

t2 

where t2 > tx + a, a, contradiction to (6). For the case (c) of Lemma 2.1 we 
proceed as in the proof of Theorem 3.1 to obtain (5). Since z is increasing, then 
we have (8). Hence y(t) > (1 - p)kxR(t) for t>tl>t0 + 2phy Lemma 2.3. 
Consequently, 

-[((-r(t)z"(t))f-a]' > (a - l)LaG((l-p)k1)R
a(t)q(t)G(R(t - a)) 

for t > t2 > t1 + p. Integrating the above inequality, we get 

oo 

f q(t)Ra(t)G(R(t-a)) dt < oo , 

t2 

a contradiction to (H10). In the case (d) of Lemma 2.1, lim z(t) exists. If 

liminf y(t) > 0, then from (4) it follows that 
t—>oo 

oo 

/ q(t) dt < oo, 
o 

which is a contradiction to (7). Hence liminf y(t) = 0. Consequently, lim z(t) =0 
t—>-oo t—)-oo 

by Lemma 2.5. Since z(t) > y(t), then lim y(t) = 0. Thus the theorem is proved. 

Remark. (H9) implies (H10). 
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THEOREM 3.3. Let - 1 < p < p(t) <0. If ( H J . (H3) and (H10) hold, then 
every solution 0/(1) oscillates or tends to zero as t -> oo. 

P r o o f . Let y(t) be a nonoscillatory solution of (1). Let y(t) > 0 for t > 
t0 > 0. Setting z(t) as in (3) we obtain (4) for t > t0 + p and hence z(t) > 0 or 
< 0 for t > tx > t0 + p. Let z(t) > 0 for t > tx. Suppose that one of the cases 
(a), (b), (d) of Lemma 2.4 holds. From Lemma 2.3 we have y(t) > z(t) > kxR(t) 

oo 

for t >t2> tx and hence (4) yields / q(t)G(R(t — a)) dt < oo, ts > t2 + p, 
tz 

a contradiction to (6). We may note that (H10) implies (6). Suppose that the 
case (c) holds. Proceeding as in the proof of Theorem 3.1 we obtain (5). Further, 
y(t) > z(t) > kxR(t) for t > t2 by Lemma 2.3. Hence, for t > t3 > t2 + p, 

- [((-KtyW)')1"0]' > (« " WGikJirWqWGilHt - a)) . 
Integrating the above inequality yields 

/ • 
q(t)Ra(t)G(R(t - a)) dt < oo , 

tz 

a contradiction to (H10). 
If z(t) < 0 for t > tx, then y(t) < y(t — r) and hence y(t) is bounded. Thus 

z(t) is bounded. Consequently, none of the cases (e) and (f) of Lemma 2.4 arises. 
In the case (b) or (c), — oo < lim z(t) < 0. Then 

t—>oo 
0 > lim z(t) = limsup\y(t) +p(t)y(t - T)] 

t-+oo t ^ o o 

> limswp[y(t) + py(t - r)] 
t—>-oo 

> lim sup y(t) + lim'mf (py(t — T)) 
t-±oo t^oo 

= lim sup y(t) + p lim sup y(t — r) 
t->oo t—>-oo 

= (1 +p)limswpy(t). 
t->oo 

Hence lim y(t) = 0. In the case (d), z(t) < A < 0 for t > t2 > t, . Hence 
t—>oo 

z(t) > py(t — T) implies that y(t) > (X/p) for t >t2. Consequently, from (4) 
we obtain 

G(X/p) I q(t) dt < oo , t3 > t2 + a , 
t3 

a contradiction to (7). If y(t) < 0 for t > t0, then one may proceed as above 
to obtain lim y(t) = 0 or limsup?l(£) < 0. Hence the proof of the theorem is 
complete. ^ ° ° ^ ° ° • 
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T H E O R E M 3.4. Suppose that - co < p1 < p(t) < p2 < -1. If (H-J, (H3) 
and (H10) hold, then every bounded solution of (I) oscillates or tends to zero as 
t —r oo or liminf \y(t)\ > 0. 

t—>-oo 

P r o o f . If y(t) is a bounded solution of (1) such that y(t) > 0 for t > t0 

> 0, then from (4) it follows that z(t) > 0 or < 0 for t > tx > t0+ p, where 
z(t) is given by (3). If z(t) > 0 for t > tx, then one of the cases (a)-(d) of 
Lemma 2.4 holds and we arrive at a contradiction in each case proceeding as in 
the proof of Theorem 3.3. 

Suppose that z(t) < 0 for t > tx. In the case (b) or (c) of Lemma 2.4, 
-oo < lim z(t) < 0. If lim z(t) = 0, then from the boundedness of y(t) it 

t—>oo t—i>oo 

follows that 

0 = lim z(t) = liminf \y(t) +p(t)y(t - r)] 
t—)-oo t—>oo 

< liminf [y{t) + p2y(t - T)] 
t—>oo 

< limsupy(t) + lim'mf(p2y(t - r)) 
t-+oo t-*00 

= lim sup y(t) + p2 lim sup y(t - r) 
t—>oo t->oo 

= (l+p2)limsup2/(£). 
t—>-oo 

Since (1 + p2) < 0, then lim y(t) = 0. Let -oo < lim z(t) < 0. Then 
t—^OO t rOO 

there exists f3 < 0 such that (3 > z(t) > pxy(t - T). Hence, in the case (b) 
of Lemma 2.4, it follows from (4) that 

oo 

GiP/pjJqtydtKoo, 
t 3 

which is a contradiction to (7). We may note that (H10) implies (7). However, 
such a contradiction cannot be obtained in the case (c) of Lemma 2.4. Since 
P > z(t) > p,y(t - T ) , then liminf y(t) > 0. Further, in the case (d) one may 

t-)-oo 

proceed as in the proof of Theorem 3.3 to get a contradiction. However, either 
in the case (e) or in the case (f), lim z(t) = - c o . Since z(t) > p(t)y(t — r ) , 

t—>oo 

then lim y(t) = oo, a contradiction to the boundedness of y(t). 
t—>oo 

The case y(t) < 0 for t > t0 may similarly be dealt with. Thus the theorem 
is proved. • 
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THEOREM 3.5. Let 0 < p(t) <p<oo. Suppose that ( H J , (H2), (H4)-(H7) 
hold. If 

OO OO 

(H n ) / h(t)Q(t)G(F+(t - a)) dt = oo = / h(t)Q(t)G(F~(t - a)) dt, where 
a a 

h(t) = mm{Ra(t), Ra(t - T)} , a> 1. 

then all solutions of (2) oscillate. 

P r o o f . Since (Hx) implies that R(t) —> 0 as t -> oo, then h(t) -> 0 as 
t —y oo. Hence (H n ) implies that 

00 oo 

1 Q(t)G(F+(t-a)) d* = oo= f Q(t)G(F~(t - a)) dt (9) 

Let y(t) be a nonoscillatory solution of (2) such that y(t) > 0 for t > t0 > 0. 
Set w(t) = z(t) — F(t) for t > t0 + p, where z(t) is given by (3). Hence 
0 < z(t) < y(t) +py(t — T) for t > t0 + p. Equation (2) may be written as 

(r(t)w"(t))" = -q(t)G(y(t -a))<0 (10) 

for t >t0 + p. Hence w(t) > 0 or < 0 for t > tx > t0 + p. However, w(t) < 0 
implies that 0 < z(t) < F(t), a contradiction to (H7). Therefore w(t) > 0 for 
t >t1. Consequently, Lemma 2.1 holds with u(t) replaced by w(t). Further, 
z(t) > F+(t), t>^. The use of (H2), (H4), (H5) yields, for t > t2 > t0 + 2p, 

0 > (r(t)w"(t))" + G(p)(r(t - T)w"(t - T))" + XQ(t)G(z(t - a)) 

> (r(t)w"(t))" + G(p)(r(t - T)w"(t - T))" + \Q(t)G(F+(t - a)) . 

If one of the cases (a), (b), (d) of Lemma 2.1 holds, then integrating the above 
inequality we get 

/ 
Q(t)G(F+(t-a)) d t < o o , 

ti+o 

a contradiction to (9). If the case (c) of Lemma 2.1 holds, then the use of Lem
mas 2.2 and 2.3 yields, for t>t3>t2, 

k(-r(t)w"(t))'tR(t) < w(t) < k2t 

and hence 

- [ ( ( - r ( iK 'W) ' ) 1 - Q ] ' = ( a - l ) ( ( - r ( t V ( t ) ) ' ) - Q ( - r ( ^ " ( t ) ) " 

> X(a - l)LaRa(t)q(t)G(z(t - a)) , 
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where L —• k/k2. Thus 

- [((-r(t)w"(t))f-a]' - G(p) [((-r(t - T)w"(t - r ) ) ' ) 1 _ a ] ' 

> X(a - l)Lah(t)Q(t)G(z(t - a)) 

> X(a - l)Lah(t)Q(t)G(F+(t - a)) . 

Integrating the above inequality we obtain 
oo 

I h(t)Q(t)G(F+(t - a)) dt < oo , 
t3+<j 

a contradiction to ( H n ) . If y(t) < 0 for t > t0, then we set x(t) = —y(t) to 
obtain x(t) > 0 for t > t0 and 

(r(t)(x(t) +p(t)x(t - T))")" + q(t)G(x(t - a)) = f(t), 

where /(*) = -f(t). If F(t) = -F(t), then (r(t)F"(t))" = -f(t) = f(t) and 
F(t) changes sign. Further, F+(t) = F~(t) and F~(t) = F+(t). Proceeding as 
above we obtain a contradiction. Thus the proof of the theorem is complete. • 

EXAMPLE. Consider 

[el(y(t) + (1 + e~t)y(t - vr))"]" + (2 + e3t)y(t - -f) = - e 3 t s i n t , (12) 

t > 1. Hence 1 < p(t) = l + e~t <2, Q(t) = 2 + e3^-^ and R(t) = e -*. Taking 
a = 2, we get h(t) = e~2t. Further, F(t) = (e2t cost)/50. Since 

F+(t-M) = l°> 2nn<t<(2n + l)n, 
\ 2) \ -(e2*-37rsinf)/50, (2n + 1)TT < t < 2(n + l)vr 

and 

F- (t - - i ) = / (e2'~37r Sin*) / 5 ° ' -«f < * < (-*» + - ) " . 
^ 2' \ 0 , (2n + 1)TT < t < 2(n + 1)TT 

for n = 0,1,2, . . . , then 
oo oo 

/ h(t)Q(t)G(F+(t-^)) dt = f e-
2t(2 + e^-^)F+(t-^) dt 

3TT/2 3TT/2 

2(n+l)?r 
_ e-67r °° 

> V / e3tsiní dt 
- : / 
П _ Л (2n+l)тr 

e- 6 - — 

500 
П = l 
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and 

(2n+l)тr 
67Г ° ° r e - 6 7 r ^ ~ r 

/ h(t)Q(t)G(F~(t-^)) dt > -~-~Yl / e 3 ' s i n t d* 
3TT/2 n = 1 2nn 

Љnҡ 
e-3тг ~ 

> -Г7-Г 7 eü7'7' = oo . 
500 - ^ 

n = l 

Hence every solution of (12) oscillates by Theorem 3.5. In particular, y(t) = cos t 
is an oscillatory solution of the equation. Equation (12) may be put in the 
following form: 

j,(4) ( i ) + ( i + e" V 4 > ( t " *) + V " ( * ) + - ( - - e - ' )y ' " ( t - TT) 

+y"{t) + {l + e-t)y"(t-K) + {e2t+2e-t)y(t-^) = -e2tsmt. 
(13) 

However, (13) cannot be put in the form 

Ыt)+pШt-т)]W + У£Qi{t)G(vlł-°i)) =/(*) (14) 
l (4) 

-г 
t = l 

because of the presence of the terms ( l + e t)y^\t — ,K) and y'"(t). Indeed, due 
to the presence of the term ( l+e _ t ) i / 4 ) (£—n) , we have to take p(t) — ( l + e - * ) . 
Then we note that 

[y(*) + ( l + e - ' ) p ( t - 7 r ) ] ( ^ 

+ 6 e"* j/"(* - TT) - 4 e _ t j/ '(* - TT) + e _ t y (* - TT) . 

If we take for p(t) a term other than (l + e~*), then we cannot get 
(l + e~t)y^(t — 7r). Hence the results valid for (14) cannot be applied to (12). 
On the other hand, the results valid for (12) cannot be applied to (14) because 
we cannot take r(t) = 1 in view of the assumption (H-J . Thus the present study 
is independent of the study in [3], [4]. 

THEOREM 3.6. Let 0 < p(t) < p < oo. Suppose that (H x) , (H 2 ) . (H4) - ( H 6 ) , 
(H8) and ( H n ) hold. Then every solution of (2) oscillates or tends to zero as 
t -> oo. 

P r o o f . Proceeding as in the proof of Theorem 3.5, we obtain w(t) > 0 or 
< 0 for t > tx > t0 + p. If w(t) > 0 for t > tx, then we obtain a contradiction 
as in the proof of Theorem 3.5. If w(t) < 0 for t > tx, then y(t) < z(t) < F(t) 
and hence limsupy(tf) < 0 by (H8) . Consequently, lim y(t) = 0. The proof of 

the theorem is complete. D 
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Remark. From the assumptions (H n ) and (H8) it follows, respectively, that 
F(t) changes sign and tends to zero as t -> oo. Equation (2) does not admit 
a nonoscillatory solution due to Theorem 3.5. Hence Theorem 3.6 implies that 
only some oscillatory solutions could tend to zero as £ —r oo. In the following 
theorem F(t) —•> 0 as t -> oo but need not change sign. Hence equation (2) may 
admit a nonoscillatory solution which tends to zero as t -> oo. 

THEOREM 3.7. Let 0 < p(t) < p < oo. Let (HJ , (H2), (H4) -(H6) and (H8) 
hold. If 

oo 

(H12) fh(t)Q(t)G(\F(t-a)\)dt = oo, 
a 

then every bounded solution of (2) oscillates or tends to zero as t —¥ oo. 

P r o o f . Proceeding as in the proof of Theorem 3.5, we obtain (10). Hence 
w(t) > 0 or < 0 for t > tx > t0 + p. Let w(t) > 0. Thus z(t) > F(t), t>tx. 
Let F(t) > 0 for t > t2 > tx. The use of (H2), (H4), (H5) yields 

0 > (r(t)w"(t))" + G(p)(r(t - r)w"(t - r))" + \Q(t)G(F(t - a)) 

for t > t3 > t2 + p. If one of the cases (a), (b), (d) of Lemma 2.1 holds, then 

oo 

/ 
Q(t)G(F(t-a)) dt<oo, 

t3+CT 

which is a contradiction to (H12) because (H12) implies that 

oo 

ÍQ(t)G(F(t-a)) dí = oo. 

If the case (c) of Lemma 2.1 holds, then we may proceed as in the proof of 
Theorem 3.5 to obtain 

oo 

f h(t)Q(t)G(F(t - a)) dt < oo , 

t3+C7 

a contradiction to (H12). Hence w(t) < 0 for t > tx. Thus y(t) < F(t). Conse
quently, liminf y(t) = 0. In each of the cases (b) and (c) of Lemma 2.4, lim w(t) 

t-+oo t—too 

exists and hence lim z(t) exists. Since y(t) is bounded, then w(t) is bounded. In 
t—»-oo 

the case (d) of Lemma 2.4, lim w(t) exists and hence lim z(t) exists. The cases 
t—>-oo t—>-oo 

(e) and (f) of Lemma 2.4 do not hold since w(t) is bounded. From Lemma 2.5 
it follows that lim z(t) = 0. Since z(t) > y(t), then lim y(t) = 0. Suppose 

£->oo £—»-oo 
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that F(t) < 0 for t > t2. In this case, w(t) < 0 implies that 0 < z(t) < F(t), 
a contradiction. Hence w(t) > 0 for t > t2. Since w(t) is bounded, the case (a) 
of Lemma 2.1 does not hold. Further lim w(t) exists in each of the cases (b), 

t—>OO 

(c) and (d). From (10) it follows that 
OO 

/ • 
q(t)G(y(t-a)) dt < oo 

t2 

in each of the cases (b) and (d). Hence liminf y(t) = 0 because (H1 2) implies 
t—>-oo 

OO 

that J q(t) dt = oo. In the case (c) of Lemma 2.1, we obtain (11), which yields 
OO 

/ h(ť)q(ť)G(y(t - a)) dt < oo . 
t2 

OO 

Hence liminf y(t) = 0; otherwise, J h(t)q(t) dt < oo, a contradiction to (H 1 2 ) . 
t—>-OO J. 

t2 

From Lemma 2.5 it follows that lim z(t) = 0 and hence lim y(t) = 0. The case 
t—>OO t—>OO 

?/(£) < 0 for t > t0 is similarly dealt with. Thus the theorem is proved. • 
THEOREM 3.8. Let -1 < p < p(t) < 0. Suppose that (H-J and (H7) hold. If 

OO OO 

(H13) / Ra(t)q(t)G(F+(t - a)) dt = oo = / q(t)G(F~(t + T - a)) dt 
a cr 

and 
OO OO 

(H14) / R«(t)q(t)G(-F-(t - a)) dt = -oo = / q(t)G(-F+(t + r-a))dt, 
a a 

then a solution y(t) of (2) oscillates or \\mmi(y(t) — y(t — r)) < 0. 
t—>OO v ' 

P r o o f . Proceeding as in the proof of Theorem 3.5, we obtain w(t) > 0 or 
< 0 for t > tx > t0 + p. If w(t) > 0, then y(t) > F(t) and hence y(t) > F+(t), 
t > tx. In each of the cases (a), (b) and (d) of Lemma 2.1, we obtain from (10) 
that 

/ 
q(t)G(F+(t-a)) dt < oo, 

ti+CT 

a contradiction. In the case (c) of Lemma 2.1, we obtain from (11) that 

OO 

f Ra(t)q(t)G(F+(t - a)) dt < oo , 
t2+CT 
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a contradiction. Hence w(t) < 0 for t > tx. We claim that y(t) is bounded. If 
not, then there exists an increasing sequence {an}n

<>
=1 such that an -> co and 

y(an) -> co as n -» oo and y(o~n) = max{y(t) : tx <t <an}. Hence 

™ K ) > y(vn) +Py(°n ~ r) - F(an) 
>(l+p)y(crn)-F(an) 

implies that w(an) > 0 for large n because 1 + p > 0 and F(t) is bounded. 
This is a contradiction. Hence w(t) is bounded. Thus none of the cases (e) and 
(f) of Lemma 2.4 holds. Since w(t) < 0, then y(t) > F~(t + r ) . Hence, in each 
of the cases (b) and (d) of Lemma 2.4, we obtain from (10) 

oo 

/ q(t)G(F~(t + T-a)) dt < co , 

a contradiction. Suppose that the case (c) of Lemma 2.4 holds. None of the 
above considerations is possible in this case. However, w(t) < 0 implies that 
y(t) - y(t -T) < F(t). Hence \immf (y(t) - y(t - T)\ < liminfF(t) < 0. If 

y(t) < 0 for t > t0, then one may proceed as above. Thus the proof of the 
theorem is complete. • 

THEOREM 3.9. Suppose that all the conditions of Theorem 3.8 are satisfied 
except (H'7), which is replaced by (H8). Then every solution of (2) oscillates or 
tends to zero as t —r co. 

P r o o f . If w(t) > 0, then a contradiction is obtained in each of the cases 
(a)-(d) of Lemma 2.1. Hence w(t) < 0 for t > tx > t0 + p, that is, z(t) < F(t). 
Since z(t) > y(t)+py(t—T), (1+p) > 0 and limsup z(t) < 0, then lim y(t) = 0. 

t-+oo t->°° 

Hence the proof is complete. • 
THEOREM 3.10. Let -co < p < p(t) < 0. If ( H J , (H3)7 (H^); (H13) and 
(H14) hold, then a solution y(t) 0/(2) oscillates or \y(t)\ -> co as t -> co or 
\immi(y(t)+py(t-T)) < 0 . 

The proof is similar to that of Theorem 3.8 and hence is omitted. 

THEOREM 3.11. Let - 1 < p < p(t) < 0. Suppose that ( H J , (H3) and (H8) 
hold. If 

oo 

(H15) / q(t)R"(t)G(\F(t - a)\) dt = oo, a > 1, 
a 

then every solution of (2) oscillates or tends to zero or tends to ±co as t -> co. 

P r o o f . Proceeding as in the proof of Theorem 3.5, we get w(t) > 0 or < 0 
for t > tx > t0 + p. Let w(t) > 0 for t > tx. Hence y(t) > F(t). Prom (H15) it 
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follows that 

00 00 00 

i q(t)G(\F(t-a)\)át = 00, i q{t)Ra{t) dí = 00 and í q(t) dt = OO 

because F(t) -+ 0 and Ra(t) -+ 0 as t -> oo. Let F(t) > 0 for t > t2 > tx. In 
each of the cases (a), (b) and (d) of Lemma 2.1, it follows from (10) that 

oo 

/ 
q(t)G(F(t-a)) dt < oo , 

t2+<J 

which is a contradiction. In the case (c) of Lemma 2.1, we obtain from (11) that 

oo 

f q(t)Ra(t)G(F(t - a)) dt < oo , 
t2+a 

a contradiction to (H15). Let F(t) < 0 for t > t2 > tx. If w(t) > 0 for t > t1, 
then lim w(t) = oo in the case (a) of Lemma 2.1. Hence lim z(t) = oo. Since 

t—>-oo t—>oo /̂ 

y(t) > z(t), then lim y(t) = oo. In each of the cases (b) and (c) of Lemma 2.1, 
t—>-oo 

0 < (3 < oo, where (3 = lim w(t). If /3 = oo, then lim y(t) = o o . I f O < / ? < o o , 
t—>-oo t—>-oo 

then lim z(t) = (3. From (10) we get 

t—>-oo 

oo 

/ q(t)G(y(t-a)) dt < oo . (15) 

t2+o-

in the case (b). Further, in the case (c), (11) yields 
oo 

f q(t)Ra(t)G(y(t - a)) dt < oo . 
t2+o 

Hence lim inf y(t) = 0. From Lemma 2.5 it follows that (3 = 0, a contradiction. In 
t—>-oo 

the case (d) of Lemma 2.1, lim w(t) exists and (15) holds. Then lim z(t) = 0. 
t—>-co t—>-oo 

Since z(£) > H(^) -+ py(t — r) and (1 +p) > 0, then ?/(̂ ) is bounded and hence 
limsup2/(£) = 0. Hence lim y(t) = 0. Hence w(t) < 0 for t > tx. The following 

£->oo t->-oo 

analysis holds for F(t) > 0 or < 0. As in the proof of Theorem 3.8, we may 
show that y(t) is bounded and hence w(t) is bounded. This implies that the 
cases (e) and (f) of Lemma 2.4 do not hold. In each of the cases (b), (c) and 
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(d) of Lemma 2.4, we proceed as follows: Since w(t) < 0, then z(t) < F(t) and 
hence lim sup z(t) < 0. Thus 

t-»oo 

0 > lim sup y(t) + py(t — r) > lim sup y(t) + lim inf (py(t — r)) 

= (l+p)\imsupy(t). 
t-+oo 

Since (1 +p) > 0, then lim y(t) = 0. The proof for the case y(t) < 0 for t > £0 
t-»oo 

is similar. Thus the theorem is proved. • 
EXAMPLE. Consider 

[et(y(t)+e-\e-t-l)y(t-l))"]" + 5e9tys(t-2) = e-t, t>l. (16) 

If F(t) = \e~2t, then (etF"(t))" = e"*. Further, 

oo 

R(t)= [e-
s(s-t) ds = e-f 

t 

implies, for a = 2, that 
oo oo 

J q(t)Ra(t)G(\F(t - a)\) dt = ^ | e ' dt = OO . 

From Theorem 3.11 it follows that every solution of (16) oscillates or tends 
to zero as t —r oo. Equation (16) may be written as 

yW(t) + (e-<*+1> - e " 1 ) ^ ) + 2y'"(t) - 2(e"1 +e-^)y'"(t - 1) 

+y"(t) + (e"^+1) - e - 1 ) ^ ' ^ - 1) + 5e8tys(t - 2) = e~2t . 

The explanation given in the example following Theorem 3.5 also holds here. 

COROLLARY 3.12. Suppose that the conditions of Theorem 3.10 hold. Then 
every bounded solution of (2) oscillates or tends to zero as t —r oo. 

Remark. Theorems 3.8, 3.11 and Corollary 3.12 do not hold for homogeneous 
equation (1). 

4. Necessary conditions for oscillation 

In this section we obtain conditions for the existence of bounded positive 
solutions of (2). 

407 



N. PARHI — A, K. TRIPATHY 

THEOREM 4.1. Let 0 < p(t) < p < 1. Suppose that G is Lipschitzian on 
intervals of the form [a, b], 0 < a < b < oo and F(t) changes sign such that 
- ( 1 -p)/8 < F(t) < (1 -p)/2, where F is same as in (H7). If (HJ holds and 

oo 

(H16) ftq(t)dt<oc, 
o 

then (2) admits a positive bounded solution. 

P r o o f . Let t0 be sufficiently large such that 

oo oo 

LJtq(t)dt<^(l-p) and J-Ldt<±, 
to to 

where L = max{i1,G?(l)} and Lx is the Lipschitz constant of G on [^f2, l] • 
Let X = BC([t0, oo),R) be the Banach space of all real-valued bounded con
tinuous functions on [£0, oo) with sup norm. Let S = {x E X : ^ p < x(t) < 1, 
t > t0}. Hence S is a complete metric space with the metric induced by the 
norm. For y G S, we define 

' Ty(t0+p), te[t0,t0+p], 

Ty(t) = \ -p(t)y(t-r) + \(l+p) + F(t) 
0 0 , 0 0 X 

- f{0jf(u-s)q(u)G(y(u-a)) du) ds, t>t0 + p. 

Hence, for t > t0, Ty(t) < ^(l+p) + ±(1 - p ) = 1 and 

Ty(t) >-p + | ( 1 +p) - i ( l - p ) - i ( i -p) = 1 (1 - p ) , 

because, for t > t0, 

l(s-t 7 \ 
I ( V y / (u ~ s)q(u)G(y(u - a)) du J ds 
t \ s ' 

OO / OO v 

<G(l)l^~(juq(u)du\ds 
t ^ S ' 

oJjmdtVJ^dt) < 

-t0 to 

<-4(l-p). 
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Thus T : S -> S. Further, for x,y, G 5 , 

\\Tx(t) - Ty(t)\\ < p\\x - y\\ + 1(1 - p)\\x - y\\ 

(3p+l) 
< 1 11^-2/11 

for t >t0 implies that T is a contraction. Consequently, T has a unique fixed 
point y in S. It is the required solution of (2). Thus the theorem is proved. • 

THEOREM 4.2. Let -1 < p < p(t) < 0. If (Hx) holds, G is Lipschitzian 
on intervals of the form [a, b], 0 < a < b < oo, F(t) changes sign such that 

oo 

— | ( l + p ) < F(t) < \(l+p) and J tq(t) dt < oo, then (2) admits a positive 
o 

bounded solution. 

P r o o f . We choose t0 sufficiently large so that 

oo oo 

LJtq(t)dt<^(l+p) and J^dt<\> 
to to 

where L = max{L1,G(l)} and Lx is the Lipschitz constant of G on [^g^, l] • 
The rest of the proof is similar to that of Theorem 4.1. • 

Two similar theorems may be obtained in other ranges of p(t). 

THEOREM 4.3. Let 0 < p(t) < p < 1. Suppose that G satisfies Lipschitz 
property on intervals of the form [a,b], 0 < a < b. If (Hx)7 (H8) and (H16) 
hold, then (2) admits a positive bounded solution. 

The proof is similar to that of Theorem 4.1. However, there are some changes 
in the setting. Let t0 be sufficiently large so that 

oo oo 

| i ? W I < ^ ^ t > t 0 , J-Ldt<± and L Jtq(t) dt < - ^ , 
to to 

where L = max{L1,G(l)} and L1 is the Lipschitz constant of G on [ ^ , l ] . 
For y e S = {x G BC([t0, oo),R) : ^ < x(t) < l } , we define Ty as in 
Theorem 4.1, where the term ~(1 + p) is replaced by | ( 1 + 4p). 
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5. Summary 

In our results, no superlinearity or sublinearty conditions are imposed on G. 
However, if p(t) < 0, then the results are not satisfactory. Extra restriction on G 
could help in this case. Equations (1) and (2) are studied under the assumption 
oo 

/ ^-y dt = oo in a separate paper. It would be interesting to study neutral 
o 
differential equations with quasi-derivatives of the form 

(r3(t)(r2(t)(ri(t)(y(t)+p(t)y(t - r ) ) ' ) ' ) ' ) ' + ?(*)<?(*(* - *)) = / (<) . 

REFERENCES 

[1] GYORI, I.—LADAS, G . : Oscillation Theory of Delay Differential Equations with Appli-

cations, Clarendon Press, Oxford, 1991. 

[2] KUSANO, T . — N A I T O , M . : Non linear oscillation of fourth order differential equations, 

Canad. J. Math. 4 (1976), 840-852. 

[3] P A R H I , N . — R A T H , R. N . : On oscillation of solutions of forced non linear neutral differ-

ential equations of higher orderђ Czechoslovak Math. J . (To appear) . 

[4] P A R H I , N . — R A T H , R. N . : On oscillation criteria for forced nonlinear higher order neu-
tral differential equations (Communicated). 

Received May 21, 2002 Department of Mathematics 

Revised September 20, 2003 Berhampur University 
Berhampur - 760007 

Orissa 

INDIA 

E-mail: parhi2002@rediffmail.com 
arun_tripathy70@rediffmail.com 

410 


		webmaster@dml.cz
	2012-08-01T17:39:55+0200
	CZ
	DML-CZ attests to the accuracy and integrity of this document




