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# MULTIGENERATIVE GRAMMAR SYSTEMS AND MATRIX GRAMMARS 

Roman Lukáš and Alexander Meduna

Multigenerative grammar systems are based on cooperating context-free grammatical components that simultaneously generate their strings in a rule-controlled or nonterminalcontrolled rewriting way, and after this simultaneous generation is completed, all the generated terminal strings are combined together by some common string operations, such as concatenation, and placed into the generated languages of these systems. The present paper proves that these systems are equivalent with the matrix grammars. In addition, we demonstrate that these systems with any number of grammatical components can be transformed to equivalent two-component versions of these systems. The paper points out that if these systems work in the leftmost rewriting way, they are more powerful than the systems working in a general way.
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## 1. INTRODUCTION

Indisputably, the investigation of cooperating distributed grammar systems represents a crucially important trend in today's formal language theory (see [1, 2, 3, 4, 8, 9, $10,13,15,18]$ ). In essence, these grammars consist of several cooperating grammatical components that generate a single string (see [6] for an overview of the key concepts and results). Recently, a completely new type of these grammar systems, called multigenerative grammar systems, have been introduced (see [14]).

As opposed to the other cooperating distributed grammar systems, all the grammatical components of the multigenerative grammar systems systems simultaneously generate their strings in a rule-controlled or nonterminal-controlled rewriting way, and this generation is performed in the leftmost ways - that is, during one generation step, each component rewrites the leftmost occurrence of a nonterminal in its sentential form. After this simultaneous leftmost generation is completed, all the generated strings are composed into a single string by some common string operation, such as concatenation. More precisely, for a positive integer $n$, an $n$-generative grammar system works with $n$ context-free grammatical components, each of which makes a leftmost derivation, and these $n$ leftmost derivations are simultaneously
controlled by a finite set of $n$-tuples consisting of nonterminals or rules. In this way, the grammar system generates $n$ terminal strings, which are combined together by operation union, concatenation or the selection of the first generated string. The main result concerning the power of these systems says that they characterize the family of recursively enumerable languages (see Theorem 3 in [14]).

In this paper, we discuss general versions of multigenerative grammar systems by dropping the requirement that each generation step is leftmost. In other words, each grammatical component rewrites any nonterminal occurrence in its sentential form; otherwise, they work as described above. We prove that multigenerative grammar systems generalized in this way are less powerful than their leftmost versions in the present paper. More specifically, they are equivalent to the matrix grammars, which generate a proper subfamily of the family of recursively enumerable languages. This result is indeed of some interest when compared to the corresponding results in terms of other language models. In terms of context-free grammars, their leftmost versions and their general versions are equally powerful (see Theorem 5.1.1.1 in [12]). In terms of programmed grammars, the leftmost versions are less powerful than the general versions (see Theorem 1.4.1 in [5]).

Considering these results, it comes as a surprise that general versions of multigenerative grammar systems are less powerful than their leftmost versions as proved in the present paper. In addition, we demonstrate that multigenerative grammar systems with any number of grammatical components can be transformed to equivalent two-component versions of these systems.

## 2. DEFINITIONS

This paper assumes that the reader is familiar with the formal language theory (see $[11,12,16,17])$. For a set, $Q, \operatorname{card}(Q)$ denotes the cardinality of $Q$. For an alphabet, $V, V^{*}$ represents the free monoid generated by $V$ under the operation of concatenation. The unit of $V^{*}$ is denoted by $\varepsilon$. Set $V^{+}=V^{*}-\{\varepsilon\}$; algebraically, $V^{+}$is thus the free semigroup generated by $V$ under the operation of concatenation.

Definition 2.1. A context-free grammar is a quadruple,

$$
G=(N, T, P, S)
$$

where $N$ and $T$ are two disjoint alphabets. Symbols in $N$ and $T$ are referred to as nonterminals and terminals, respectively, and $S \in N$ is the start symbol of $G . P$ is a finite set of rules of the form $A \rightarrow x$, where $A \in N$ and $x \in(N \cup T)^{*}$. To declare that a label $r$ denotes the rule, this is written as $(r: A \rightarrow x)$. Let $u, v \in(N \cup T)^{*}$. For every $(r: A \rightarrow x \in P)$, we write $u A v \Rightarrow u x v[r]$, or simply $u A v \Rightarrow u x v$. Let $\Rightarrow^{*}$ denote the transitive-reflexive closure of $\Rightarrow$. The language of $G, L(G)$, is defined as $L(G)=\left\{w \in T^{*} \mid S \Rightarrow^{*} w\right.$ in $\left.G\right\}$.

Definition 2.2. A matrix grammar is a pair,

$$
H=(G, M)
$$

where $G=(N, T, P, S)$ is a context-free grammar and $M$ is a finite language over alphabet $P, M \subseteq P^{*}$. Let $x_{0}, x_{1}, \ldots, x_{n} \in(N \cup T)^{*}$ for any $n \geq 1, x_{i-1} \Rightarrow_{G} x_{i}\left[r_{i}\right]$ in $G$ for all $i=1, \ldots, n$ and $r_{1} r_{2} \ldots r_{n} \in M$. Then matrix grammar $H$ makes direct derivation step from $x_{0}$ to $x_{n}$, denoted as $x_{0} \Rightarrow_{H} x_{n}$. Let $\Rightarrow^{*}$ denote the transitive-reflexive closure of $\Rightarrow$. The language of $H, L(H)$, is defined as $L(H)=$ $\left\{w \in T^{*} \mid S \Rightarrow^{*} w\right.$ in $\left.H\right\}$.

Definition 2.3. A general n-generative rule-synchronized grammar system (n-GGR) is an $n+1$ tuple,

$$
\Gamma=\left(G_{1}, G_{2}, \ldots, G_{n}, Q\right)
$$

where $G_{i}=\left(N_{i}, T_{i}, P_{i}, S_{i}\right)$ is a context-free grammar for each $i=1, \ldots, n$, and $Q$ is a finite set of $n$-tuples of the form $\left(p_{1}, p_{2}, \ldots, p_{n}\right)$, where $p_{i} \in P_{i}$ for all $i=1, \ldots, n$. Let $\Gamma=\left(G_{1}, G_{2}, \ldots, G_{n}, Q\right)$ be an n-GGR. Then, a sentential $n$-form of n-GGR is an $n$-tuple of the form $\chi=\left(x_{1}, x_{2}, \ldots, x_{n}\right)$, where $x_{i} \in\left(N_{i} \cup T_{i}\right)^{*}$ for all $i=1, \ldots, n$. Let $\chi=\left(u_{1} A_{1} v_{1}, u_{2} A_{2} v_{2}, \ldots, u_{n} A_{n} v_{n}\right)$ and $\bar{\chi}=\left(u_{1} x_{1} v_{1}, u_{2} x_{2} v_{2}, \ldots, u_{n} x_{n} v_{n}\right)$ be two sentential $n$-form, where $A_{i} \in N_{i}$ and $u_{i}, v_{i}, x_{i} \in\left(N_{i} \cup T_{i}\right)^{*}$ for all $i=1, \ldots, n$. Let $\left(p_{i}: A_{i} \rightarrow x_{i}\right) \in P_{i}$ for all $i=1, \ldots, n$ and $\left(p_{1}, p_{2}, \ldots, p_{n}\right) \in Q$. Then $\chi$ directly derives $\bar{\chi}$ in $\Gamma$, denoted by $\chi \Rightarrow \bar{\chi}$. In the standard way, we generalize $\Rightarrow$ to $\Rightarrow^{k}$ for all $k \geq 0, \Rightarrow^{*}$, and $\Rightarrow^{+}$.

The $n$-language of $\Gamma, n-L(\Gamma)$, is defined as
$n-L(\Gamma)=\left\{\left(w_{1}, w_{2}, \ldots, w_{n}\right) \mid\left(S_{1}, S_{2}, \ldots, S_{n}\right) \Rightarrow^{*}\left(w_{1}, w_{2}, \ldots, w_{n}\right), w_{i} \in T_{i}^{*}\right.$ for all $i=1, \ldots, n\}$

The language generated by $\Gamma$ in the union mode, $L_{\text {union }}(\Gamma)$, is defined as $L_{\text {union }}(\Gamma)=\bigcup_{i=1}^{n}\left\{w_{i} \mid\left(w_{1}, w_{2}, \ldots, w_{n}\right) \in n-L(\Gamma)\right\}$

The language generated by $\Gamma$ in the concatenation mode, $L_{\mathrm{conc}}(\Gamma)$, is defined as $L_{\text {conc }}(\Gamma)=\left\{w_{1} w_{2} \ldots w_{n} \mid\left(w_{1}, w_{2}, \ldots, w_{n}\right) \in n-L(\Gamma)\right\}$

The language generated by $\Gamma$ in the first mode, $L_{\text {first }}(\Gamma)$, is defined as $L_{\text {first }}(\Gamma)=\left\{w_{1} \mid\left(w_{1}, w_{2}, \ldots, w_{n}\right) \in n-L(\Gamma)\right\}$

Example 2.4. $\Gamma=\left(G_{1}, G_{2}, Q\right)$, where

$$
\begin{aligned}
G_{1}= & \left(\left\{S_{1}, A_{1}\right\},\{a, b, c\},\left\{\left(1: S_{1} \rightarrow a S_{1}\right),\left(2: S_{1} \rightarrow a A_{1}\right),\left(3: A_{1} \rightarrow b A_{1} c\right),\right.\right. \\
& \left.\left.\left(4: A_{1} \rightarrow b c\right)\right\}, S_{1}\right), \\
G_{2}= & \left(\left\{S_{2}\right\},\{d\},\left\{\left(1: S_{2} \rightarrow S_{2} S_{2}\right),\left(2: S_{2} \rightarrow S_{2}\right),\left(3: S_{2} \rightarrow d\right)\right\}, S_{2}\right), \\
Q= & \{(1,1),(2,2),(3,3),(4,3)\}
\end{aligned}
$$

is a general 2-generative rule-synchronized grammar system.
Notice that $2-L(\Gamma)=\left\{\left(a^{n} b^{n} c^{n}, d^{n}\right) \mid n \geq 1\right\}, L_{\text {union }}(\Gamma)=\left\{a^{n} b^{n} c^{n} \mid n \geq 1\right\} \cup$ $\cup\left\{d^{n} \mid n \geq 1\right\}, L_{\text {conc }}(\Gamma)=\left\{a^{n} b^{n} c^{n} d^{n} \mid n \geq 1\right\}$, and $L_{\text {first }}(\Gamma)=\left\{a^{n} b^{n} c^{n} \mid n \geq 1\right\}$.

## 3. RESULTS

In this section, we prove that all variants of multigenerative grammar systems defined in the previous section are equivalent to the matrix grammars.

## Algorithm 3.1. A conversion of an n-GGR in the union mode to an equivalent matrix grammar

- Input: An n-GGR $\Gamma=\left(G_{1}, G_{2}, \ldots G_{n}, Q\right)$.
- Output: A matrix grammar $H=(G, M)$ satisfying $L_{\text {union }}(\Gamma)=L(H)$.


## - Method:

- Let $G_{i}=\left(N_{i}, T_{i}, P_{i}, S_{i}\right)$ for all $i=1, \ldots, n$, and without loss of generality, we can assume that for any $j, k=1, \ldots, n$, where $j \neq k$, it holds: $N_{j} \cap$ $N_{k}=\emptyset$; let us choose arbitrary $S$ satisfying $S \notin \bigcup_{j=1}^{n} N_{j}$. Then:
- $G=(N, T, P, S)$, where:
$N:=\{S\} \cup\left(\bigcup_{i=1}^{n} N_{i}\right) \cup\left(\bigcup_{i=1}^{n}\left\{\bar{A} \mid A \in N_{i}\right\}\right) ;$
$T:=\bigcup_{i=1}^{n} T_{i} ;$
$P:=\left\{\left(s_{1}: S \rightarrow S_{1} h\left(S_{2}\right) \ldots h\left(S_{n}\right)\right),\left(s_{2}: S \rightarrow h\left(S_{1}\right) S_{2} \ldots h\left(S_{n}\right)\right), \ldots\left(s_{n}:\right.\right.$ $\left.\left.S \rightarrow h\left(S_{1}\right) h\left(S_{2}\right) \ldots S_{n}\right)\right\} \cup\left(\bigcup_{i=1}^{n} P_{i}\right) \cup\left(\bigcup_{i=1}^{n}\left\{h(A) \rightarrow h(x) \mid A \rightarrow x \in P_{i}\right\}\right)$, where $h$ is a homomorphism from $\left(\left(\bigcup_{i=1}^{n} N_{i}\right) \cup\left(\bigcup_{i=1}^{n} T_{i}\right)\right)^{*}$ to $\left(\bigcup_{i=1}^{n}\{\bar{A} \mid A \in\right.$ $\left.\left.N_{i}\right\}\right)^{*}$ defined as: $h(a)=\varepsilon$ for all $a \in \bigcup_{i=1}^{n} T_{i}$ and $h(A)=\bar{A}$ for all $A \in \bigcup_{i=1}^{n} N_{i}$.
$-M=\left\{s_{1}, s_{2}, \ldots, s_{n}\right\} \cup\left\{p_{1} \overline{p_{2}} \ldots \overline{p_{n}} \mid\left(p_{1}, p_{2}, \ldots, p_{n}\right) \in Q\right\} \cup$
$\left\{\overline{p_{1}} p_{2} \ldots \overline{p_{n}} \mid\left(p_{1}, p_{2}, \ldots, p_{n}\right) \in Q\right\} \cup \ldots \cup\left\{\overline{p_{1} p_{2}} \ldots p_{n} \mid\left(p_{1}, p_{2}, \ldots, p_{n}\right) \in Q\right\}$.
Notation:
Let $(p: A \rightarrow x)$ be a rule. Then, $\bar{p}$ denotes the rule $h(A) \rightarrow h(x)$.
Claim 3.2. Let $\left(S_{1}, S_{2}, \ldots, S_{n}\right) \Rightarrow^{m}\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ in $\Gamma$, where $m \geq 0, y_{i} \in\left(N_{i} \cup\right.$ $\left.T_{i}\right)^{*}$ for all $i=1, \ldots, n$. Then, $S \Rightarrow{ }^{m+1} h\left(y_{1}\right) h\left(y_{2}\right) \ldots h\left(y_{j-1}\right) y_{j} h\left(y_{j+1}\right) \ldots h\left(y_{n}\right)$ for any $j=1, \ldots, n$ in $H$.

Proof. This claim is proved by induction on $m \geq 0$.

## Basis:

Let $m=0$. Then, $\left(S_{1}, S_{2}, \ldots, S_{n}\right) \Rightarrow{ }^{0}\left(S_{1}, S_{2}, \ldots, S_{n}\right)$ in $\Gamma$.
Notice that $S \Rightarrow^{1} h\left(S_{1}\right) h\left(S_{2}\right) \ldots h\left(S_{j-1}\right) S_{j} h\left(S_{j+1}\right) \ldots h\left(S_{n}\right)$ in $H$ for any $j=1, \ldots, n$, because $\left(s_{j}: S \rightarrow h\left(S_{1}\right) h\left(S_{2}\right) \ldots h\left(S_{j-1}\right) S_{j} h\left(S_{j+1}\right) \ldots h\left(S_{n}\right)\right) \in M$.

Induction hypothesis:
Assume that the claim holds for all $m$-step derivations, where $m=0, \ldots, k$, for some $k \geq 0$.

Induction step:
Consider $\left(S_{1}, S_{2}, \ldots, S_{n}\right) \Rightarrow{ }^{k+1}\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ in $\Gamma$. Then, there exists a sentential $n$-form $\left(u_{1} A_{1} v_{1}, u_{2} A_{2} v_{2}, \ldots, u_{n} A_{n} v_{n}\right)$, where $u_{i}, v_{i} \in\left(T_{i} \cup N_{i}\right)^{*}, A_{i} \in N_{i}$ such that $\left(S_{1}, S_{2}, \ldots, S_{n}\right) \Rightarrow^{k}\left(u_{1} A_{1} v_{1}, u_{2} A_{2} v_{2}, \ldots, u_{n} A_{n} v_{n}\right) \Rightarrow\left(u_{1} x_{1} v_{1}, u_{2} x_{2} v_{2}, \ldots, u_{n} x_{n} v_{n}\right)$ in $\Gamma$, where $u_{i} x_{i} v_{i}=y_{i}$ for all $i=1, \ldots, n$.

First, observe that $\left(S_{1}, S_{2}, \ldots, S_{n}\right) \Rightarrow^{k}\left(u_{1} A_{1} v_{1}, u_{2} A_{2} v_{2}, \ldots, u_{n} A_{n} v_{n}\right)$ in $\Gamma$ implies
$S \quad \Rightarrow^{k+1} \quad h\left(u_{1} A_{1} v_{1}\right) h\left(u_{2} A_{2} v_{2}\right) \ldots h\left(u_{j-1} A_{j-1} v_{j-1}\right) u_{j} A_{j} v_{j} h\left(u_{j+1} A_{j+1} v_{j+1}\right) \ldots$
$\ldots h\left(u_{n} A_{n} v_{n}\right)$ for any $j=1, \ldots, n$ in $H$ by the induction hypothesis.
Furthermore, let $\left(u_{1} A_{1} v_{1}, u_{2} A_{2} v_{2}, \ldots, u_{n} A_{n} v_{n}\right) \Rightarrow\left(u_{1} x_{1} v_{1}, u_{2} x_{2} v_{2}, \ldots, u_{n} x_{n} v_{n}\right)$ in $\Gamma$ Then, it holds: $\left(\left(p_{1}: A_{1} \rightarrow x_{1}\right),\left(p_{2}: A_{2} \rightarrow x_{2}\right), \ldots,\left(p_{n}: A_{n} \rightarrow x_{n}\right)\right) \in Q$. Algorithm 1 implies that
$\overline{p_{1} p_{2}} \ldots \overline{p_{j-1}} p_{j} \overline{p_{j+1}} \ldots \overline{p_{n}} \in M$ for any $j=1, \ldots, n$. Hence, $h\left(u_{1} A_{1} v_{1}\right) h\left(u_{2} A_{2} v_{2}\right) \ldots h\left(u_{j-1} A_{j-1} v_{j-1}\right) u_{j} A_{j} v_{j} h\left(u_{j+1} A_{j+1} v_{j+1}\right) \ldots h\left(u_{n} A_{n} v_{n}\right) \Rightarrow$ $h\left(u_{1} x_{1} v_{1}\right) h\left(u_{2} x_{2} v_{2}\right) \ldots h\left(u_{j-1} x_{j-1} v_{j-1}\right) u_{j} x_{j} v_{j} h\left(u_{j+1} x_{j+1} v_{j+1}\right) \ldots h\left(u_{n} x_{n} v_{n}\right)$ in $H$ by the matrix $\overline{p_{1} p_{2}} \ldots \overline{p_{j-1}} p_{j} \overline{p_{j+1}} \ldots \overline{p_{n}}$ for any $j=1, \ldots, n$.

As a result, we obtain:
$S \Rightarrow^{k+2} h\left(u_{1} x_{1} v_{1}\right) h\left(u_{2} x_{2} v_{2}\right) \ldots h\left(u_{j-1} x_{j-1} v_{j-1}\right) u_{j} x_{j} v_{j} h\left(u_{j+1} x_{j+1} v_{j+1}\right) \ldots h\left(u_{n} x_{n} v_{n}\right)$ in $H$ for any $j=1, \ldots, n$.

Claim 3.3. Consider derivation steps $S \Rightarrow^{m} y$ in $H$, where $m \geq 1, y \in(N \cup T)^{*}$. Then, there exist $j \in\{1, \ldots, n\}$ and $y_{i} \in\left(N_{i} \cup T_{i}\right)^{*}$ for $i=1, \ldots, n$ such that $\left(S_{1}, \ldots, S_{n}\right) \Rightarrow^{m-1}\left(y_{1}, \ldots, y_{n}\right)$ in $\Gamma$ and $y=h\left(y_{1}\right) \ldots h\left(y_{j-1}\right) y_{j} h\left(y_{j+1}\right) \ldots h\left(y_{n}\right)$.

Proof. This claim is proved by induction on $m \geq 1$.
Basis:
Let $m=1$. Then, there exists exactly one of the following one-step derivation in $H$ : $S \Rightarrow{ }^{1} S_{1} h\left(S_{2}\right) \ldots h\left(S_{n}\right)$ by the matrix $s_{1}$ or $S \Rightarrow^{1} h\left(S_{1}\right) S_{2} \ldots h\left(S_{n}\right)$ by the matrix $s_{2}$ or $\ldots$ or $S \Rightarrow^{1} h\left(S_{1}\right) h\left(S_{2}\right) \ldots S_{n}$ by the matrix $s_{n}$. Notice that $\left(S_{1}, S_{2}, \ldots, S_{n}\right) \Rightarrow^{0}$ $\left(S_{1}, S_{2}, \ldots, S_{n}\right)$ in $\Gamma$ trivially.

## Induction hypothesis:

Assume that the claim holds for all $m$-step derivations, where $m=1, \ldots, k$, for some $k \geq 1$.

Induction step:
Consider $S \Rightarrow^{k+1} y$ in $H$. Then, there exists a sentential form $w$ such that $S \Rightarrow^{k}$ $w \Rightarrow y$ in $H$, where $w, y \in(N \cup T)^{*}$.

As $w \Rightarrow y$ in $H$, this derivation step can use only a matrix of a following form $p_{1} p_{2} \ldots p_{j-1} p_{j} p_{j+1} \ldots p_{n} \in Q$, where $p_{j}$ is a rule from $P_{j}$ and $\overline{p_{i}} \in h\left(P_{i}\right)$ for $i=$ $1, \ldots, j-1, j+1, \ldots, n$. Hence, $w \Rightarrow y$ can be written as $h\left(w_{i}\right) \ldots h\left(w_{j-1}\right) w_{j} h\left(w_{j+1}\right) \ldots h\left(w_{n}\right) \Rightarrow z_{1} \ldots z_{n}$, where $w_{j} \Rightarrow z_{j}$ by the rule $p_{j}$ and $h\left(w_{i}\right) \Rightarrow z_{i}$ by $\overline{p_{i}}$ for $i=1, \ldots, j-1, j+1, \ldots, n$. Each rule $\overline{p_{i}}$ rewrites a barred nonterminal $\overline{A_{i}} \in h\left(N_{i}\right)$. Of course, then each rule $p_{i}$ can be used to rewrite the respective occurrence of a non-barred nonterminal $A_{i}$ in $w_{i}$ in such a way that $w_{i} \Rightarrow y_{i}$ and $h\left(y_{i}\right)=z_{i}$, for all $i=1, \ldots, j-1, j+1, \ldots, n$. By setting $y_{j}=z_{j}$, we obtain $\left(w_{1}, \ldots, w_{n}\right) \Rightarrow\left(y_{1}, \ldots, y_{n}\right)$ in $\Gamma$ and $y=h\left(y_{1}\right) \ldots h\left(y_{j-1}\right) y_{j} h\left(y_{j+1}\right) \ldots h\left(y_{n}\right)$.

As a result, we obtain:
$\left(S_{1}, S_{2}, \ldots, S_{j-1}, S_{j}, S_{j+1}, \ldots, S_{n}\right) \Rightarrow^{k}$
$\left(u_{1} x_{1} v_{1}, u_{2} x_{2} v_{2}, \ldots, u_{j-1} x_{j-1} v_{j-1}, u_{j} x_{j} v_{j}, u_{j+1} x_{j+1} v_{j+1}, \ldots, u_{n} x_{n} j_{n}\right)$ in $\Gamma$ so that $y=u_{1} x_{1} v_{1} u_{2} x_{2} v_{2} \ldots u_{j-1} x_{j-1} v_{j-1} u_{j} x_{j} v_{j} u_{j+1} x_{j+1} v_{j+1} \ldots u_{n} x_{n} v_{n}$.

Theorem 3.4. Let $\Gamma=\left(G_{1}, G_{2}, \ldots G_{n}, Q\right)$ be a n-GGR. On input $\Gamma$, Algorithm 1 halts and correctly constructs a matrix grammar $H=(G, M)$ such that $L_{\text {union }}(\Gamma)=$ $L(H)$.

Proof. Consider Claim 1 for any $m \geq 0$ and $y_{i} \in T_{i}^{*}$ for all $i=1, \ldots, n$. Notice that $h(a)=\varepsilon$ for all $a \in T_{i}$. We obtain an implication of the form: if $\left(S_{1}, S_{2}, \ldots, S_{n}\right) \Rightarrow^{*}\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ in $\Gamma$, then $S \Rightarrow^{*} y_{j}$ for any $j=1, \ldots, n$ in $H$. Hence, $L_{\text {union }}(\Gamma) \subseteq L(H)$. Consider Claim 2 for any $m \geq 1$ and $y \in T^{*}$. Notice that $h(a)=\varepsilon$ for all $a \in T_{i}$. We obtain an implication of the form: if $S \Rightarrow^{*} y$ in $H$, then $\left(S_{1}, S_{2}, \ldots, S_{n}\right) \Rightarrow^{*}\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ in $\Gamma$, and there exist an index $j=1, \ldots, n$ such that $y=y_{j}$. Hence, $L(H) \subseteq L_{\text {union }}(\Gamma)$.

Algorithm 3.5. A conversion of an $n-G G R$ in the concatenation mode to an equivalent matrix grammar

- Input: An n-GGR $\Gamma=\left(G_{1}, G_{2}, \ldots G_{n}, Q\right)$.
- Output: A matrix grammar $H=(G, M)$ satisfying $L_{\mathrm{conc}}(\Gamma)=L(H)$.


## - Method:

- Let $G_{i}=\left(N_{i}, T_{i}, P_{i}, S_{i}\right)$ for all $i=1, \ldots, n$, and without loss of generality, we can assume that for any $j, k=1, \ldots, n$, where $j \neq k$, it holds: $N_{j} \cap$ $N_{k}=\emptyset$; let us choose arbitrary $S$ satisfying $S \notin \bigcup_{j=1}^{n} N_{j}$. Then:
- $G=(N, T, P, S)$, where:
$N:=\{S\} \cup\left(\bigcup_{i=1}^{n} N_{i}\right) ;$
$T:=\bigcup_{i=1}^{n} T_{i} ;$
$P:=\left\{\left(s: S \rightarrow S_{1} S_{2} \ldots S_{n}\right)\right\} \cup\left(\bigcup_{i=1}^{n} P_{i}\right)$.
$-M=\{s\} \cup\left\{p_{1} p_{2} \ldots p_{n} \mid\left(p_{1}, p_{2}, \ldots, p_{n}\right) \in Q\right\}$.
Claim 3.6. Consider a sequence of derivation steps $\left(S_{1}, S_{2}, \ldots, S_{n}\right) \Rightarrow^{m}\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ in $\Gamma$, where $m \geq 0, y_{i} \in\left(N_{i} \cup T_{i}\right)^{*}$ for all $i=1, \ldots, n$. Then, $S \Rightarrow^{m+1} y_{1} y_{2} \ldots y_{n}$.

Proof. This claim is proved by induction on $m \geq 0$.
Basis:
Let $m=0$. Then, $\left(S_{1}, S_{2}, \ldots, S_{n}\right) \Rightarrow^{0}\left(S_{1}, S_{2}, \ldots, S_{n}\right)$ in $\Gamma$.
Notice that $S \Rightarrow^{1} S_{1} S_{2} \ldots S_{n}$ in $H$, because $\left(s: S \rightarrow S_{1} S_{2} \ldots S_{n}\right) \in M$.
Induction hypothesis:
Assume that the claim holds for all $m$-step derivations, where $m=0, \ldots, k$, for some $k \geq 0$.

Induction step:
Consider $\left(S_{1}, S_{2}, \ldots, S_{n}\right) \Rightarrow{ }^{k+1}\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ in $\Gamma$. Then, there exists a sentential $n$-form $\left(u_{1} A_{1} v_{1}, u_{2} A_{2} v_{2}, \ldots, u_{n} A_{n} v_{n}\right)$, where $u_{i}, v_{i} \in\left(T_{i} \cup N_{i}\right)^{*}, A_{i} \in N_{i}$ such that $\left(S_{1}, S_{2}, \ldots, S_{n}\right) \Rightarrow^{k}\left(u_{1} A_{1} v_{1}, u_{2} A_{2} v_{2}, \ldots, u_{n} A_{n} v_{n}\right) \Rightarrow\left(u_{1} x_{1} v_{1}, u_{2} x_{2} v_{2}, \ldots, u_{n} x_{n} v_{n}\right)$ in $\Gamma$, where $u_{i} x_{i} v_{i}=y_{i}$ for all $i=1, \ldots, n$.

First, observe that $\left(S_{1}, S_{2}, \ldots, S_{n}\right) \Rightarrow^{k}\left(u_{1} A_{1} v_{1}, u_{2} A_{2} v_{2}, \ldots, u_{n} A_{n} v_{n}\right)$ in $\Gamma$ implies
$S \Rightarrow{ }^{k+1} u_{1} A_{1} v_{1} u_{2} A_{2} v_{2} \ldots u_{n} A_{n} v_{n}$ in $H$ by the induction hypothesis.
Furthermore, let $\left(u_{1} A_{1} v_{1}, u_{2} A_{2} v_{2}, \ldots, u_{n} A_{n} v_{n}\right) \Rightarrow\left(u_{1} x_{1} v_{1}, u_{2} x_{2} v_{2}, \ldots, u_{n} x_{n} v_{n}\right)$ in $\Gamma$. Then, it holds: $\left(\left(p_{1}: A_{1} \rightarrow x_{1}\right),\left(p_{2}: A_{2} \rightarrow x_{2}\right), \ldots,\left(p_{n}: A_{n} \rightarrow x_{n}\right)\right) \in Q$. Algorithm 2 implies that $p_{1} p_{2} \ldots p_{n} \in M$. Hence, $u_{1} A_{1} v_{1} u_{2} A_{2} v_{2} \ldots u_{n} A_{n} v_{n} \Rightarrow u_{1} x_{1} v_{1} u_{2} x_{2} v_{2} \ldots u_{n} x_{n} v_{n}$ in $H$ by the matrix $p_{1} p_{2} \ldots p_{n}$.

As a result, we obtain:
$S \Rightarrow^{k+2} u_{1} x_{1} v_{1} u_{2} x_{2} v_{2} \ldots u_{n} x_{n} v_{n}$ in $H$.

Claim 3.7. Let $S \Rightarrow^{m} y$ in $H$, where $m \geq 1, y \in(N \cup T)^{*}$. Then, $\left(S_{1}, S_{2}, \ldots, S_{n}\right) \Rightarrow^{m-1}$ $\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ in $\Gamma$, where $y_{i} \in\left(N_{i} \cup T_{i}\right)^{*}$ for all $i=1, \ldots, n$ such that $y=$ $y_{1} y_{2} \ldots y_{n}$.

Proof. This claim is proved by induction on $m \geq 1$.
Basis:
Let $m=1$. Then, there exists exactly one one-step derivation in $H: S \Rightarrow^{1}$ $S_{1} S_{2} \ldots, S_{n}$ by the matrix $s$. Notice that $\left(S_{1}, S_{2}, \ldots, S_{n}\right) \Rightarrow^{0}\left(S_{1}, S_{2}, \ldots, S_{n}\right)$ in $\Gamma$ trivially.

Induction hypothesis:
Assume that the claim holds for all $m$-step derivations, where $m=1, \ldots, k$, for some $k \geq 1$.

Induction step:
Consider $S \Rightarrow^{k+1} y$ in $H$. Then, there exists a sentential form $w$ such that $S \Rightarrow^{k}$ $w \Rightarrow y$ in $H$, where $w, y \in(N \cup T)^{*}$.

First, observe that $S \Rightarrow^{k} w$ in $H$ implies that $\left(S_{1}, S_{2}, \ldots, S_{n}\right) \Rightarrow^{k-1}\left(w_{1}, w_{2}, \ldots, w_{n}\right)$ in $\Gamma$ so that $w=w_{1} w_{2} \ldots w_{n}$, where $w_{i} \in\left(N_{i} \cup T_{i}\right)^{*}$ for all $i=1, \ldots, n$, by the induction hypothesis.

Furthermore, let $w \Rightarrow y$ in $H$ by the matrix $p_{1} p_{2} \ldots p_{n} \in M$, where $w=$ $w_{1} w_{2} \ldots w_{n}$. Let $p_{i}$ be a rule of the form $A_{i} \rightarrow x_{i}$. The rule $p_{i}$ can be applied only inside substring $w_{i}$, for all $i=1, \ldots, n$. Assume that $w_{i}=u_{i} A_{i} v_{i}$, where $u_{i}, v_{i} \in(N \cup T)^{*}, A_{i} \in N_{i}$ for all $i=1, \ldots, n$. There exist a derivation step $u_{1} A_{1} v_{1} u_{2} A_{2} v_{2} \ldots u_{n} A_{n} v_{n} \Rightarrow u_{1} x_{1} v_{1} u_{2} x_{2} v_{2} \ldots u_{n} x_{n} v_{n}$ in $H$ by the matrix $p_{1} p_{2} \ldots p_{n} \in$ M. Algorithm 2 implies that $\left(\left(p_{1}: A_{1} \rightarrow x_{1}\right),\left(p_{2}: A_{2} \rightarrow x_{2}\right), \ldots,\left(p_{n}: A_{n} \rightarrow x_{n}\right)\right) \in$ $Q$, because $p_{1} p_{2} \ldots p_{n} \in M$. Hence, $\left(u_{1} A_{1} v_{1}, u_{2} A_{2} v_{2}, \ldots, u_{n} A_{n} j_{n} \Rightarrow\left(u_{1} x_{1} v_{1}, u_{2} x_{2} v_{2}, \ldots, u_{n} x_{n} j_{n}\right)\right.$ in $\Gamma$.

As a result, we obtain:
$\left(S_{1}, S_{2}, \ldots, S_{n}\right) \Rightarrow^{k}\left(u_{1} x_{1} v_{1}, u_{2} x_{2} v_{2}, \ldots, u_{n} x_{n} j_{n}\right)$ in $\Gamma$ so that $y=u_{1} x_{1} v_{1} u_{2} x_{2} v_{2} \ldots u_{n} x_{n} v_{n}$.

Theorem 3.8. Let $\Gamma=\left(G_{1}, G_{2}, \ldots G_{n}, Q\right)$ be a n-GGR. On input $\Gamma$, Algorithm 2 halts and correctly constructs a matrix grammar $H=(G, M)$ such that $L_{\text {conc }}(\Gamma)=$ $L(H)$.

Proof. Consider Claim 3 for any $m \geq 0$ and $y_{i} \in T_{i}^{*}$ for all $i=1, \ldots, n$. We obtain an implication of the form: if $\left(S_{1}, S_{2}, \ldots, S_{n}\right) \Rightarrow^{*}\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ in $\Gamma$, then $S \Rightarrow^{*} y_{1} y_{2} \ldots y_{n}$ in $H$. Hence, $L_{\text {conc }}(\Gamma) \subseteq L(H)$. Consider Claim 4 for any $m \geq$ 1 and $y \in T^{*}$. We obtain an implication of the form: if $S \Rightarrow^{*} y$ in $H$, then $\left(S_{1}, S_{2}, \ldots, S_{n}\right) \Rightarrow^{*}\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ in $\Gamma$, such that $y=y_{1} y_{2} \ldots y_{n}$. Hence, $L(H) \subseteq$ $L_{\text {conc }}(\Gamma)$.

Algorithm 3.9. A conversion of an $n-G G R$ in the first mode to an equivalent matrix grammar

- Input: An n-GGR $\Gamma=\left(G_{1}, G_{2}, \ldots G_{n}, Q\right)$.
- Output: A matrix grammar $H=(G, M)$ satisfying $L_{\text {first }}(\Gamma)=L(H)$.


## - Method:

- Let $G_{i}=\left(N_{i}, T_{i}, P_{i}, S_{i}\right)$ for all $i=1, \ldots, n$, and without loss of generality, we can assume that for any $j, k=1, \ldots, n$, where $j \neq k$, it holds: $N_{j} \cap$ $N_{k}=\emptyset$; let us choose arbitrary $S$ satisfying $S \notin \bigcup_{j=1}^{n} N_{j}$. Then:
- $G=(N, T, P, S)$, where:
$N:=\{S\} \cup N_{1} \cup\left(\bigcup_{i=2}^{n}\left\{\bar{A}: A \in N_{i}\right\}\right) ;$
$T:=T_{1}$;
$P:=\left\{\left(s: S \rightarrow S_{1} h\left(S_{2}\right) \ldots h\left(S_{n}\right)\right)\right\} \cup P_{1} \cup\left(\bigcup_{i=2}^{n}\{h(A) \rightarrow h(x) \mid A \rightarrow x \in\right.$ $\left.P_{i}\right\}$ ),
where $h$ is a homomorphism from $\left(\left(\bigcup_{i=2}^{n} N_{i}\right) \cup\left(\bigcup_{i=2}^{n} T_{i}\right)\right)^{*}$ to $\left(\bigcup_{i=2}^{n}\{\bar{A} \mid A \in\right.$ $\left.\left.N_{i}\right\}\right)^{*}$ defined as: $h(a)=\varepsilon$ for all $a \in \bigcup_{i=2}^{n} T_{i}$ and $h(A)=\bar{A}$ for all $A \in \bigcup_{i=2}^{n} N_{i}$.
$-M=\{s\} \cup\left\{p_{1} \overline{p_{2}} \ldots \overline{p_{n}} \mid\left(p_{1}, p_{2}, \ldots, p_{n}\right) \in Q\right\}$.
Notation:
Let $p=A \rightarrow x$ be a rule. Then, $\bar{p}$ denotes the rule $h(A) \rightarrow h(x)$.
Claim 3.10. Let $\left(S_{1}, S_{2}, \ldots, S_{n}\right) \Rightarrow^{m}\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ in $\Gamma$, where $m \geq 0, y_{i} \in\left(N_{i} \cup\right.$ $\left.T_{i}\right)^{*}$ for all $i=1, \ldots, n$. Then, $S \Rightarrow^{m+1} y_{1} h\left(y_{2}\right) \ldots h\left(y_{n}\right)$ in $H$.

Proof. This claim is proved by induction on $m \geq 0$.
Basis:
Let $m=0$. Then, $\left(S_{1}, S_{2}, \ldots, S_{n}\right) \Rightarrow^{0}\left(S_{1}, S_{2}, \ldots, S_{n}\right)$ in $\Gamma$.
Notice that $S \Rightarrow^{1} S_{1} h\left(S_{2}\right) \ldots h\left(S_{n}\right)$ in $H$, because $\left(s: S \rightarrow S_{1} h\left(S_{2}\right) \ldots h\left(S_{n}\right)\right) \in M$.
Induction hypothesis:
Assume that the claim holds for all $m$-step derivations, where $m=0, \ldots, k$, for some $k \geq 0$.

Induction step:
Consider $\left(S_{1}, S_{2}, \ldots, S_{n}\right) \Rightarrow{ }^{k+1}\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ in $\Gamma$. Then, there exists a sentential $n$-form $\left(u_{1} A_{1} v_{1}, u_{2} A_{2} v_{2}, \ldots, u_{n} A_{n} v_{n}\right)$, where $u_{i}, v_{i} \in\left(T_{i} \cup N_{i}\right)^{*}, A_{i} \in N_{i}$ such that $\left(S_{1}, S_{2}, \ldots, S_{n}\right) \Rightarrow^{k}\left(u_{1} A_{1} v_{1}, u_{2} A_{2} v_{2}, \ldots, u_{n} A_{n} v_{n}\right) \Rightarrow\left(u_{1} x_{1} v_{1}, u_{2} x_{2} v_{2}, \ldots, u_{n} x_{n} v_{n}\right)$ in $\Gamma$, where $u_{i} x_{i} v_{i}=y_{i}$ for all $i=1, \ldots, n$.

First, observe that $\left(S_{1}, S_{2}, \ldots, S_{n}\right) \Rightarrow^{k}\left(u_{1} A_{1} v_{1}, u_{2} A_{2} v_{2}, \ldots, u_{n} A_{n} v_{n}\right)$ in $\Gamma$ implies
$S \Rightarrow^{k+1} u_{1} A_{1} v_{1} h\left(u_{2} A_{2} v_{2}\right) \ldots h\left(u_{n} A_{n} v_{n}\right)$ in $H$ by the induction hypothesis.
Furthermore, let $\left(u_{1} A_{1} v_{1}, u_{2} A_{2} v_{2}, \ldots, u_{n} A_{n} v_{n}\right) \Rightarrow\left(u_{1} x_{1} v_{1}, u_{2} x_{2} v_{2}, \ldots, u_{n} x_{n} v_{n}\right)$ in $\Gamma$ Then, it holds: $\left(\left(p_{1}: A_{1} \rightarrow x_{1}\right),\left(p_{2}: A_{2} \rightarrow x_{2}\right), \ldots,\left(p_{n}: A_{n} \rightarrow x_{n}\right)\right) \in Q$. Algorithm 3 implies that $p_{1} \overline{p_{2}} \ldots \ldots \overline{p_{n}} \in M$. Hence, $u_{1} A_{1} v_{1} h\left(u_{2} A_{2} v_{2}\right) \ldots h\left(u_{n} A_{n} v_{n}\right) \Rightarrow u_{1} x_{1} v_{1} h\left(u_{2} x_{2} v_{2}\right) \ldots h\left(u_{n} x_{n} v_{n}\right)$ in $H$ by the ma$\operatorname{trix} p_{1} \overline{p_{2}} \ldots \overline{p_{n}}$.

As a result, we obtain:
$S \Rightarrow^{k+2} u_{1} x_{1} v_{1} h\left(u_{2} x_{2} v_{2}\right) \ldots h\left(u_{n} x_{n} v_{n}\right)$ in $H$.

Claim 3.11. Let $S \Rightarrow^{m} y$ in $H$, where $m \geq 1, y \in(N \cup T)^{*}$. Then, $\left(S_{1}, S_{2}, \ldots, S_{n}\right) \Rightarrow^{m-1}$ $\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ in $\Gamma$, where $y_{i} \in\left(N_{i} \cup T_{i}\right)^{*}$ for all $i=1, \ldots, n$ so that $y=y_{1} h\left(y_{2}\right) \ldots h\left(y_{n}\right)$.

Proof. This claim is proved by induction on $m \geq 1$.
Basis:
Let $m=1$. Then, there exists exactly one one-step derivation in $H: S \Rightarrow^{1}$ $S_{1} h\left(S_{2}\right) \ldots h\left(S_{n}\right)$ by the matrix $s$. Notice that $\left(S_{1}, S_{2}, \ldots, S_{n}\right) \Rightarrow^{0}\left(S_{1}, S_{2}, \ldots, S_{n}\right)$ in $\Gamma$ trivially.

Induction hypothesis:
Assume that the claim holds for all $m$-step derivations, where $m=1, \ldots, k$, for some $k \geq 1$.

Induction step:
Consider $S \Rightarrow^{k+1} y$ in $H$. Then, there is $w$ such that $S \Rightarrow^{k} w \Rightarrow y$ in $H$, where $w, y \in(N \cup T)^{*}$.

First, observe that $S \Rightarrow^{k} w$ in $H$ implies that $\left(S_{1}, S_{2}, \ldots, S_{n}\right) \Rightarrow^{k-1}\left(w_{1}, w_{2}, \ldots, w_{n}\right)$ in $\Gamma$ so that $w=w_{1} h\left(w_{2}\right) \ldots h\left(w_{n}\right)$, where $w_{i} \in\left(N_{i} \cup T_{i}\right)^{*}$ for all $i=1, \ldots, n$, by the induction hypothesis.

Furthermore, let $w \Rightarrow y$ in $H$, where $w=w_{1} h\left(w_{2}\right) \ldots h\left(w_{n}\right)$. Let $p_{1}$ be a rule of the form $A_{1} \rightarrow x_{1}$. Let $\overline{p_{i}}$ be a rule of the form $h\left(A_{i}\right) \rightarrow h(x)$ for all $i=2, \ldots, n$. The rule $p_{1}$ can be applied only inside substring $w_{1}$, the rule $\overline{p_{i}}$ can be applied only inside substring $w_{i}$, for all $i=2, \ldots, n$. Assume that $w_{i}=u_{i} A_{i} v_{i}$, where $u_{i}, v_{i} \in\left(N_{i} \cup T_{i}\right)^{*}, A_{i} \in N_{i}$ for all $i=1, \ldots, n$. There exists a derivation step $u_{1} A_{1} v_{1} h\left(u_{2} A_{2} v_{2}\right) \ldots h\left(u_{n} A_{n} v_{n}\right) \Rightarrow u_{1} x_{1} v_{1} h\left(u_{2} x_{2} v_{2}\right) \ldots h\left(u_{n} x_{n} v_{n}\right)$ in $H$ by the matrix $p_{1} \overline{p_{2}} \ldots \overline{p_{n}} \in M$. Algorithm 3 implies that
$\left(\left(p_{1}: A_{1} \rightarrow x_{1}\right),\left(p_{2}: A_{2} \rightarrow x_{2}\right), \ldots,\left(p_{n}: A_{n} \rightarrow x_{n}\right)\right) \in Q$, because $p_{1} \overline{p_{2}} \ldots \overline{p_{n}} \in M$. Hence,
$\left(u_{1} A_{1} v_{1}, u_{2} A_{2} v_{2}, \ldots, u_{n} A_{n} j_{n}\right) \Rightarrow\left(u_{1} x_{1} v_{1}, u_{2} x_{2} v_{2}, \ldots, u_{n} x_{n} j_{n}\right)$ in $\Gamma$
As a result, we obtain:
$\left(S_{1}, S_{2}, \ldots, S_{n}\right) \Rightarrow^{k}\left(u_{1} x_{1} v_{1}, u_{2} x_{2} v_{2}, \ldots, u_{n} x_{n} j_{n}\right)$ in $\Gamma$ so that $y=u_{1} x_{1} v_{1} h\left(u_{2} x_{2} v_{2}\right) \ldots h\left(u_{n} x_{n} v_{n}\right)$.

Theorem 3.12. Let $\Gamma=\left(G_{1}, G_{2}, \ldots G_{n}, Q\right)$ be a n-GGR. On input $\Gamma$, Algorithm 3 halts and correctly constructs a matrix grammar $H=(G, M)$ such that $L_{\text {first }}(\Gamma)=$ $L(H)$.

Proof. Consider Claim 5 for any $m \geq 0$ and $y_{i} \in T_{i}^{*}$ for all $i=1, \ldots, n$. Notice that $h(a)=\varepsilon$ for all $a \in T_{i}$. We obtain an implication of the form: if $\left(S_{1}, S_{2}, \ldots, S_{n}\right) \Rightarrow^{*}\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ in $\Gamma$, then $S \Rightarrow^{*} y_{1}$ in $H$. Hence, $L_{\text {first }}(\Gamma) \subseteq$ $L(H)$. Consider Claim 6 for any $m \geq 1$ and $y \in T^{*}$. Notice that $h(a)=\varepsilon$ for all $a \in$ $T_{i}$. We obtain an implication of the form: if $S \Rightarrow^{*} y$ in $H$, then $\left(S_{1}, S_{2}, \ldots, S_{n}\right) \Rightarrow^{*}$ $\left(y_{1}, y_{2}, \ldots, y_{n}\right)$ in $\Gamma$, such that $y=y_{1}$. Hence, $L(H) \subseteq L_{\text {first }}(\Gamma)$.

Algorithm 3.13. A conversion of a matrix grammar to a 2 -GGR

- Input: A matrix grammar $H=(G, M)$; string $\bar{w} \in \bar{T}^{*}$, where $\bar{T}$ is any alphabet.
- Output: A 2-GGR $\Gamma=\left(G_{1}, G_{2}, Q\right)$ satisfying $\left\{w_{1} \mid\left(w_{1}, \bar{w}\right) \in 2-L(\Gamma)\right\}=L(H)$.
- Method:
- Let $G=(N, T, P, S)$. Then:
- $G_{1}=G ;$
- $G_{2}=\left(N_{2}, T_{2}, P_{2}, S_{2}\right)$, where
$N_{2}:=\left\{S_{2}\right\} \cup\left\{\left\langle p_{1} p_{2} \ldots p_{k}, j\right\rangle \mid p_{1}, p_{2} \ldots p_{k} \in P, p_{1} p_{2} \ldots p_{k} \in M, 1 \leq j \leq\right.$ $k-1\}$;
$T_{2}:=\bar{T}$;
$P_{2}:=\left\{S_{2} \rightarrow\left\langle p_{1} p_{2} \ldots p_{k}, 1\right\rangle \mid p_{1}, p_{2} \ldots p_{k} \in P, p_{1} p_{2} \ldots p_{k} \in M, k \geq 2\right\} \cup$
$\left\{\left\langle p_{1} p_{2} \ldots p_{k}, j\right\rangle \rightarrow\left\langle p_{1} p_{2} \ldots p_{k}, j+1\right\rangle \mid p_{1} p_{2} \ldots p_{k} \in M, k \geq 2,1 \leq j \leq\right.$ $k-2\} \cup$
$\left\{\left\langle p_{1} p_{2} \ldots p_{k}, k-1\right\rangle \rightarrow S_{2} \mid p_{1}, p_{2} \ldots p_{k} \in P, p_{1} p_{2} \ldots p_{k} \in M, k \geq 2\right\} \cup$
$\left\{S_{2} \rightarrow S_{2}\left|p_{1} \in M,\left|p_{1}\right|=1\right\} \cup\right.$
$\left\{\left\langle p_{1} p_{2} \ldots p_{k}, k-1\right\rangle \rightarrow \bar{w} \mid p_{1}, p_{2} \ldots p_{k} \in P, p_{1} p_{2} \ldots p_{k} \in M, k \geq 2\right\} \cup$
$\left\{S_{2} \rightarrow \bar{w}\left|p_{1} \in M,\left|p_{1}\right|=1\right\} ;\right.$
$-Q:=\left\{\left(p_{1}, S_{2} \rightarrow\left\langle p_{1} p_{2} \ldots p_{k}, 1\right\rangle\right) \mid p_{1}, p_{2} \ldots p_{k} \in P, p_{1} p_{2} \ldots p_{k} \in M, k \geq\right.$ $2\} \cup$
$\left\{\left(p_{j+1},\left\langle p_{1} p_{2} \ldots p_{k}, j\right\rangle \rightarrow\left\langle p_{1} p_{2} \ldots p_{k}, j+1\right\rangle\right) \mid p_{1} p_{2} \ldots p_{k} \in M, k \geq 2,1 \leq\right.$ $j \leq k-2\} \cup$
$\left\{\left(p_{k},\left\langle p_{1} p_{2} \ldots p_{k}, k-1\right\rangle \rightarrow S_{2}\right) \mid p_{1}, p_{2} \ldots p_{k} \in P,, p_{1} p_{2} \ldots p_{k} \in M, k \geq 2\right\} \cup$ $\left\{\left(p_{1}, S_{2} \rightarrow S_{2}\right)\left|p_{1} \in M,\left|p_{1}\right|=1\right\} \cup\right.$
$\left\{\left(p_{k},\left\langle p_{1} p_{2} \ldots p_{k}, k-1\right\rangle \rightarrow \bar{w}\right) \mid p_{1}, p_{2} \ldots p_{k} \in P, p_{1} p_{2} \ldots p_{k} \in M, k \geq 2\right\} \cup$ $\left\{\left(p_{1}, S_{2} \rightarrow \bar{w}\right)\left|p_{1} \in M,\left|p_{1}\right|=1\right\} ;\right.$

Claim 3.14. Let $x \Rightarrow y$ in $H$, where $x, y \in(N \cup T)^{*}$ Then, $\left(x, S_{2}\right) \Rightarrow^{*}\left(y, S_{2}\right)$ and $\left(x, S_{2}\right) \Rightarrow^{*}(y, \bar{w})$ in $\Gamma$.

Proof. In this proof, we distinguish two cases - I and II. In I, we consider a derivation step $x \Rightarrow y$ in $H$ by a matrix consisting of a single rule. In II, we consider $x \Rightarrow y$ by a matrix consisting of several rules
I. Consider a derivation step $x \Rightarrow y$ in $H$ by a matrix, which contains only one rule $\left(p_{1}: A_{1} \rightarrow x_{1}\right)$. It implies that $u A_{1} v \Rightarrow u x_{1} v\left[p_{1}\right]$ in $G$, where $u A_{1} v=x, u x_{1} v=y$. Algorithm 4 implies
$\left(A_{1} \rightarrow x_{1}, S_{2} \rightarrow S_{2}\right) \in Q$ and $\left(A_{1} \rightarrow x_{1}, S_{2} \rightarrow \bar{w}\right) \in Q$. Hence, $\left(u A_{1} v, S_{2}\right) \Rightarrow^{1}\left(u x_{1} v, S_{2}\right)$ and $\left(u A_{1} v, S_{2}\right) \Rightarrow^{1}\left(u x_{1} v, \bar{w}\right)$ in $\Gamma$.
II. Let $x \Rightarrow y$ in $H$ by a matrix of the form $p_{1} p_{2} \ldots p_{k}$, where $p_{i}, \ldots, p_{k} \in P, k \geq 2$. It implies that $x \Rightarrow y_{1}\left[p_{1}\right] \Rightarrow y_{2}\left[p_{2}\right] \Rightarrow \ldots \Rightarrow y_{k-1}\left[p_{k_{1}}\right] \Rightarrow y_{k}\left[p_{k}\right]$, in $G$, where $y_{k}=y$. Algorithm 4 implies
$\left(p_{1}, S_{2} \rightarrow\left\langle p_{1} p_{2} \ldots p_{k}, 1\right\rangle\right) \in Q$,
$\left(p_{j+1},\left\langle p_{1} p_{2} \ldots p_{k}, j\right\rangle \rightarrow\left\langle p_{1} p_{2} \ldots p_{k}, j+1\right\rangle\right) \in Q$, where $j=1, \ldots, k-2$,
$\left(p_{k},\left\langle p_{1} p_{2} \ldots p_{k}, k-1\right\rangle \rightarrow S_{2}\right) \in Q$,
$\left(p_{k},\left\langle p_{1} p_{2} \ldots p_{k}, k-1\right\rangle \rightarrow \bar{w}\right) \in Q$.
Hence,
$\left(x, S_{2}\right) \Rightarrow\left(y_{1},\left\langle p_{1} p_{2} \ldots p_{k}, 1\right\rangle\right) \Rightarrow\left(y_{2},\left\langle p_{1} p_{2} \ldots p_{k}, 2\right\rangle\right) \Rightarrow \ldots \Rightarrow\left(y_{k-1},\left\langle p_{1} p_{2} \ldots p_{k}, k-\right.\right.$
$1\rangle) \Rightarrow\left(y_{k}, S_{2}\right)$, where $y_{k}=y$ and $\left(x, S_{2}\right) \Rightarrow\left(y_{1},\left\langle p_{1} p_{2} \ldots p_{k}, 1\right\rangle\right) \Rightarrow\left(y_{2},\left\langle p_{1} p_{2} \ldots p_{k}, 2\right\rangle\right)$
$\Rightarrow \ldots \Rightarrow\left(y_{k-1},\left\langle p_{1} p_{2} \ldots p_{k}, k-1\right\rangle\right) \Rightarrow\left(y_{k}, \bar{w}\right)$, where $y_{k}=y$.
Claim 3.15. Let $x \Rightarrow^{m} y$ in $H$, where $m \geq 1, y \in(N \cup T)^{*}$. Then, $\left(x, S_{2}\right) \Rightarrow^{*}(y, \bar{w})$ in $\Gamma$.

Proof. This claim is proved by induction on $m \geq 1$.
Basis:
Let $m=1$ and let $x \Rightarrow^{1} y$ in $H$. Claim 7 implies that $\left(x, S_{2}\right) \Rightarrow^{*}(y, \bar{w})$ in $\Gamma$.

## Induction hypothesis:

Assume that the claim holds for all $m$-step derivations, where $m=1, \ldots, k$, for some $k \geq 1$.

Induction step:
Consider $S \Rightarrow^{k+1} y$ in $H$. Then, there exists $w$ such that $S \Rightarrow w \Rightarrow^{k} y$ in $H$, where $w, y \in(N \cup T)^{*}$.

First, observe that $w \Rightarrow^{k} y$ in $H$ implies that $\left(w, S_{2}\right) \Rightarrow^{*}(y, \bar{w})$ in $\Gamma$ by the induction hypothesis.

Furthermore, let $x \Rightarrow w$ in $H$. Claim 7 implies that $\left(x, S_{2}\right) \Rightarrow^{*}\left(w, S_{2}\right)$ in $\Gamma$.
As a result, we obtain: $\left(x, S_{2}\right) \Rightarrow^{*}(y, \bar{w})$.
Claim 3.16. Let $\left(y_{0}, S_{2}\right) \Rightarrow\left(y_{1}, z_{1}\right) \Rightarrow\left(y_{2}, z_{2}\right) \Rightarrow \ldots \Rightarrow\left(y_{k-1}, z_{k-1}\right) \Rightarrow\left(y_{k}, S_{2}\right)$ or $\left(y_{0}, S_{2}\right) \Rightarrow\left(y_{1}, z_{1}\right) \Rightarrow\left(y_{2}, z_{2}\right) \Rightarrow \ldots \Rightarrow\left(y_{k-1}, z_{k-1}\right) \Rightarrow\left(y_{k}, \bar{w}\right)$ in $\Gamma$, where $z_{i} \neq S_{2}$ for all $i=1, \ldots, k-1$. Then, there exists a direct derivation step $y_{0} \Rightarrow y_{k}$ in $H$.

Proof. In this proof, we distinguish two cases - I and II. In I, we consider a derivation step $x \Rightarrow y$ in $H$ by a matrix consisting of a single rule. In II, we consider $x \Rightarrow y$ by a matrix consisting of several rules.
I. Let there exists only one derivation step of the form $\left(u A_{1} v, S_{2}\right) \Rightarrow\left(u x_{1} v, S_{2}\right)$ or $\left(u A_{1} v, S_{2}\right) \Rightarrow\left(u x_{1} v, \bar{w}\right)$ in $\Gamma$, where $u A_{1} v=y_{0}, u x_{1} v=y_{1}$. Then, $\left(A_{1} \rightarrow x_{1}, S_{2} \rightarrow\right.$ $\left.S_{2}\right) \in Q$ or $\left(A_{1} \rightarrow x_{1}, S_{2} \rightarrow \bar{w}\right) \in Q$. Algorithm 4 implies that there exists a matrix of the form $\left(p_{1}: A_{1} \rightarrow x_{1}\right) \in M$. Hence, $u A_{1} v \Rightarrow^{1} u x_{1} v$ in $H$.
II. Let $\left(y_{0}, S_{2}\right) \Rightarrow\left(y_{1}, z_{1}\right) \Rightarrow\left(y_{2}, z_{2}\right) \Rightarrow \ldots \Rightarrow\left(y_{k-1}, z_{k-1}\right) \Rightarrow\left(y_{k}, S_{2}\right)$ or $\left(y_{0}, S_{2}\right) \Rightarrow\left(y_{1}, z_{1}\right) \Rightarrow\left(y_{2}, z_{2}\right) \Rightarrow \ldots \Rightarrow\left(y_{k-1}, z_{k-1}\right) \Rightarrow\left(y_{k}, \bar{w}\right)$ in $\Gamma$, where $z_{i} \neq S_{2}$ for all $i=1, \ldots, k-1$ and $k \geq 2$. Algorithm 4 implies that there exists a matrix $p_{1} p_{2} \ldots p_{k} \in M$ and holds $z_{i}=\left\langle p_{1} p_{2} \ldots p_{k}, i\right\rangle$ for all $i=1, \ldots k-1$. Hence, $y_{0} \Rightarrow y_{k}$ in $H$.

Claim 3.17. Let $\left(y_{0}, S_{2}\right) \Rightarrow\left(y_{1}, z_{1}\right) \Rightarrow\left(y_{2}, z_{2}\right) \Rightarrow \ldots \Rightarrow\left(y_{r-1}, z_{r-1}\right) \Rightarrow\left(y_{r}, \bar{w}\right)$ in $\Gamma$. Set $m=\operatorname{Card}\left(\left\{i \mid 1 \leq i \leq r-1, z_{i}=S_{2}\right\}\right)$. Informally, $m$ is number of $z_{i}$ of the form $S_{2}$. Then, $y_{0} \Rightarrow^{m+1} y_{r}$ in $H$.

Proof. This claim is proved by induction on $m \geq 0$.
Basis:
Let $m=0$. Then, $z_{i} \neq S_{2}$ for all $i=1, \ldots, k-1$. Claim 9 implies that there exists a derivation step $y_{0} \Rightarrow^{1} y_{r}$ in $H$.

Induction hypothesis:
Assume that the claim holds for all $m$-step derivations, where $m=0, \ldots, k$, for some $k \geq 0$.

Induction step:
Consider $\left(y_{0}, S_{2}\right) \Rightarrow\left(y_{1}, z_{1}\right) \Rightarrow\left(y_{2}, z_{2}\right) \Rightarrow \ldots \Rightarrow\left(y_{r-1}, z_{r-1}\right) \Rightarrow\left(y_{r}, \bar{w}\right)$ in $\Gamma$, where $\operatorname{Card}\left(\left\{i \mid 1 \leq i \leq r-1, z_{i}=S_{2}\right\}\right)=k+1$ Then, there exists $p \in\{1, \ldots, r-1\}$ such that $z_{p}=S_{2}, \operatorname{Card}\left(\left\{i \mid 1 \leq i \leq p-1, z_{i}=S_{2}\right\}\right)=0, \operatorname{Card}\left(\left\{i \mid p+1 \leq i \leq r-1, z_{i}=S_{2}\right\}\right)=k$ and $\left(y_{0}, z_{0}\right) \Rightarrow \ldots \Rightarrow\left(y_{p}, z_{p}\right) \Rightarrow \ldots \Rightarrow\left(y_{r-1}, z_{r-1}\right) \Rightarrow\left(y_{r}, \bar{w}\right)$ in $\Gamma$.

First, observe that $\left(y_{p}, z_{p}\right) \Rightarrow \ldots \Rightarrow\left(y_{r-1}, z_{r-1}\right) \Rightarrow\left(y_{r}, \bar{w}\right)$, where $z_{p}=S_{2}$ and $\operatorname{Card}\left(\left\{i \mid p+1 \leq i \leq r-1, z_{i}=S_{2}\right\}\right)=k$ implies that $y_{p} \Rightarrow^{k+1} y_{r}$ in $H$ by the induction hypothesis.

Furthermore, let $\left(y_{0}, z_{0}\right) \Rightarrow \ldots \Rightarrow\left(y_{p}, z_{p}\right) . \operatorname{Card}\left(\left\{i \mid 1 \leq i \leq p-1, z_{i}=S_{2}\right\}\right)=0$ implies $z_{i} \neq S_{2}$ for all $i=1, \ldots, p$. Claim 9 implies that there exists a derivation step $y_{0} \Rightarrow^{1} y_{p}$ in $H$.

As a result, we obtain: $y_{0} \Rightarrow^{k+2} y_{r}$.
Theorem 3.18. Let $H$ be a matrix grammar and $\bar{w}$ be a word. On input $H$ and $\bar{w}$, Algorithm 4 halts and correctly constructs a 2-GGR $\Gamma=\left(G_{1}, G_{2}, Q\right)$ such that $\left\{w_{1} \mid\left(w_{1}, \bar{w}\right) \in 2-L(\Gamma)\right\}=L(H)$.

Proof. To establish this theorem, we next prove:

1. $\left\{w_{1} \mid\left(w_{1}, \bar{w}\right) \in 2-L(\Gamma)\right\}=L(H)$.

Consider Claim 8 for any $m \geq 1, x=S$ and $y \in T^{*}$. We obtain an implication of the form: if $S \Rightarrow^{*} y$ in $H$, then $\left(S, S_{2}\right) \Rightarrow^{*}(y, \bar{w})$ in $\Gamma$. Hence, $L(H) \subseteq$ $\left\{w_{1} \mid\left(w_{1}, \bar{w}\right) \in 2-L(\Gamma)\right\}$. Consider Claim 10 for any $m \geq 1, y_{0}=S$ and $y_{r} \in$ $T^{*}$. We see that if $\left(S, S_{2}\right) \Rightarrow^{*}\left(y_{r}, \bar{w}\right)$ in $\Gamma$, then $S \Rightarrow^{*} y_{r}$ in $H$. Hence, $\left\{w_{1} \mid\left(w_{1}, \bar{w}\right) \in 2-L(\Gamma)\right\} \subseteq L(H)$.
2. $\left\{\left(w_{1}, w_{2}\right) \mid\left(w_{1}, w_{2}\right) \in 2-L(\Gamma), w_{2} \neq \bar{w}\right\}=\emptyset$.

Notice that Algorithm 4 implies that grammar $G_{2}=\left(N_{2}, T_{2}, P_{2}, S_{2}\right)$ contains only rules of the form $A \rightarrow B$ and $A \rightarrow \bar{w}$, where $A, B \in N_{2}$. Hence, $G_{2}$ generates $\emptyset$ or $\{\bar{w}\}$. $\Gamma$ contains $G_{2}$ as a second component, hence $\left\{\left(w_{1}, w_{2}\right) \mid\left(w_{1}, w_{2}\right) \in\right.$ $\left.2-L(\Gamma), w_{2} \neq \bar{w}\right\}=\emptyset$.

Theorem 3.19. For every matrix grammar $H$, there is a 2 -GGR $\Gamma$ such that $L(H)=L_{\text {union }}(\Gamma)$.

Proof. We use Algorithm 4 with matrix grammar $H$ and $\bar{w}$ as input, where $\bar{w}$ is any string in $L(H)$, provided that $L(H)$ is nonempty. Otherwise, $\bar{w}$ is any string. We prove that $L(H)=L_{\text {union }}(\Gamma)$.

1. If $L(H)=\emptyset$, take any word $\bar{w}$ and use Algorithm 4 to construct G. Observe that $L_{\text {union }}(\Gamma)=\emptyset=L(H)$.
2. If $L(H) \neq \emptyset$, take any $\bar{w} \in L(H)$ and use Algorithm 4 to construct $\Gamma$. As obvious, $L_{\text {union }}(\Gamma)=L(H) \cup \bar{w}=L(H)$.

Theorem 3.20. For every matrix grammar $H$, there is a 2 -GGR $\Gamma$ such that $L(H)=L_{\text {conc }}(\Gamma)$.

Proof. We use Algorithm 4 with the matrix grammar $H$ and $\bar{w}=\varepsilon$ as input. We prove that $L(H)=L_{\text {conc }}(\Gamma)$. Theorem 4 says $\left\{w_{1} \mid\left(w_{1}, \bar{w}\right) \in 2-L(\Gamma)\right\}=L(H)$ and $\left\{\left(w_{1}, w_{2}\right) \mid\left(w_{1}, w_{2}\right) \in 2-L(\Gamma), w_{2} \neq \bar{w}\right\}=\emptyset . \quad L_{\text {conc }}(\Gamma)=\left\{w_{1} w_{2} \mid\left(w_{1}, w_{2}\right) \in 2-\right.$ $L(\Gamma)\}=\left\{w_{1} w_{2} \mid\left(w_{1}, w_{2}\right) \in 2-L(\Gamma), w_{2}=\bar{w}\right\} \cup\left\{w_{1} w_{2} \mid\left(w_{1}, w_{2}\right) \in 2-L(\Gamma), w_{2} \neq \bar{w}\right\}=$ $\left\{w_{1} \bar{w} \mid\left(w_{1}, \bar{w}\right) \in 2-L(\Gamma)\right\} \cup \emptyset=\left\{w_{1} \bar{w} \mid\left(w_{1}, \bar{w}\right) \in 2-L(\Gamma)\right\}=L(H)$, because $\bar{w}=\varepsilon$.

Theorem 3.21. For every matrix grammar $H$, there is a 2 -GGR $\Gamma$ such that $L(H)=L_{\text {first }}(\Gamma)$.

Proof. We use Algorithm 4 with matrix grammar $H$ and any $\bar{w}$ as input. We prove that $L(H)=L_{\text {first }}(\Gamma)$. Theorem 4 says $\left\{w_{1} \mid\left(w_{1}, \bar{w}\right) \in 2-L(\Gamma)\right\}=L(H)$ and $\left\{\left(w_{1}, w_{2}\right) \mid\left(w_{1}, w_{2}\right) \in 2-L(\Gamma), w_{2} \neq \bar{w}\right\}=\emptyset . \quad L_{\text {first }}(\Gamma)=\left\{w_{1} \mid\left(w_{1}, w_{2}\right) \in n\right.$ $L(\Gamma)\}=\left\{w_{1} \mid\left(w_{1}, w_{2}\right) \in 2-L(\Gamma), w_{2}=\bar{w}\right\} \cup\left\{w_{1} \mid\left(w_{1}, w_{2}\right) \in 2-L(\Gamma), w_{2} \neq \bar{w}\right\}=$ $\left\{w_{1} \mid\left(w_{1}, \bar{w}\right) \in 2-L(\Gamma)\right\} \cup \emptyset=\left\{w_{1} \mid\left(w_{1}, \bar{w}\right) \in 2-L(\Gamma)\right\}=L(H)$.

## 4. CONCLUSION

Let $L_{G G R_{n, X}}$ denote the language families defined by n-GGR in the $X$ mode, where $X \in$ union, conc, first, let $L_{H}$ denotes the family of languages generated by the matrix grammars. From the previous results, we obtain:

$$
L_{H}=L_{G G R_{n, X}}, n \geq 2, X \in\{\text { union, conc, first }\}
$$

To summarize all the results, multigenerative grammar systems with any number of grammatical components are equivalent with two-component versions of these systems. Perhaps even more importantly, these systems are equivalent with matrix grammars, which generate a proper subfamily of the family of recursively enumerable languages (see [7]). Consequently, the general versions of multigenerative grammar systems are less powerful than their leftmost versions, which characterize the family of recursively enumerable languages (see [14]).
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