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KYBERNETIKA — VOLUME 53 (2017), NUMBER 2, PAGES 331-353

NEW CRITERION FOR ASYMPTOTIC STABILITY
OF TIME-VARYING DYNAMICAL SYSTEMS

TAOUFIK GHRISSI, MOHAMED ALl HAMMAMI, MEKKI HAMMI AND MOHAMED
MABROUK

In this paper, we establish some new sufficient conditions for uniform global asymptotic
stability for certain classes of nonlinear systems. Lyapunov approach is applied to study expo-
nential stability and stabilization of time-varying systems. Sufficient conditions are obtained
based on new nonlinear differential inequalities. Moreover, some examples are treated and an
application to control systems is given.
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1. INTRODUCTION

Lyapunov stability of nonlinear time-varying systems has attracted the attention of
several authors (see [II, 2, 8, [I8, [20] and references therein). Many applications are
developped regarding the time-varying dynamical systems, in particular for complex
networks, finite-time consensus criteria for Multi-agent systems with nonlinear dynamics,
synchronizability of duplex networks (see [13]—[16]).

It is well known that, the asymptotic stability is more important than stability, also
the desired system may be unstable and yet the system may oscillate sufficiently near
this state that its performance is acceptable, thus the notion of practical stability is more
suitable in several situations than Lyapunov stability (see [12} 17, [19] - [22]). In this case
all state trajectories are bounded and approach a sufficiently small neighborhood of the
origin (see [5] and references therein). One also desires that the state approaches the
origin (or some sufficiently small neighborhood of it) in a sufficiently fast manner. To
this end, the authors in [6] introduce a concept of exponential rate of convergence and
for a specific class of uncertain systems they present controllers which guarantee this
behavior (see [4] for the more explanation and [3]). Differential inequalities are very
convenient for obtaining bounds on the solutions of nonlinear systems. The basic idea
of our study is to use some new inequalities which are obtained by differentiating scalar
valued Lyapunov functions along the solutions.
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In this paper, Lyapunov approach is applied to study exponential stability and sta-
bilization of time-varying systems. Sufficient conditions for exponential stability and
stabilization are obtained based on new nonlinear differential inequalities (see [9, [10]).
These inequalities can be used as handy tools to research stability problems of perturbed
dynamic systems. We give some new classes of perturbed systems for which the global
uniform asymptotic stability of a small ball centered at the origin is obtained. The as-
sumptions used in this work are not much more restrictive than those commonly invoked
to the weaker property of global ultimate boundedness which are expressed as relation
between the Lyapunov function and the existence of specific function which appear in our
analysis through the solution of a scalar differential equation. As applications, based on
these new established inequalities, some new results on uniform stability are obtained.
Furthermore, some numerical examples are presented to illustrate the validity of the
main results. As a special case, an application to control systems is given.

2. DEFINITIONS AND TOOLS

Consider the time-varying system described by the following differential equation
& o= f(tx) (1)

where f: RT x R” — R™ is continuous in (¢, ) and locally Lipschitz in z on RT x R".
For all zp € R™ and ¢y € R, we will denote by x(¢; o, zo), or simply by z(t), the unique
solution of (1) at time ¢y starting from the point zg.

Unless otherwise stated, we assume throughout the paper that the function encoun-
tered is sufficiently smooth. We often omit arguments of function to simplify notation,
||.]| stands for the Euclidean norm vectors. We recall now some standard concepts from
stability and practical stability theory; any book on Lyapunov stability can be consulted
for these; particularly good references are [7, [I1]: K is the class of functions RT — R
which are zero at the origin, strictly increasing and continuous. Ko, is the subset of IC
functions that are unbounded. L is the set of functions Rt — R™ which are continuous,
decreasing and converging to zero as their argument tends to +o0o. KL is the class of
functions R™ — R* which are class K on the first argument and class £ on the second
one. A positive definite function RT™ — R™ is one that is zero at the origin and positive

otherwise. We define the closed ball B, := {w eR™: |z| < r}.

2.1. Technical lemmas

To solve the problem of uniform exponential convergence to a small ball B, of time-
varying system, we introduce a technical lemma that will be crucial in establishing the
main result. Let consider the scalar nonautonomous differential equation:

§=—aly) +6@). (2)

Lemma 2.1. Suppose that « is a locally Lipschitz and a class C-function defined on
[0,a], B is a continuous positive function on [0, +00) verifying ||3]|cc < ||@||co. Then, for
all (to,yo) € [0,400) x [0,a), the equation (2) has a unique maximal solution y(.) such
that y(tp) = yo. (Note that, A maximal solution to a differential equation is a solution
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defined on an interval I such that there is no solution with the same initial condition
defined on an interval J, which properly contains I). Moreover, y is defined for all
t > 1p.

Proof. Firstly, the equation can be written as ¢ = f(t,y) where

fity) — —aly) + B(1).

Then f is continuous in (¢,%) and locally Lipschitz in y. Consequently, for all 5 € RT
and yo € [0,a), the equation has a unique maximal solution such that y(t9) = yo.
Moreover, y is defined on [tg, Tax). In addition, we have for all ¢ € [to, Tinax)

(1) = —a(y(t)) + B(t) < —a(y(t)) + |8l

Next, we consider the equation:

¥ =—a(y) + 1|l (3)

We denote z the maximal solution of (3]) such that z(t9) = yo. We have that z is defined
on [to, T*). We put & = a~1(||8]|«) € [0,a). To prove that z is defined on [tg, +00), we
distinguish three cases:

Case 1. yo =&
It is clear that the constant solution z = &; is the unique maximal solution of veri-
fying z(t9) = yo, and consequently T* = +oo0.

Case 2. 0 < yg < &
We prove that 0 < z(t) < & for all ¢ € [tg, T*). Suppose it is not true, we can find
t1 € [to, T™*) such that z(¢1) > &. Hence z(ty) < &o, then we can find (by the Intermedi-
ate Value Theorem) to € [to,t1] such that z(t2) = . By the uniqueness of the solution
z, we have z = £y, which is a contradiction with yy # &;. Therefore z remains within
the compact [0,&] of [0,a) and thus T* = +o0.

Case 3. g <yo<a
We obtain z(t) € (§o,a) for all ¢t € [ty,T™) (we apply the same reasoning). Next, we get

vt e [to,T7), 2(t) = —a(2(t) + [|Bllec < —a(&0) + |18llc =0,

therefore z is strictly decreasing, hence & < z(t) < yo Vit € [to,T*) and z remains
within the compact [&o,yo] of [0,a) and thus T* = +cc.

We obtain in all three cases, z is defined on [tg, +00).

Then, by comparison, we obtain

0 <y(t) <z(t) Vte [to, Tmax)-

Thus,
{ y(t) € [0,&] if o €10,&]
y(t) € [0,90] if yo € (o,0).
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Consequently, y remains within the compact [0, max(&g, y0)] of [0, @) which implies that
Tmax = +00 and y is defined on [tg, +00). O

Next, an interesting result can be done in equation (2) in the case when 3(¢) tends
to zero when ¢ goes to infinity. The proof of the following lemma is based on a result
of [22].

Lemma 2.2. Let «(.) be a class K-function locally Lipschitz on [0, a] and 3 : [0, +00) —
[0,+00) a continuous function verifying ||8lcc < ||@|loc and lim; o 3(¢) = 0. Then, the
maximal solution of the equation (2) with yo € [0,a) tends to 0 as t — +oo.

Proof. Let y the maximal solution of the equation (2) verifying yo € [0, a), by using
lemma 2.1, we have

Vt > to, y(t) €0,a).
Moreover, y is the maximal solution of the equation
y=—a(y)+p6(@),
verifying yo € [0,a), where

ay)  if yel0.d
a:R—-R, y—<{ —a(-y) if ye[-a,0]
)

Y if ye€la,+00)U(—o0,—al.

It is clear that & is a K-function on R. Since 8(t) tends to 0 as ¢ — +00, we obtain by
using a result of [22] the fact that,

lim y(t) = 0.

t—+o0

Lemma 2.3. Let « a class K-function and locally Lipschitz on [0,a], where a is a

positive constant. [ : Ry — Ry is a continuous function verifying ||6]l < ||o/loo

and , liI_El B(t) = 0. Then there exist a class KL-function o on [0,a) x [0,400) and a
— 100

non-negative and continuous function e verifying

lim e(t)=0

t——+oo

such that for all ¢y € [0,+00) and yo € [0,a), the equation has a unique maximal
solution y such that y (tg) = yo. Moreover y is defined for all ¢t > t7 and

0<y(t) <o(yo,t—to) +e(t).
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Proof. Under the hypothesis, we have:

for all (tp,y0) € [0,4+00) X [0,a), the equation has a unique maximal solution v,
which is defined on [tg, +00) and verifying y (to) = yo. Let d € (0,a) such that a(d) €
([18]lcos |l o0 ). We consider, for all € [0, a]

() = 1/0za(u)du and  a(z) = aid/dmoz(u)du.

a

Now, we put
& = sup(@, a).

It is easy to verify that & is a class K-function and convex on [0, a]. Moreover,
a(zr) < a(z), Vze]l0,d
and ||8]lce < ||&|loo- Now, we consider the equation:
y=—a(y) + A1) (4)

Let z the maximal solution of such that z (tg) = yo and n the maximal solution of
such that 7 (tg) = 0. Using the fact,

o o<«
e z(to) > n(to)
e y(to) = 2(to)

we can deduce by comparison, that
n(t) <z(t) Vt>to

and
y(t) < z(t) Vt > to.

Next, we prove that Vz,z’ € [0, a] such that x < 2’
a(x' —x)<a(r)—al(z). (5)

First, the inequality is trivial for z = 0. Now, for x # 0, we have by convexity of &

and similarly, we get

then

and finally



336 T. GHRISSI, M. A. HAMMAMI, M. HAMMI AND M. MABROUK

By applying the inequality , we obtain

—

(z=n)) = —(a(z (1) —a(n ) < —al(z(t) —n (@)
Let u=2z—n>0and u(ty) = z (to) — n (to) = Yo, then we obtain
i < —a(u).
Now, taking the nonlinear differential equation
0= —a(v) (6)

we denote v the maximal solution of (6] such that v(to) = yo.
By comparison, we have
u(t) <wv(t) Vt>to.

A(m)-/:;};,

where b is an arbitrary constant in (0, a). It is clear that A is a differentiable and strictly
decreasing on (0, a). To prove that

We consider for all z € (0,a),

lim A(z) =400

z—0t
we use the fact that & is locally Lipshitz, which implies that
—a(r) = —a(z) — (=a(0)) = Oz — 0)[z — 0]
and, consequently

L_ o

T

d(m))[x — 0].

dx
However, since /— = 400, then we obtain A\(x) —— +o0.
0 :L.

z—0t
Let
¢ := — lim A(z) > 0.

TrT—a

Then the range of ), and hence also the domain of A~1, is the open interval (—c, +00).
If yo > 0, the function v satisfies

A(w(t)) = Ayo) =t — to
hence
u(t) = A" (A(yo) +t — to).
If yo = 0, then v(¢) = 0 since v = 0 is an equilibrium point for the equation @
Define a function o by:

_ ATH () +s) r>0
o(r,s) = { 0 r=0
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It is easy to verify that o is a class KL-function on [0, a) X [0, +00), moreover
’U(t) :O'(yo,tfto) vtzto
Since y(t) < z(t) and u(t) = z(t) — n(t), then we get

y(t) u(t) +n(t)

v(t) +n(t)
a(yo,t —to) +n(t), VtE [to, +00).

VANVARNVAN

Let € the maximal solution of the equation such that e (0) = 0. The functions £ and
n are verifying the same equation and 7 (tg) = 0 < € (¢9). By comparison, we obtain

U(t)Sdt)v VtZto-

By using Lemma [2.2] we have
lim e(t) =0.
t——4oco
In conclusion,
y(t) < o(yo,t —to) +e(t), Vt>to.

The proof is complete. O

Next, we provide some sufficient conditions to obtain a new differential inequality
which will be used to show the boundedness of solutions of some classes of perturbed
systems.

Proposition 2.4. Let a > 3 > 1 and v > 0 be such that =1 < L, H(t) a continuous

142
function on [0, 400) satisfying lim, 4 H) — 0. Let 1 be a non-negative absolutely

continuous function on [0, c0) which fulfills, for some K > 0, @ > 0, g9 > 0 and every
e € (0,0, the differential inequality:

W () + ep(t) < Ke®H(y(t)) + & q(t),

where ¢ is any nonnegative function satisfying

t+1
sup/ q(y)dy < Q.
t

t>0

Then, there exists Ry > 0 with the following property: for every R > 0, there is tg > 0,
such that
P(t) < Ro,Vt > tr,

whenever ¥(0) < R. Both Ry and tg can be explicitly computed.

Proof. The hypothesis on ¢ implies that, for any ¢ > 0,

t+7
/ q(y)dy < Q(1+71),v7r > 0.
t
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Due to the assumptions on «, 3, v, we can select v € (0, 1) satisfying the inequality:

1 — v > max{8 — av,yv}.
Calling w = 1 — yv > v, we consider the function
9(r) = —wr'™TY L WK VTV H (7).
As lim, o, 7(r) = —00, we can choose ¢ > w@, such that o~ < gy and
(r) < =1 —2w@Q,Vr > o%.

Then, we introduce the auxiliary function:

We preliminarily note that, for (almost) every t such that ¢(t) > o, we have

@ (1) < =1 —20wQ + wq(t)

(%)

Indeed, for (almost) any fixed ¢, setting € = [p(¢)]~© (note that e < ey when p(t) > o),

the differential inequality reads,

¢ (1) < )([p)]%) + wa(t).

i) If p(t) < p for some ¢ > 0, then ¢(t + 7) < 29, for every 7 > 0. If not, let 74 > 0
be such that p(t+71) > 20, and set 79 = sup{7 € [0,71] : p(t +7) < p}. Integrating (x)

on [t + 79,t + 1], we obtain the contradiction

20<p(t+7)<po— (11 —70) — 2wQ(T1 — T0) + WQ(1 + 71 — 70) < 20.

ii) If ©(0) > o, then ¢(t.) < p, for some t, < p(0)(1 +w@Q)~!. Indeed let t > 0 be

such that (1) > o for all 7 € [0,¢]. Integrating () on [0, ], we are led to
0 < (1) < 9l0) — t — 20Qt + wQ+1) < p(0) — (1 +wQ)t + o
Therefore, it must be t < ¢(0)(1 +w@) ™.
In order to come back to the original ¥(¢), just define
Ry = (20)% and tp = R+ (1 +wQ) L.
By applying the results of [23], the proof follows.

Remark 2.5. We get the same result if we suppose that

lim H{r)

r—oo T

=1
where [ is such that,

—w+ wKIl < 0.
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Proposition 2.6. Let & > # > 1 and v > 0 be such that % < 1, H(t) a continuous

142
function on [0, 00) satisfying lim, 4 @ = +o00. Let 1 be a non-negative absolutely

continuous function on [0, 400) which fulfills, for some K >0, @ > 0, g9 > 0 and every
¢ € (0,eq], the differential inequality:

& (1) + eH(W(1) < Ke®[p(6)]? + < q(t),

where ¢ is any non-negative function satisfying

t+1
sup/ q(y)dy < Q.
t

>0

Then, there exists Ry > 0 with the following property: for every R > 0, there is tg > 0,
such that

Y(t) < Ro,Vt > tg,
whenever ¢(0) < R. Both Ry and tg can be explicitly computed.

Proof. Indeed, we can keep the same proof as above, just take

J(r) = —wr T "VTUH (1) 4 wKrPevTY,
O

We will apply in the next section the results established in this section to obtain
estimates for the solutions of perturbed differential equations in finite dimensional and to
get uniform boundedness and uniform convergence to a small neighborhood of the origin.
The idea is to use differential inequalities which are very convenient for obtaining bounds
on the solutions of nonlinear systems. The inequality is obtained by differentiating scalar
valued Lyapunov function associated to the nominal system along the solutions of the
system in presence of the term of perturbation.

2.2. Stability analysis
Definition 2.7. Let V : RT x R” — R* a Lyapunov function:

V(t,0) =0, Vt>0;
{ V(t,z) >0, V(t,xz)eRT xR"\ {0}.

(i) V(t,x) is positive definite, i.e. there exists a continuous, non-decreasing scalar
function a(z) such that «(0) = 0 and

0 < a(lz|) < V(tx), Vz#0.

(i) V(t,x) is negative definite, that is,

V(t,z) < —y([lzl)) <0
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where v is a continuous non-decreasing scalar function such that v(0) = 0.

(791) V(t,z) < B(]|z||) where [ is a continuous non-decreasing function and 5(0) = 0,
i.e. V is decrescent, i.e. the Lyapunov function is upper bounded.

(iv) V is radially unbounded, that is «a(]|z||) — oo as [|z|| — oo.
We need also the definitions given below.
Definition 2.8. (uniform stability of B,)

1. The ball B, is said to be uniformly stable if for all € > r, there exits ¢ := §(¢) such
that for all g > 0

[zoll <0 == [lz(®)]| <e, Vi =to. (7)

2. B, is globally uniformly stable if it is uniformly stable and the solutions of sys-
tem (1) are globally uniformly bounded.

Definition 2.9. (uniform attractivity of B,) B, is globally uniformly attractive if
for all € > r and ¢ > 0, there exists T =: T'(¢,¢) > 0 such that for all ¢, > 0,

lz(t)]| <&,V > to + T, ||zol| < c.

Sufficient condition for global uniform asymptotic stability is characterized by the
existence a class KL-function 8 and a constant r > 0 such that, given any initial state
Zo, ensuing trajectory x(t) satisfies

lz@®)l < B(lzoll,t) +r, Vt=>0. (8)

If the class KL-function 8 on the above relation is of the form £(r,s) = kre =,
with A,k > 0 we say that the ball B, is globally uniformly exponentially stable. It is
also, worth to notice that if, in the above definitions, we take r = 0, then one deals
with the standard concept of GUAS and GUES of the origin (see [1I] for more details).
Moreover, in the rest of this paper, we study the asymptotic behavior of a small ball
centered at the origin for 0 <|| z(t) || —r, so that if » = 0 we find the classical definition
of the uniform asymptotic stability of the origin viewed as an equilibrium point. For
the class of systems that can be modeled by (1), the uniform exponential stability of a
neighborhood of the origin can be established by requiring the existence of a Lyapunov
function that satisfies certain conditions ([3]).

Theorem 2.10. Let z = 0 be an equilibrium point for the system:
&= f(t,x) (9)

where f : [0,4+00) X D — R" is continuous in (¢,2) and locally Lipschitz in = and
D C R" is a domain that contains x = 0. We suppose that there exists a function
V . [0,+00) x D — R continuously differentiable, such that V¢t > 0, Vx € D

ar(flzll) < V(¢ z) < as((l]]) (10)
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ov. oV

Sp g () < —as(llel) + B (). (11)

where a1, ag, ag are class K-functions on [0, 7], r is a positive constant which is chosen
such that B, C D and [ is a continuous function verifying

lim B(t)=0 and |8, <azoayoa(r).

t—+o0

Then, for all t, € R and ||zo|| < ay ' o a;(r), the maximal solution z of the system (9)
such that z(tg) = xo, is defined on [tg, +00) and satisfies,

@)l < o(llzoll,t —to) +e(t), VE=to

where ¢ is a KL-function on [0,7] x [0,400) and € is a continuous function on [0, +00)
such that

tllglooé“(t) =0.
Proof. Forr e R%, we put
€0 = a3 ' ([I8l)-

Then,
0<[Bl < as 0042_1 oai(r)= & < 042_1 oai(r) = as(&) < ai(r).

On the other hand,

1

a1(r) < as(r) = a; ocaq(r) <r=0<& <.

Let xg € D such that
lzoll < a3t o au(r),

then,
[[@ol| <.

Now, we consider the maximal solution = of the system @, verifying z(tg) = xo. We
prove that z is defined on [tg, +00) and ||z(¢)|| <r, Vi > tp.

We distinguish two cases:

Case 1. ||zo|l < &
Suppose that we can find t' > to such that ||z(¢')|| > r. We denote

t1 = min {t > to, [|z(t)[| = 7}

and
to = max {t S [to,tl] s ||.’E(t)H = 50} .
It is clear that to < t; and

Vi€ [ta,ta], o < [lz(®)]| <
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Since,
d(V (s, x(s))
ds
the function t — V (¢, 2(t)) is decreasing on [ta,t1] which implies that

ls=t< —as(|z(®)[) + [1Blle <0,

Vv (t1,$(t1)) S \%4 (tg,l‘(tg))

and

V (t2, 2(t2)) < aa([lz(t2)]]) = a2(éo)

V(t1,2(t1)) = aa(lz(t)]]) = aa(r)
which is in contradiction with

az(&o) < ai(r).

Consequently ||z(t)|| < r, Vt € [to,T™), which means that x remains within the com-
pact B, of D and thus
T = 4o0.

Case 2. ||zo|| > &
We suppose that there exists T' > ¢y such that ||z(T')|| > r and we consider

t1 = min {t > to, |lz(t)[| = 7}.
o If 3s € [to, t1], |z(s)| < &. Let
to = max {t € [to,tl] R ||$(t)H = fo} .

Moreover, Vt € [ta,t1] & < ||z(t)|]] < 7. Then t — V(¢t,z(t)) is a decreasing function
and thus V(t1,z(t1)) < V(ta,z(t2)), however

V (b2, 2(t2)) < ao(||z(t2)]]) = aa(éo)

Vi(t1,2(t1)) 2 ar(([z(t1)]]) = ca(r)
which is in contradiction with
a2(§o) < o (r).
o If Vt € [to, t1], ||x(t)]] > €. Using the fact ||xo| < r, we obtain
fo < ||l‘(t)|| <r vVt € [to,tl] .

Then, t — V(t,x(t)) is a decreasing function on [tg,t1], and consequently

V(tl, Z(tl)) § V(to, l‘(to))

However

V (to, 2(to)) < aa(||z(to)l)

and
z(to) || < oy (e (r))
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then V (to, z(to)) < a1(r).
Since

V(t1,z(t1)) > aa([lz(t1)]) = aa(r),

which is impossible. Consequently, we conclude that
Yt € [to, T"), |z@®)| <,
which means that x remains within the compact B, of D and thus
T = +o0.
Next, the functions V and V verify
vt >to, V(tx(t)) < as([z@)])

and

V(t2(t))

IN

—az([lz@®)) + B@).

Consequently .
v

IN

—a(V)+ 5 (1)

where o = az 0 a; ! is a class K-function on [0, ao(r)]. Let d > 0 such that

_ 1Blloe + as(r)

afas(r) = d o

and we define vy by

y(u) = /m o) a(s)ds  Vu € [0, az(r)].

Ul —

It is easy to verify that « is a class K-function and locally Lipschitz on [0, ag(r)] and
satisfies )
V<) +8@).

Let y the maximal solution of the equation:
g =) +8()

and
y(to) = V(to, 3?0).

It is obvious that y(to) € [0, a2(r)) and ||5]|, < Y(a2(r)). By using Lemma 2.2, we see
that there is a class KL-function o(.,.) defined on [0, aa(r)) X [0, +00) and verifies

y(t) < olylto), t —to) +0 (1), Vt=to
where § is a continuous function on [0, 4+00) such that lim ., 6 = 0. By comparison

VE>to, V(b)) < yt).
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Now, we consider a function a; which is Ko, and satisfies
ay(u) = ai(u) Vu € [0,r]
Then

lz®)ll < a7 (V (¢, (1)
< @y (o (V(to, o), t —to) + 0 (1))
< 0411( o ((az ([[zoll) ¢ = to) + 6 ()
< a2 o (o (lwoll) £ —to)) + a1 (20 (1))
We put V (a,b) € [0,r) x [0, +00).

¢(a,b) =a7" (20 (az(a),b))
and

0(b) =y (26(b)).

¢ is a class KL-function on [0,7) x [0,4+00) and 6 is a continuous function on [0, +00)
such that lim;_, o, 8 = 0. Finally, we obtain

lz@)] < & (lzoll £ —to) + 6(2) V= to.

Now, the following corollary is an immediate consequence of Theorem 2.10.
Corollary 2.11. Let z = 0 be an equilibrium point for the system:
&= f(t,x) (12)

where f : [0,400) x R” — R”™ is continuous in (¢,z) and locally Lipschitz in . We
suppose that there exist a function V' : [0,400) x R® — R continuously differentiable
such that for all £ > 0 and all x € R"

ar([|lzl]) < V(t,z) < az(]z]) (13)
ov
i ff(t z) < —as(|lz]l) + B(), (14)
where a1, ao, a3 are class Koo—functlons and 6 is a continuous function verifying
lim_G(t) =

Then, for all 5 € Ry and z¢ € R™, the maximal solution x of the system (12) such that
x(to) = xo, is defined on [tg, +00) and satisfies:

[zl < o(llzoll .t —to) +(t), V= to, (15)

where o is a class KL-function on [0, +00) X [0,+00) and ¢ is a continuous function on
[0, 4+00) such that
lim e(¢) =0.
t—+o00
The estimation (15) implies that the system (12) is globally uniformly practically
asymptotically stable in the sense that the ball B|. is globally uniformly asymptoti-
cally stable.
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2.3. Example 1

We consider the following scalar equation which can be viewed as a perturbed systems:
2sin? ¢

r — — 1 _—_— s t = 16

v m( 1+(tx)2) @lto) = o (16)

with to € Ry and zp € R. It is known that the maximal solution x of is defined on
[to, +00). We want to provide estimates of |z(t)|. To do this, we consider

2sin’ ¢
f:[07+OO)XR—)R, (t,x)l—>—x<1—1+(m)2)
and )
V(t,z) = 5332, Y(t,z) € [0,+00) x R.

The derivative of V' along the trajectories of the system is given by

. 2sin® ¢

V(t (1 -

w0 = = (- 5r)

< 2?4 2(tx)? sin’(t)
1+ (tz)? 12

9 sint )

We see that oy, as and ag can be taken as

IN

and

It is clear that
a1 (|z]) S V(t, z) < as(|z])

and

V(t,x) < —as(l2]) + B(1).
Using Corollary we obtain the following estimation of |x(¢)|:
Vt>to, |x(t)] <ozl t —to) +e(t)

where o is a class KL-function on [0, 400) X [0,+00) and ¢ is a continuous function on
[0,4+00) such that lim;, 4 €(t) = 0. To make explicit the functions o and e, we write:
22 sin?(t)

1+ (ta)?

2txsint sint

I (R ¢

T = —x+

sint
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Consider the equation
. sint
y=—y+| ~ [, y(to) = wo.

By using the variation of constants formula, we can write

t .
y(t) = ylto)e %) + (/ e | dU>
to

u

by comparison, we obtain
x(t) <y(t), Vt>tg

which implies that
Yt > to, |x(t)] < ol|xo|,t —to) +e(t)

where
o(a,b) =ae™®, Va,b>0

t .
e(t) = (/ ev | 20U du) et vt >0.
0 u

It is clear that o is a class KL-function on [0, 4+00) x [0,400). to prove that

and

tl}I-PooE(t) - O’
we write
N(1)
t) = —=

where N(t) = fot e* | 822 | ds and D(t) = e'. Since D'(t) # 0, . 1131 D(t) = +00 and

N'(t) _ sint, .
D'(t) 't t—too

we obtain, by using Hospital’s-Rule:

lim e(t) =0.

t——+oo

Moreover, we have
() [<1, V>0,

We can obtain an estimation on the solutions as in , by application of corollary
2.11, the system is globally uniformly ”practically” asymptotically stable in the
sense that the ball of radius 1, B; is globally uniformly asymptotically stable. Moreover,
we see that limy_ 1 x(t) = 0 which implies that the origin x = 0 is an attractive
equilibrium point for the system , see Figure 1.
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0 5 10 15 20
Time (s)

Fig. 1. Time evolution of the state z(s) of system (16).

2.4. Example 2

We consider the nonlinear perturbed system:
&= f(t,x) +g(t,x)

-z
where f(t,z)=f(t, (z1,22))= (_ml )
We consider V(t,z) = 23 + 23 as a Lyapunov function candidate which satisfies by
considering the derivative along the trajectories:

. ov
V(t,z) < =2||z|f?, I & @)l < 2llz]].

If we take
e3x? 4 ¢
g(t,x) = X
(1 =)z

where € € ]0,1[, ¢ is a a function chosen as in Proposition 2.6, g satisfies

lg(t @)l < 51 = e)llz]l +e[ll* + q-

N

Hence, by using Proposition 2.6, the solutions are uniformly bounded.

If we take
eq arctan||z||
g(t,x) = X
z(1 =)zl
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€ €]0,1[, which satisfies

1
lgt, 2)]| < 51 = e)llz]| +eqH ([l])),
then by using Proposition 2.6, the solutions are uniformly bounded.

Next, we will study the practical exponential stabilization problem of a class of non-
linear control systems by means of a state feecback law. It is worth to notice that the
origin is not required to be an equilibrium point for this system, this may be in many
situations meaningful from a practical point of view specially, when stability for control
systems is investigated.

2.5. Application to control nonlinear systems

An interesting field where the previous theorems can be applied is uncertain systems
which can considered as perturbed systems. Consider an uncertain system described by

G(t,z) + F(t,x).A¢ (u1,ug, ..., U, T, T)
x(to) = Xp

5.
|

(17)

where z € R"™ is the state vector, u = (u1, ua, ..., up,) € R™ is the input vector and zq is
a given initial state. The functions A¢ : R™ xR" xR, — R™, F: R. xRy — R"*™
and G : R" x R, — R" are assumed to be continuous and locally Lipschitz. Before
presenting our main result, we make some assumptions as follows.

(A1) The components of the control vector are physically limited by
with k; > 0, for all 4.

(A2) There exists a sufficiently smooth function V(¢,x) and positive constants Ay, Ag,
A3, p and ¢, such that for all x € R™,t > tg

Mllz]]P < VIt z) < Aofaf|? (19a)
V.V VI VGEtz) < —\V(tz) +c (19b)

(A3) There exist positive continuous functions fi(t,z), fa(t,z) and f3(t, x) satisfying,
forall y e R™ xz € R™ t > tg

y A (g2 t) > —filt, o)yl + fa(t ) lyll® = f3(t. @)yl (20a)
f3(t,x) > 4fi(t, ) f3(t, x) (20b)

Agy (y,z,t) = Ag <2k1 arctan(yy),- - , Zom arctan(ym,), aat) (20c)
v v
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Remark 2.12. Note that, by using assumption (As) and because of the presence of the
constant ¢, the solutions of the nominal system #(¢) = G(x,t) converge to a small ball
centered at the origin.

Now, we show that system can be globally asymptotically stabilized by a state
feedback law, in the sense that the tragectories of the closed-loop system converge to
a small ball centered at the origin. We have the following theorem.

Theorem 2.13. Under assumptions (A1), (A2) and (A3), system is globally expo-
nentially ”practically” stabilizable, under the control

u;(t) = 27]% arctan(y;(t)), Vi=1,---,m. (21a)
W0, 0 ym®) = —pla,t) K (x,1) (21b)
ol 1) = fola 1) (21¢)

2faw,) (IVIV (@, OF (@ )] + i (@.1)
where K(z,t) = F'(z,t)V,V(x,t) and 7 is positive constant.
Proof. Inserting the control u into equations , yields
& = Gt,z)+ F(t,z).Ad (u1,ug, ..., U, T, )
= G(t,z) + F(t,2).A¢ (2 arctan(yy), - -+, 2= arctan(yn,), 2, t) (22)
= G(t,x)+ F(t,z).A¢d1 (y,x,1).

The time derivative of V' along the trajectories of the closed-loop system is bounded by

V = V\V+V]V(Gtz)+ F(t,z).Aé (y,z,1))
< X (V(t,z)+¢)+ V. VFE.A¢. 2
From and , we have
—pKT.A¢1 > —fip| K|+ p*f2| K|1* = p° fo]| K||? (24)
which implies, since p does not vanish everywhere,
KT.A¢r < [lK| = pfl KIP + 0 5] K. (25)
We obtain
V = V,V+VIV(Gtz)+ F(t,z).Aé1 (y,2,1))
< =NV a) + et Al Kl = pf2l K112 + o2 f5] KPP (26)
< —AV(ta) +et il K| - FFIK|? FRIKN®

2fs(IKI+nf ") afs(IK 140 Y
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After adding and subtracting 1 to righthand side of the expression above, we obtain
FRNENE 23N KNP (1K s s f3 K (I g ) o —angs (1K Hn i )?
afs(IK HnfTt)?
— KNP (F3—4f1 )20y K2 (£3 -1 fa)+afan (I KN (1K 1 4+ns7 "))
afs(I1KHnst)?

IV < =XV (t,z)+e+n+

< =XsV(t,z)+e+n+
(27)
By keeping in mind that the term f2 — 4f; f3 is positive, it yields by completing the
squares
(KN = (1K I+ns")*)
(1K l+nft)?
(1K I+ 300" = 311K I2) (28)
(1K l+nf )

V < —XNV(ta)+e+n+

IN

—AsV(tz) +e+n—

< =NV(t,z)+c+n.

By applying Theorem 2.13, we have

1
i. if p > 1, the ball B,,, where a; = ( ;;\Z) " is globally uniformly exponentially
stable.
1
ii. if p < 1, the ball B,,, where o = 251 (fi@) °, is globally uniformly exponentially
stable.
This completes the proof. g

Note that, if we take ¢ and 7 depending on t, ¢ =: ¢(t) and n =: n(t) where the
functions ¢(t) and n(t) tend to zero when ¢ tends to +00, one gets oy tends to zero and
the solutions of the system converge to the origin when ¢ tends to +oo in the two cases
p<landp>1.

2.6. Example 3

We present now an application to control system that implement the previous theorem.
Consider the following uncertain nonlinear system:

=G, x)+ F(t,x)Aé(t, z,u) (29)
where

—x2 + exp(—x2)

Flt,z) = <‘”§2> (30)

Ag(t,z,u) = (a(t)z? + b(t)u + c(t)u? + (d(t)|z1] + e(t)) tan(u))
where u € R,z = (21, 22)" € R?

a(t) € [-2,2], b(t), c(t) € [-1,1]
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and
d(t) € [3,4], e(t) € [5,7]

for all t > ty. The control u is limited by

Tow
t —_—— =
alt) €[5, 7]
Choosing the quadratic Lyapunov function
1 1
Vt,z) = 53:? + 530%

351

The time derivative of V' along the trajectories of the nominal system & = F(z,t) is

bounded by _
Vit,z) < —2V(t,z)+1+1

Then is satisfied with A\ = Ay = %, M=2,p=2andc=1+ %
From (20c|), we have

A¢y (y,z,t) = Ag(arctan(y),x,t)

a(t)z? + b(t) arctan(y) + c(t) arctan?(y) + (d(t)|x1| + e(t))y.
It yields
2
yTAG (o t) = — (20345 + 5 ) Iyl + Blan| +5) yl.
This suggests to take

T 7w 1
fl(xat) = 2%‘% + 5 + Iv fZ(xat) = Slxl‘ +5, fS(xvt) = 5

It is clear that f2 — 4f; f3 is positive. Pick n = % Easy computation shows that
K(x,t) = —x120 — 2027

and ,
2(3fer] +5) (203 + 5+ %)

(2(222 + T + =) |z122 + 2223 + 1)

p(z,t) =
Finally, one has

2 |w122 + xox}| (3|a1| 4 5) (Qx% +I4 ,,;)
(2 (227 + 5 + %) |z1@2 + 22wl + 1)

u(t) = arctan

(31)

(32)

(33)

(36)

According to Theorem 2.13, we conclude that the solutions of system in closed-loop
1

with control converge exponentially to the closed ball B,, where we put a = (

Simulations results are performed with the parameters a(t) = 2, b(t) = ¢(t) = 1, d(t) = 3,
e(t) = 5, and 1(0) = —2;22(0) = 0; the state trajectories of the feedback controlled

system are bounded for ¢ large enough.
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3. CONCLUSION

In this paper some sufficient conditions are given to ensure the global practical uniform
asymptotic stability of certain time-varying systems. These conditions are expressed
as relation between the Lyapunov function and the existence of a class KL-function
which appear in our analysis through the solution of a time varying perturbed scalar
differential equation, where the second term goes to infinity as ¢ goes to infinity. We have
proven that the state approaches the origin (or some sufficiently small neighborhood of
it) in a sufficiently fast manner. The idea is to use differential inequalities which are very
convenient for obtaining bounds on the solutions of some nonlinear perturbed systems by
differentiating scalar valued Lyapunov functions along the solutions. Some examples and
simulations results are given to illustrate the applicability of the main results. Finally,
the current obtained results can be extended to some others dynamical models such the
case of multi-layer time-varying complex networks. The problem of uniform stability of
certain dynamical network can be therefore investigated. It will be the future prospects
and interesting issues.
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