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Absolute continuity with respect to a subset of an interval

Lucie Loukotová

Abstract. The aim of this paper is to introduce a generalization of the classical
absolute continuity to a relative case, with respect to a subset M of an inter-
val I. This generalization is based on adding more requirements to disjoint
systems {(ak , bk)}K from the classical definition of absolute continuity – these
systems should be not too far from M and should be small relative to some cov-
ers of M . We discuss basic properties of relative absolutely continuous functions
and compare this class with other classes of generalized absolutely continuous
functions.
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1. Introduction

In the descriptive definitions of integrals at all generality levels, two things play
the crucial role: a type of (absolute) continuity of the function which should be
primitive and a kind of the derivation used. This article focuses on the first of
the conditions.

It is well-known that for Newton primitive function continuity of this function
suffices, but the example of Cantor function shows that for a definition of primitive
function in spirit of Lebesgue we need to use the classical absolute continuity ([2],
p. 337):

Definition 1.1 (Classical absolute continuity). A real-valued function f is said
to be absolutely continuous on an interval I = [a, b] if for every ǫ > 0 there
exists δ > 0 such that whenever a finite sequence of pairwise disjoint sub-intervals
{(ak, bk)}n

k=1 of I satisfies
∑n

k=1(bk − ak) < δ, then
∑n

k=1 |f(bk) − f(ak)| < ǫ.

For descriptive definitions of other integrals it was necessary to define several
generalized absolute continuities. In one-dimensional case, the articles are mainly
devoted to definitions that are used for descriptive definition of Henstock-Kurzweil
integral. There are several attempts to this notion; let us mention Luzin’s and
Denjoy’s definitions of AC, ACG, AC∗ and ACG∗ or for continuous functions
equivalent approach by Khintchine (see [7], [13] for definitions and [15] for the
comparison of these approaches). In agreement with classical constructive defi-
nition of Henstock-Kurzweil integral, Gordon ([6]) introduced the notion of ACδ
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and ACGδ functions and showed that the classes of ACG∗ and ACGδ are equi-
valent on compact intervals. There are many other approaches to the notion of
absolute continuity on real line, see the articles of Ene ([3], [4]), Gong ([5]), Lee
([10]) or Sworowski ([14]) for instance.

In this paper, we introduce the notion of generalized absolute continuity that is
based on adding more requirements to disjoint intervals from the classical defini-
tion (Definition 1.1) in the sense that they are not too far from a given subset M

of the interval I and are small relative to some covers of M . These requirements
will be represented by a multivalued mapping that is defined on some class of
open covers of the set M . Subsequently, we define absolute continuity relative to
this mapping. We will also be concerned with the properties of such absolutely
continuous functions and relations to other approaches to a definition of absolute
continuity.

2. Definitions

In the sequel, assume that I is a non-empty interval in R, M is a nonempty
subset of I and, unless stated otherwise, all topological notions are related to I

(e.g. “a set is open” means that this set is open in I).
First, we define the notion of a cover of a set M .

Definition 2.1. We say that a system U = {Uk}k∈K of sets in R is an open cover

of a set M if

(1) M ⊂
⋃

k∈K Uk;
(2) for every k ∈ K, Uk is an open set;
(3) for every k ∈ K, Uk ∩ M 6= ∅.

Throughout this article, we will work with the notion of the refinement of a
given system of sets (often of covers). Let us define it now.

Definition 2.2. A system V of open sets is said to refine a system U of open sets
(briefly V ≺ U) if every V ∈ V is contained in some element of U .

As mentioned before, the multivalued mapping used in the definition of absolute
continuity will be defined on a class of open covers of the set M . We require this
class to be a filter of open covers of M (relative to refinements) — we use the term
introduced by Isbell (cf. [9, p. 125], ; this term is also used for other concepts, for
instance see [8, p. 1]:

Definition 2.3. A non-empty system U of open covers of the set M is said to be
a quasi-uniformity at M if it possesses the following properties:

(1) if an open cover of M is refined by some cover from U, then it belongs
to U;

(2) any two covers in U have a joint refinement in U.
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For A ⊂ M and an open cover U of M , we call the set

starU(A) =
⋃

{U ∈ U ; U ∩ A 6= ∅}

the U-neighbourhood of A.

In the following, the basis of a quasi-uniformity means a basis of the corres-
ponding filter.

Example 2.4. Examples of quasi-uniformities.

(1) If {I} is a basis of U, we call U the coarse quasi-uniformity at M .
(2) In contrast to the previous example, let U be a class of all open covers

of M . This quasi-uniformity is said to be the fine quasi-uniformity at M .
(3) If a basis of the quasi-uniformity U at M is composed of intervals, then

we call such quasi-uniformity the interval quasi-uniformity at M . If the
intervals from the basis are bounded and of the form {Ux; x ∈ M}, where
the mapping interval 7→ centre is onto, we get the symmetric interval

quasi-uniformity at M (the covers {Ux; x ∈ M} are called centered). If
the basis of a quasi-uniformity is composed of all such covers, we say that
the quasi-uniformity is fine symmetric.

(4) Another example can be a quasi-uniformity that we call the usual metric

uniformity on M : it has for its basis a countable system {Un} where Un

consists of all open intervals of length rn > 0 and having its centre in M ,
where rn → 0.

A choice of the quasi-uniformity in the definition of generalized absolute con-
tinuity affects obtained absolute continuity, but the rules which determine, how
to choose the systems {(ak, bk)}K , have greater importance. Conditions for these
rules are included in the following definition:

Definition 2.5. Let U be a quasi-uniformity at M . A multivalued mapping Φ of
the system U to the set of disjoint collections of open subintervals of I is called
acceptable if it fulfils the following conditions:

(1) every collection from Φ(U) refines U ;
(2) if A ∈ A ∈ Φ(U), then A ∩ M 6= ∅;
(3) Φ(U) ⊂ Φ(V), provided U ≺ V ;
(4) if ∅ 6= B ⊂ A ∈ Φ(U), then B ∈ Φ(U).

We will denote by D(Φ) the quasi-uniformity U, where Φ is defined.

Remark. If the set M is not clear from the context, we shall write ΦM .

Example 2.6. Acceptable mappings.

(1) The largest possible choice is to take for Φ(U) all systems of disjoint
intervals that satisfy the conditions (1) and (2) of acceptable mapping de-
finition (then the remaining conditions are also fulfilled). This acceptable
mapping is said to be full.
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(2) Other possible subsets of a full mapping are the cases when the endpoints
of intervals from Φ(U) belong to some set, which is everywhere dense
in some neighbourhood of M (e.g. to the set of rational or irrational
numbers). Such a mapping is called an almost full mapping.

(3) Suppose U to be a symmetric interval quasi-uniformity. We say that
Φ defined on U is HK if Φ has the following property: Whenever
U = {Ux; x ∈ M} ∈ U, then for every system {(ak, bk)}K ∈ Φ(U) it
holds that for every k ∈ K there is an x ∈ M such that x ∈ [ak, bk] ⊂ Ux.

We say that Φ is HK-full if it is HK and any Φ(U) consists of all
systems {(ak, bk}K with the above-mentioned property.

Now, we can finally define the main notion of this section, the absolute conti-
nuity relative to some acceptable mapping:

Definition 2.7. Let Φ be an acceptable mapping defined on a quasi-uniformity
U at M . A real function f : I → R is said to be absolutely continuous relative to
Φ (briefly f ∈ AC(Φ)) if for every ǫ > 0 there exists U ∈ D(Φ) and δ > 0 such
that for all systems {(ak, bk)}K ∈ Φ(U) we have

∑

K |f(bk) − f(ak)| < ǫ whenever
∑

K(bk − ak) < δ.

Example 2.8. Absolute continuity relative to the mapping Φ.

(1) Every AC(Φ) is nonempty since it contains constant functions.
(2) Let Φ be a full acceptable mapping on the coarse quasi-uniformity at a

bounded set M = I. Then the set AC(Φ) corresponds to classical AC(I).
(3) The foregoing assertion is not true for general acceptable mapping. Sup-

pose U to be an arbitrary quasi-uniformity at M = I = [0, 1], C be the
Cantor set and f be the Cantor function. If every V ∈ V ∈ Φ(U) is a
subset of I \ C, then f is absolutely continuous relative to Φ.

(4) For a given set M , let I be the smallest interval containing M and U be
the coarse quasi-uniformity at M . Suppose that Φ maps U to systems
of intervals with endpoints in M . Then Φ is acceptable and absolute
continuity relative to Φ agrees with absolute continuity in the wide sense
(AC) on a set M (cf. [13], p. 223).

(5) In Theorem2.9 we show that the notion of ACδ from [1] (see the first part
of the proof of this theorem for the definition) coincides with AC(Φ) for
certain Φ.

Theorem 2.9. Let f : I → R and E ⊂ I.

(1) If the function f is ACδ(E) then it is absolutely continuous relative to an
HK mapping defined on a fine symmetric interval quasi-uniformity at E.

(2) Suppose that U is a symmetric interval quasi-uniformity at a set E. Then
the function f is ACδ(E) provided it is absolutely continuous relative to
an HK-full mapping defined on U.

Proof: First, we show that ACδ(E) implies the absolute continuity relative to
an HK mapping. Let ǫ > 0 be given. By ACδ(E) we find a number ν and a gauge
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δ such that the implication
∑

N (dn − cn) ≤ ν ⇒
∑

N |f(dn) − f(cn)| ≤ ǫ
2 holds

for every finite system {([cn, dn], xn)}N that is E-subordinate to δ.
For x ∈ E define Ux = (x− δ(x), x+ δ(x)). Since U is a fine symmetric interval

quasi-uniformity at M , the system U = {Ux; x ∈ E} is an element of U.
Take a finite system {(ak, bk)}K ∈ Φ(U) with

∑

K(bk − ak) < ν. Since Φ is
HK, a system {([ak, bk], xk)}K is E-subordinate to δ (the point xk is chosen in
agreement with the definition of HK mapping). Hence using ACδ(E) of f , we get
∑

K |f(bk) − f(ak)| ≤ ǫ
2 < ǫ.

To prove the second part of the theorem, fix ǫ > 0. By HK-absolute continuity
of f we find the corresponding ν and a cover U = {(x−δ(x), x+δ(x)); x ∈ E} such
that

∑

K |f(bk) − f(ak)| < ǫ for every {(ak, bk)}K ∈ Φ(U) with
∑

K(bk −ak) < ν.
Then a map δ : x → δ(x) defines a gauge on E.

Let {([cn, dn], xn)}N be a finite system of intervals that is E-subordinate to δ

and with
∑

N (dn − cn) ≤ ν
2 . Then {(cn, dn)}N ∈ Φ(U) and using HK-absolute

continuity of f , we obtain
∑

N |f(dn) − f(cn)| ≤ ǫ. Hence f is ACδ(E). �

Remark. The first part of Theorem2.9 is not true for usual metric uniformity,
since it is possible that inf{δ(x); x ∈ E} = 0 and hence U = {Ux; x ∈ E} is not
an element of U.

The following sections are devoted to a study of basic properties of absolutely
continuous functions relative to chosen quasi-uniformities and acceptable map-
pings. Since all the theory presented here is intended for an application in the
theory of an integral, we restrict our attention to the interval covers of M .

3. Continuity properties and mapping of null sets

In this section, we look more closely at relationships between our notion of
absolute continuity and continuity or uniform continuity. We prove a theorem
about boundedness of relative absolutely continuous function on bounded inter-
vals. Finally, we prove assertions about preserving of null and measurable sets.

Classical absolutely continuous functions are continuous. Absolutely continu-
ous functions related to a given acceptable mapping do not necessarily have this
property. Let I = [0, 1], M = I and Φ be the almost full mapping, where the
endpoints of intervals are taken from rational points of I. Then the Dirichlet
function is absolutely continuous relative to Φ, but it is not continuous at M .
For the absolute continuity related to some special mapping we can prove the
following assertion (we say that f is continuous at a ∈ M relative to I if for every
ǫ > 0 there exists δ > 0 such that for all x ∈ I with |x − a| < δ the inequality
|f(x) − f(a)| < ǫ holds):

Theorem 3.1. Let f be absolutely continuous relative to a mapping Φ defined
on a quasi-uniformity U. Suppose next that Φ has the following property: For
every x ∈ M and U ∈ U there exists δ > 0 such that for arbitrary y ∈ (x − δ, x],
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z ∈ [x, x + δ), we have (y, x) ∈ Φ(U), (x, z) ∈ Φ(U). Then f is continuous on M

relative to I.

Proof: Let a ∈ M . We take fixed ǫ > 0 and using absolute continuity of the
function f we determine the corresponding δǫ and the cover U . By the condition
for the mapping Φ, we find for our a and the cover U the corresponding δ < δǫ.
We pick x ∈ I with |x − a| < δ. Then (x, a) ∈ Φ(U) (or (a, x) ∈ Φ(U)), and
therefore |f(x) − f(a)| < ǫ. �

The condition for Φ in Theorem3.1 is satisfied e.g. by full or HK-full mapping:

Corollary 3.2. Suppose f to be absolutely continuous relative to a full (HK-full,
respectively) mapping Φ. Then f is continuous on M relative to I and hence
continuous on M .

It is well known that classical absolutely continuous functions are uniformly
continuous. With some additional assumptions, this remains true also for absolute
continuity relative to a mapping. We define uniform continuity relative to a
given quasi-uniformity and discuss its basic properties and the relationship to the
absolute continuity. With the use of relative uniform continuity, we prove the
boundedness of absolutely continuous functions related to some special kinds of
acceptable mappings on bounded sets. In what follows,

Br(M) = {(m − r, m + r); m ∈ M}, r > 0.

Definition 3.3. A function f : I → R is uniformly continuous relative to a quasi-

uniformity U at M if for every ǫ > 0 there exists U ∈ U such that |f(x) − f(y)| < ǫ

whenever x, y ∈ U for some U ∈ U .

Example 3.4. Uniform continuity relative to a quasi-uniformity.

(1) Only constant functions are uniformly continuous relative to the coarse
quasi-uniformity at a given set M .

(2) Let M = I and the quasi-uniformity U consists of covers

Ur = {Br(m), m ∈ M},

where r > 0. Then the uniform continuity relative to U corresponds to
the classical one.

Uniformly continuous functions relative to a quasi-uniformity are of course con-
tinuous on M .

Uniform continuity of a function on a bounded interval implies boundedness of
this function. As a modification of the theorem about boundedness of uniformly
continuous functions on a totally bounded uniform space (see [12], p. 169), we state
a theorem with the use of total boundedness of the quasi-uniformity U relative
to M (we say that the quasi-uniformity U is totally bounded if for every U ∈ U

there exists a finite subsystem U ′ ⊂ U such that U ′ ∈ U). In comparison with the
classical situation, we obtain the boundedness of f on a neighbourhood of M .
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Theorem 3.5. Let f be uniformly continuous relative to a quasi-uniformity U at
a set M and U be totally bounded. Then f is bounded on some neighbourhood
starV(M), where V ∈ U.

As a special case, we can take a compact set M because every quasi-uniformity
is totally bounded relative to M . The assumptions of Theorem 3.5 are also ful-
filled e.g. for a bounded set M and usual metric uniformity.

In the previous theorem, it is not possible to exclude the requirement of total
boundedness of the quasi-uniformity U. Let I = [0, 1], M = { 1

n
; n ∈ N} and the

covers in U consist of pairwise disjoint open balls with centres in M . Suppose
next that f(x) = 1

x
for x ∈ (0, 1], f(0) = 0.

We show that f is uniformly continuous relative to U. Fix ǫ ∈ (0, 1) and take the
cover U ∈ U that is comprised of the balls Brn

( 1
n
) where rn = 1

2ǫ( 1
n
− 1

n+1 ). Then

for the difference |f(x) − f(y)|, where x, y ∈ Brn
( 1

n
), the following inequality

holds:

|f(x) − f(y)| < f

(

1

n
−

1

2
ǫ
( 1

n
−

1

n + 1

)

)

− f

(

1

n
+

1

2
ǫ
( 1

n
−

1

n + 1

)

)

=
1

1
n
− 1

2ǫ
(

1
n
− 1

n+1

) −
1

1
n

+ 1
2ǫ
(

1
n
− 1

n+1

)

= ǫ

(

4n2 + 4n

4n2 + 8n + 4 − ǫ2

)

< ǫ,

since 4n2+4n
4n2+8n+4−ǫ2

ր 1. Hence f is uniformly continuous relative to U. But the

function f is not bounded on starU (M).

In the following theorem, D(Φ) ∨ U stands for the quasi-uniformity that has
the union of both quasi-uniformities D(Φ) and U as subbasis (the elements of this
quasi-uniformity have to intersect the set M).

Theorem 3.6. Assume that Φ is a full mapping defined on an interval quasi-
uniformity D(Φ) at a set M . Let U be a usual metric uniformity at M . Then
every f ∈ AC(Φ) is uniformly continuous relative to the quasi-uniformity D(Φ)∨U

at M .

Proof: Fix ǫ > 0. By absolute continuity of f relative to Φ we find the corres-
ponding V ∈ D(Φ) and δ > 0 such that for every collection {(aj , bj)}J ∈ Φ(V)
with

∑

J(bj − aj) < δ the inequality
∑

J |f(bj) − f(aj)| < ǫ
2 holds.

Assume that U = {Br; x ∈ M} is a cover from usual metric uniformity U

and r < δ
2 (in other words, the cover U includes intervals of fixed length smaller

than δ). Next, let W be a joint refinement of covers U and V that belongs to the
quasi-uniformity D(Φ) ∨ U (W is an interval cover).
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Pick x, y ∈ W ∈ W (note that W is an interval). Let m ∈ M ∩W . By fullness
of Φ, (x, m), (y, m) ∈ Φ(V). Additionally, |x − m| < δ and |y − m| < δ. Using
triangle inequality and absolute continuity of f , we get:

|f(y) − f(x)| = |f(y) − f(m) + f(m) − f(x)|

≤ |f(y) − f(m)| + |f(m) − f(x)| <
ǫ

2
+

ǫ

2
= ǫ.

Hence the function f ∈ AC(Φ) is uniformly continuous relative to the quasi-
uniformity D(Φ) ∨ U at M . �

Theorem 3.7. Suppose Φ to be an HK-full mapping defined on a fine symmetric
interval quasi-uniformity D(Φ) at a set M . Let U be a usual metric uniformity
at M . Then every f ∈ AC(Φ) is uniformly continuous relative to the quasi-
uniformity D(Φ) ∨ U at M .

Proof: The procedure is the same as in the case of a full mapping. Besides of
that we have to show that the intervals (x, m) and (y, m) are elements of Φ(V) if
Φ is an HK-full mapping.

Let U and V be the covers as in the proof of previous theorem. Refine the cover
U by a cover {Ux; x ∈ M}. Next, refine the cover V by a cover {Vx; x ∈ M}. Set
W = {Ux ∩ Vx; x ∈ M}. Then taking x, y ∈ W ∈ W and the point m as a centre
of the interval W (note that m ∈ M), we obtain (x, m), (y, m) ∈ Φ(V). �

In the previous theorem, it is not possible to take for Φ an almost full mapping
(endpoints of intervals in Q). E.g. Dirichlet function is absolutely continuous rela-
tive to an almost full mapping Φ on arbitrarily chosen quasi-uniformity (therefore
also relative to D(Φ) ∨ U, where U is a usual metric uniformity and D(Φ) is an
arbitrary quasi-uniformity), but it is not uniformly continuous relative to this
quasi-uniformity.

As a consequence of Theorems 3.5 and 3.6 (3.7, resp.) we obtain the following
assertion about boundedness of absolutely continuous functions:

Corollary 3.8. Let Φ be a full mapping (HK-full mapping, respectively) on the
interval quasi-uniformity at a set M and U be a usual metric uniformity at M .
Suppose next that the quasi-uniformity D(Φ)∨U is totally bounded relative to M .
Then every f ∈ AC(Φ) is bounded on some neighbourhood starV(M), where
V ∈ D(Φ) ∨ U.

Proof: Since f is absolutely continuous relative to Φ, it is also uniformly conti-
nuous relative to D(Φ) ∨ U at M (it follows from Theorem 3.6 and 3.7, resp.).
The quasi-uniformity D(Φ) ∨ U is totally bounded relative to M , hence using
Theorem 3.5 we obtain that f is bounded on some starV(M), where V ∈ D(Φ) ∨
U. �

Let us turn to another properties of absolutely continuous functions related
to an acceptable mapping. Classical absolutely continuous functions fulfil Luzin
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(N)-condition or, in other words, map null sets to null sets. Some kinds of absolute
continuity, e.g. relative to a full or an HK-full mapping, have the same property.
In this section, a null set is a set of zero Lebesgue measure.

Theorem 3.9. Let ΦM be a full mapping. If f ∈ AC(ΦM ) and N ⊂ M is a null
set, then its image f(N) is also a null set.

Proof: Fix ǫ > 0. Using absolute continuity of f relative to ΦM we find
U ∈ D(ΦM ) and δ such that every system {(al, bl)}L ∈ ΦM (U) fulfils

∑

L

|f(bl) − f(al)| < ǫ,

provided
∑

L

(bl − al) < δ.

Since N is a null set, we find an open set G ⊃ N such that µ(G) < δ. Let
V = {Vx; x ∈ N} be a joint refinement of U and {G}.

Using Besicovitch covering theorem we find a system {Ii,k}k ⊂ V , i = 1, . . . , n,
such that Ii,k = (xi,k − ri,k, xi,k + ri,k), the systems Ii,k are disjoint for i fixed
and the union of these systems covers N . Let xi,k denote the centre of Ii,k (the
points xi,k are elements of N and hence of M).

We find yi,k, zi,k ∈ (xi,k − ri,k, xi,k + ri,k) such that 2 |f(yi,k) − f(zi,k)| >

supx∈N∩Ii,k
f(x) − infx∈N∩Ii,k

f(x). Suppose Ji,k to be an open interval with

endpoints xi,k and yi,k. Because Φ is a full mapping, Ji,k ∈ Φ(U). Additionally
∑

k µ(Ji,k) ≤ µ(G) < δ. By absolute continuity of f , we obtain

∑

k

|f(yi,k) − f(xi,k)| < ǫ.

Similarly
∑

k |f(xi,k) − f(zi,k)| < ǫ. Hence for a fixed i

∑

k

sup
x∈N∩Ii,k

f(x) − inf
x∈N∩Ii,k

< 2
∑

k

|f(yi,k) − f(zi,k)|

≤ 2
(

∑

k

|f(zi,k) − f(xi,k)| +
∑

k

|f(xi,k) − f(yi,k)|
)

< 4ǫ.

Therefore

µ[f(N)] ≤ 2
∑

i

∑

k

|f(yi,k) − f(zi,k)| ≤ 4nǫ.

Since ǫ is arbitrary and n is a constant independent of N and U , µ[f(N)] = 0. �

The foregoing theorem is not true for arbitrarily chosen acceptable mapping
since the Cantor function maps the null (Cantor) set onto the unit interval but it
is absolutely continuous relative to a mapping defined as in Example 2.8(3).
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Theorem 3.10. Assume ΦM to be an HK-full mapping. If f ∈ AC(ΦM ) and
N ⊂ M is a null set, then its image f(N) is also a null set.

Proof: The proof is the same as in the case of a full mapping, because the
intervals Ji,k are elements of Φ(U) where Φ is an HK-full mapping. �

The assertion about mapping of measurable sets is only a consequence of Theo-
rem 3.9 (3.10, resp.):

Theorem 3.11. Suppose ΦM to be a full mapping (HK-full mapping, respectively).
If f ∈ AC(ΦM ) and if E ⊂ M is a measurable set, then f(E) is a measurable set.

Proof: The proof is based on the fact that if E ⊂ M ⊂ I is a Lebesgue-
measurable set, then there exist a null set Z and a sequence (Kn)∞n=1 of compact
sets in I such that E = Z ∪

⋃∞
n=1 Kn (see [1], p. 314, for details).

Because f ∈ AC(ΦM ) is continuous on M , it is also continuous on Kn ⊂ M

for every index n. Consequently, f(Kn) as an image of the compact set Kn is
compact and therefore measurable. According to Theorem 3.9 (3.10, resp.), f(Z)
is a null set and hence measurable. Since f(E) = f(Z) ∪

⋃∞
n=1 f(Kn), f(E) is

measurable. �

4. Algebraic properties

The class of absolutely continuous functions relative to any acceptable mapping
Φ forms a linear space. With some additional requirements, it is also closed
under multiplication. In the following, RI denotes a usual algebra of all functions
f : I → R.

Theorem 4.1. The class AC(Φ) is a linear subspace of RI .

Proof: For the proof that AC(Φ) is closed under multiplying by constant fix
ǫ > 0. Using definition of absolute continuity of f related to Φ we find for ǫ

corresponding U ∈ D(Φ) and δ > 0. Let a system {(aj , bj)}J be an element of
Φ(U) and

∑

J(bj − aj) < δ. Then

∑

J

|cf(bj) − cf(aj)| = |c|
∑

J

|f(bj) − f(aj)| < |c| ǫ.

Now let us turn to the addition. Let f and g be absolutely continuous functions
relative to Φ. Fix again ǫ > 0. Let Uf and δf be a witness of f ∈ AC(Φ) for ǫ.
Analogously, absolute continuity of g yields for ǫ corresponding Ug and δg.

Set δ = min{δf , δg}. Suppose next that U is a joint refinement of the covers Uf

and Ug that also belongs to D(Φ) (it exists by condition (2) in quasi-uniformity
definition).

Take a system of intervals {(al, bl)}L ∈ Φ(U) with the property

∑

L

(bl − al) < δ.
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Since U is a joint refinement of covers Uf and Ug, Φ(U) ⊂ Φ(Uf ) ∩ Φ(Ug). Con-
sequently
∑

L

|(f + g)(bl) − (f + g)(al)| =
∑

L

|f(bl) − f(al)| +
∑

L

|g(bl) − g(al)| < 2ǫ.

�

On a compact interval, the class of classical absolutely continuous functions is
closed under multiplication. It is not true for unbounded intervals – the function
f(x) = x is absolutely continuous on (0,∞), whereas the function f2(x) = x2 is
not. This leads us to the following theorem:

Theorem 4.2. Let r > 0 and V ∈ D(Φ). If f, g ∈ AC(Φ) are bounded on
Br(M) ∩ starV(M), then fg ∈ AC(Φ).

Proof: Fix ǫ > 0. Find Uf , Ug, δf and δg as in the proof of closedness for
addition in Theorem4.1. Suppose U to be a joint refinement of the covers Uf and
Ug. Define δ = min{δf , δg}.

Let f and g be bounded on a neighbourhood Br(M)∩starV(M) where r > 0 is
fixed. Hence there exist C and D such that |f(x)| ≤ C and |g(x)| ≤ D for every
x ∈ Br(M) ∩ starV(M). Assume that W is a joint refinement of U and V .

Now we take a system of intervals {(al, bl)}L ∈ Φ(W) such that (al, bl) ⊂
Br(M) for every l ∈ L and

∑

L(bl − al) < δ. By absolute continuity of f , g and
boundedness of both functions, we obtain:
∑

L

|fg(bl) − fg(al)| ≤
∑

L

|g(bl)| |f(bl) − f(al)| +
∑

L

|f(al)| |g(bl) − g(al)|

≤ D
∑

L

|f(bl) − f(al)| + C
∑

L

|g(bl) − g(al)|

< Dǫ + Cǫ = (D + C)ǫ.

�

The last corollary goes back to the boundedness of absolutely continuous func-
tions relative to a mapping on bounded intervals.

Corollary 4.3. If the conditions of Theorem 3.8 are fulfilled, then the class
AC(Φ) is a subalgebra of RI .

5. Dependence on Φ

Main result of this section is a generalisation of the fact that the absolute
continuity relative to a full mapping on the coarse quasi-uniformity at a bounded
set M = I coincides with the definition of classical absolute continuity.

We begin with two simple but useful observations.

(1) If a quasi-uniformity V at M is contained in a quasi-uniformity U at M

(V ⊂ U) and Φ is an acceptable mapping on U, then its restriction Ψ on
V is also acceptable and AC(Ψ) ⊂ AC(Φ).
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(2) Let Φ, Ψ be acceptable mappings with the same domain and Φ ⊂ Ψ (for
arbitrary U ∈ D(Φ), Φ(U) ⊂ Ψ(U)). Then AC(Ψ) ⊂ AC(Φ).

Theorem 5.1. Let M be dense in I and Φ be a full acceptable mapping. If
the functions from AC(Φ) are continuous on I, then the classes AC(Φ) and
AC(Ψ) coincide, where Ψ is a restriction of Φ to the quasi-uniformity of all D(Φ)-
neighbourhoods of M .

Proof: The relation AC(Ψ) ⊂ AC(Φ) follows from the fact that the quasi-
uniformity of all D(Φ)-neighbourhoods is smaller than U and from the first ob-
servation above.

To prove the converse relation, take f ∈ AC(Φ). Fix ǫ > 0 and using the
absolute continuity of f relative to Φ find corresponding δ and U ∈ D(Φ). We
have Φ(U) ⊂ Φ(starU (M)) = Ψ(starU (M)), since U ≺ starU (M).

Take a system of intervals {(aj, bj)}J ∈ Ψ(starU (M))\Φ(U) with
∑

J(bj−aj) <

δ. Using continuity of f , we find for every interval (aj , bj) a closed subinterval
[a′

j , b
′
j ] such that

∑

J

∣

∣f(a′
j) − f(aj)

∣

∣ < ǫ and
∑

J

∣

∣f(bj) − f(b′j)
∣

∣ < ǫ.
Since [a′

j , b
′
j] ⊂ (aj , bj), the cover U from the definition of absolute continuity

covers [a′
j , b

′
j ]. The interval [a′

j , b
′
j ] is compact, hence there exists a finite subcover

U ′ of U that also covers [a′
j , b

′
j ]. The cover U ′ is finite, hence we may pick a minimal

subcover of U ′. Therefore we will assume that U ′ has this property and that only
the neighbouring intervals have a nonempty intersection. Let U ′ = {Up}

q
p=1. Set

rj,0 = a′
j , rj,q = b′j and rj,p ∈ Up ∩ Up+1. Using this procedure, we obtain for a

fixed j a system of intervals {[rj,p, rj,p+1]}
q−1
p=0 such that

⋃q−1
p=0[rj,p, rj,p+1] = [a′

j , b
′
j]

and {(rj,p, rj,p+1)}
q−1
p=0 ∈ Φ(U).

Construction of the intervals [rj,p, rj,p+1] then gives

∑

J

q−1
∑

p=0

(rj,p+1 − rj,p) =
∑

J

(b′j − a′
j) <

∑

J

(bj − aj) < δ,

and hence (using continuity of f)

ǫ >
∑

J

q−1
∑

p=0

|f(rj,p+1) − f(rj,p)| ≥
∑

J

∣

∣

∣

∣

∣

q−1
∑

p=0

(

f(rj,p+1) − f(rj,p)
)

∣

∣

∣

∣

∣

≥
∑

J

∣

∣f(b′j) − f(a′
j)
∣

∣ .

Finally, we obtain

∑

J

|f(bj) − f(aj)| ≤
∑

J

∣

∣f(a′
j) − f(aj)

∣

∣+
∑

J

∣

∣f(b′j) − f(a′
j)
∣

∣

+
∑

J

∣

∣f(bj) − f(b′j)
∣

∣ < 3ǫ.
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The function f is therefore absolutely continuous relative to the acceptable map-
ping Ψ. �

Let us mention an important consequence of the theorem. If we define the
absolute continuity for full mappings on a given quasi-uniformity at dense subsets
of I, it is not necessary to specify the mapping Φ and the cover from its domain
(under assumption of continuity of functions from AC(Φ)).

The procedure of a division of intervals [a′
j , b

′
j] into smaller intervals from Theo-

rem5.1 cannot be used without the assumption of density of M in I. Let us show
an example. Set M = {2, 6}, U to be the fine quasi-uniformity and U = {U1, U2}
where U1 = (0, 4), U2 = (3, 7). Hence starU (M) = (0, 7) and for the interval
(1, 5) ∈ Ψ(starU (M)) it is not possible to find its division into smaller intervals
such that every interval is an element of Φ(U), since every part of (1, 5) that
refines U2 does not intersect M .

Since the intervals (rjp, rjp+1) from Theorem 5.1 are parts of open sets from U ,
we can always move their endpoints a bit (with the exception of points aj , bj),
e.g. in the way that they belong to some set which is everywhere dense in a
neighbourhood of M . This possibility can be used when proving the variant of
the previous theorem for almost full mappings.

Theorem 5.2. Suppose Φ to be an almost full mapping such that the endpoints
of intervals from Φ(U) belong to I ∩ Q. Then the conclusion of Theorem5.1
remains true for Φ.

6. Dependence on M

In this section we show the relationships between AC(ΦM ) and AC(ΦN ) where
ΦM and ΦN are two unrelated acceptable mappings defined at the sets M and N ,
respectively. It is the analogy to theorems about classical absolute continuity on a
union of intervals or classical absolute continuity on subintervals of given interval.

Theorem 6.1. If N ⊂ M and for every U ∈ D(ΦM ) there exists V ∈ D(ΦN )
such that V refines U and ΦN (V) ⊂ ΦM (U), then AC(ΦM ) ⊂ AC(ΦN ).

Proof: Let N ⊂ M and the assumptions of the theorem hold. Suppose f ∈
AC(ΦM ). The aim is to show that f ∈ AC(ΦN ).

Fix ǫ > 0. By absolute continuity of the function f relative to the mapping
ΦM there exist a cover U ∈ D(ΦM ) and δ > 0 such that whenever the system
{(aj , bj)}J ∈ Φ(UM ) satisfies

∑

J (bj − aj) < δ, then
∑

J |f(bj) − f(aj)| < ǫ.
Using the assumptions, we find for U a refinement V ∈ D(ΦN ). We take a

system {(ak, bk)}K ∈ ΦN (V) with the property
∑

K(bk − ak) < δ.
Since ΦN (V) ⊂ ΦM (U), the system {(ak, bk)}K is an element of ΦM (U). Then

∑

K |f(bk) − f(ak)| < ǫ and the function f is absolutely continuous relative to
the acceptable mapping ΦN . �
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Theorem 6.2. Suppose that the mappings ΦM , ΦN , ΦM∪N satisfy the following
condition: For every UM ∈ D(ΦM ), UN ∈ D(ΦN ) there exists U ∈ D(ΦM∪N )
such that

(1) U ≺ UM ∪ UN ;
(2) if A ∈ ΦM∪N (U), then AM = {J ∈ A; J ∩ M 6= ∅} ∈ ΦM (UM ) and

AN = {J ∈ A; J ∩ N 6= ∅} ∈ ΦN (UN ).

Then AC(ΦM ) ∩ AC(ΦN ) ⊂ AC(ΦM∪N ).

Proof: Let f ∈ AC(ΦM ), f ∈ AC(ΦN ) and the assumptions of the theorem be
true. We show that f ∈ AC(ΦM∪N ).

Fix ǫ > 0. Using definitions of f ∈ AC(ΦM ) and f ∈ AC(ΦN ) we find the
corresponding δM , δN and UM ∈ D(ΦM ), UN ∈ D(ΦN ) of desired properties. Set
δ = min{δM , δN}. Under above assumptions for covers UM and UN , there exists
a cover U ∈ D(ΦM∪N ) such that U ≺ UM ∪ UN .

We take a system A = {(ak, bk)}K ∈ ΦM∪N (U) with
∑

K(bk − ak) < δ. Let
AM be a system of intervals (ak, bk) ∈ A such that (ak, bk)∩M 6= ∅. Analogously,
AN is a system of intervals (ak, bk) ∈ A with (ak, bk) ∩ N 6= ∅. Thus

∑

(ak,bk)∈AM

(bk − ak) ≤
∑

(ak,bk)∈A

(bk − ak) < δ.

The same inequality holds for every system of intervals from AN .
Absolute continuity of f related to ΦM and ΦN yields

∑

(ak,bk)∈A

|f(bk) − f(ak)| ≤
∑

(ak,bk)∈AM

|f(bk) − f(ak)|

+
∑

(ak,bk)∈AN

|f(bk) − f(ak)| < 2ǫ.

�

Corollary 6.3. Let M , N satisfy the assumptions of Theorem 6.2 and the pairs
(M, M ∪ N), (N, M ∪ N) fulfil the conditions of Theorem 6.1. Then AC(ΦM ) ∩
AC(ΦN ) = AC(ΦM∪N ).

Proof: Since the sets M , N fulfil the assumptions of Theorem 6.2, AC(ΦM ) ∩
AC(ΦN ) ⊂ AC(ΦM∪N ). Suppose next f ∈ AC(ΦM∪N ). We show that f ∈
AC(ΦM ). Let the tupple (M, M ∪ N) satisfy the conditions of Theorem 6.1.
Hence AC(ΦM∪N ) ⊂ AC(ΦM ) and f ∈ AC(ΦM ). By the similar argument,
f ∈ AC(ΦN ). Thus f ∈ AC(ΦM ) ∩ AC(ΦN ), and consequently AC(ΦM∪N ) ⊂
AC(ΦM ) ∩ AC(ΦN ). �

In the next corollary, the notion of the restriction of a mapping ΦX to ΦY on
a smaller set Y ⊂ X is used. Let UX be a cover of X . Then the cover UY of Y

is a set {U ∈ UX ; U ∩ Y 6= ∅}. The elements of the restriction of ΦX to the set
Y are defined as follows: ΦY (UY ) = {A ∈ ΦX(UX); A ∈ A ⇒ A ∩ Y 6= ∅}. We
denote the restriction of ΦX to Y by ΦX |Y .
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Corollary 6.4. For all acceptable mappings Φ related to the set M∪N and their
restrictions ΦM , ΦN to M , N , respectively, the equality AC(ΦM ) ∩ AC(ΦN ) =
AC(Φ) holds.

Proof: To prove this theorem, it is sufficient to verify that defined restrictions
satisfy the assumptions of Theorems 6.1 and 6.2 and to use Corollary 6.3. Set
ΦM = ΦM∪N |M and ΦN = ΦM∪N |N .

We show first that the tupple (M, M ∪N) fulfils the conditions of Theorem 6.1
(then the same holds for (N, M ∪ N)). Let U be a cover of M ∪ N and V be a
restriction of U to M . Clearly M ⊂ M ∪ N , from the construction of the cover
V it follows that V ≺ U . Next, if a system {(ak, bk)}K is contained in ΦM (V),
construction of ΦM yields {(ak, bk)}K ∈ ΦM∪N (U) (we only omit some elements
in the cover).

The mappings ΦM and ΦN have also the properties essential for using of The-
orem 6.2. For arbitrary UM ∈ D(ΦM ) and UN ∈ D(ΦN ), U = UM ∪ UN , hence
U ≺ UM ∪ UN . The second property follows from the construction of restrictions
ΦM∪N |M and ΦM∪N |N . �

7. Absolute continuity and derivative

The relationship between absolute continuity of a function relative to a map-
ping and existence of its derivative is not so lucid as in the classical case. For that
reason, in this section only assertions for absolute continuities relative to one con-
crete mapping (mainly full or HK) are stated, rather than general theorems. For
these special absolute continuities we obtain similar assertions as for the classical
absolute continuity.

If a function f : I → R has a finite derivative f ′(x) at the point x ∈ I, then for
every ǫ > 0 there exists δx > 0 such that

(f ′(x) − ǫ)(z − y) < f(z) − f(y) < (f ′(x) + ǫ)(z − y)(1)

for x − δx < y ≤ x ≤ z < x + δx.

If f ′(x) is finite on a set M , {(x − δx, x + δx); x ∈ M} is a symmetric interval
cover of M and we call it der(f, ǫ)-cover.

It is well known that a classically absolutely continuous function on I has
a derivative everywhere on I with the exception of a null set. But a function
need not to be absolutely continuous on I even if it possesses a finite derivative
everywhere on this interval. An easy example of such a function can be f(x) = 1

x

on the interval (0, 1). This or more complicated examples show that it is necessary
to give limiting requirements to f .

Theorem 7.1. Let U be the fine symmetric quasi-uniformity at M ⊂ I and Φ
possesses the HK-property. Let f : I → R have a finite derivative on M ⊂ I.
Then f ∈ AC(Φ) if either f ′ is bounded on M or M is a null set.
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Proof: Fix ǫ > 0. The function f has a finite derivative at any point of the set M ,
therefore there exists a der(f, ǫ)-cover of M . Let a system D = {(x−δx, x+δx); x ∈
M} be this cover. Since U is fine symmetric, D ∈ U.

The proof will be divided into two parts. Let us first prove the theorem for
the case when f ′ is bounded on M . Since f ′ is bounded on M , there exists a
real number L such that |f ′(x)| ≤ L on M . Take δ < ǫ and a disjoint system
{(ak, bk)}K ∈ Φ(D) with

∑

K(bk − ak) < δ. Then using (1), HK-property of Φ
and boundedness of f ′(x) on M , we obtain for arbitrarily chosen interval (ak, bk):

(−L − ǫ)(bk − ak) < f(bk) − f(ak) < (L + ǫ)(bk − ak).

Hence
∑

K

|f(bk) − f(ak)| <
∑

K

(L + ǫ)(bk − ak) < (L + ǫ)δ < ǫ(L + ǫ),

and the function f is absolutely continuous relative to the acceptable mapping Φ.

We now turn us to the case when the set M is a null set. For this purpose
define Mn = {x ∈ M ; n ≤ |f ′(x)| < n + 1}. Then Mn are disjoint sets and
M =

⋃

n Mn. For arbitrary n, Mn is a null set and it may be covered by the
system S = {Sl}L of disjoint open intervals with the sum of lenghts sn < ǫ

(n+1)2n .

Let V be a centered cover of M such that V ≺ S = {Sn}.
We find a joint refinement of covers V and D, which is contained in U (it exists

since the cover V is an element of U). Let P be this cover. We take δ < ǫ and a
system of intervals {(ak, bk)}K ∈ Φ(P) with

∑

K(bk − ak) < δ. Hence (xk is an
element of M included in the interval [ak, bk]):

∑

K

|f(bk) − f(ak)| <
∑

K

(|f ′(xk)| + ǫ)(bk − ak)

=

∞
∑

n=0

(

∑

xk∈Mn

|f ′(xk)| (bk − ak)

)

+ ǫ
∑

K

(bk − ak)

<

∞
∑

n=0

(n + 1)

(

∑

xk∈Mn

(bk − ak)

)

+ ǫδ

<

(

∞
∑

n=0

(n + 1)
ǫ

(n + 1)2n

)

+ ǫ2 = 2ǫ + ǫ2 = ǫ(2 + ǫ),

and the function f is absolutely continuous relative to the mapping Φ. �

Remark. The assumption of HK mapping can be omitted for finite sets. A cover by
intervals (x−δx, x+δx) can be constructed in such way that intervals (x−δx, x+δx)
are disjoint. Hence these intervals contain only one point of a set M – this will be
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the centre of interval, the point x. Corresponding “refinements” have then desired
properties, the point from this finite set belongs to the closed interval [ak, bk].

In the following, assume M , N to be arbitrary subsets of I.

Corollary 7.2. Let f ∈ AC(ΦN ) have finite derivative f ′ on a set M . Then f ∈
AC(ΦM∪N ), provided assumptions of Theorem 7.1 are satisfied and Theorem 6.2
holds for ΦM∪N related to M ∪ N .

Proof: Suppose that the function f has a finite derivative on M and the as-
sumptions of Theorem7.1 hold. Then f ∈ AC(ΦM ). If Theorem 6.2 is true
for ΦM∪N relative to M ∪ N , then AC(ΦM ) ∩ AC(ΦN ) ⊂ AC(ΦM∪N ). Hence
f ∈ AC(ΦM∪N ). �

Theorem7.3 is only a consequence of the foregoing one, but for its importance
we formulate it as a theorem. Let us denote by M ÷ N the symmetric difference
of sets M and N .

Theorem 7.3. Assume that f ∈ AC(ΦM ), g ∈ AC(ΦN ) and there exist deriva-
tives f ′, g′ on N \ M , M \ N , respectively, and one of these assumptions is
satisfied:

(1) M ÷ N is a null set;
(2) the derivative f ′ is bounded on N \ M and M \ N is a null set;
(3) the derivative g′ is bounded on M \ N and N \ M is a null set;
(4) the derivatives f ′ on N \ M and g′ on M \ N are bounded.

If the restriction of acceptable mapping Φ related to M ∪N has the HK-property
also on N \ M and on M \ N , then f + g ∈ AC(Φ).

Proof: Using the assumptions of the theorem, we have f ∈ AC(ΦN\M ), g ∈
AC(ΦM\N ), respectively. By Theorem 7.1, f ∈ AC(ΦN ) and g ∈ AC(ΦM ).
Corollary 6.3 yields f, g ∈ AC(ΦM∪N ) = AC(Φ). Linearity gives then f + g ∈
AC(Φ). �

Now, let us come to the most important theorem of this section. There are
many possibilities how to prove this theorem (see [7, p. 104], [11, p. 30],l and [13,
p. 225], for instance). We show a longer but elementary proof that is motivated
by [1] (proof of Theorem14.11, p. 236).

Theorem 7.4. Suppose that M is a null set, f ∈ AC(ΦM ) related to the full
mapping Φ on the fine quasi-uniformity at M and a finite derivative f ′(x) exists
and is nonnegative for all x ∈ I \ M . Then f is non-decreasing on I.

Proof: Fix ǫ > 0. By definition of AC(ΦM ), we find for ǫ corresponding δ

and UM ∈ D(ΦM ). As the set M is a null set, we find G ⊃ M open such that
µ(G) < δ. Let V be a centered cover of M by intervals contained in G. Let WM

be a joint refinement of the covers UM and VM belonging to D(ΦM ).
Since the derivative of the function f exists on I \M , we find for ǫ a der(f, ǫ)-

cover of I \M . Let DI\M = {(x− δx, x + δx); x ∈ I \M} be this cover. Then the
system of sets WM ∪DI\M covers the interval I.
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Let r, s ∈ I and r < s. We construct a cover of the bounded interval [r, s].

(1) For x ∈ I \ M , pick an interval (x − δx, x + δx) from the cover DI\M .
(2) For x ∈ M , yet uncovered by previous intervals, we choose an interval

from WM that contains x.

We choose from this cover a finite subcover of the interval [r, s]. Let the system
P = {Pp}

q
p=0 = {(cp, dp)}

q
p=0 be this cover. As the system P is finite, we may

assume that this cover is minimal. Hence only neighbouring intervals have a
nonempty intersection.

Now set y0 = r, yq = s and yp ∈ Pp ∩ Pp+1. If the interval (cp+1, dp) contains
a point xp as a centre of the interval (cp, dp) ∈ DI\M , we take yp ∈ [xp, dp).
Analogously, if the interval (cp+1, dp) contains a point xp+1 as a centre of the
interval (cp+1, dp+1) ∈ DI\M , we pick yp ∈ (cp+1, xp+1]. In the case that the
interval (cp+1, dp) includes the points xp, xp+1 resp., as the centres of intervals
(cp, dp), (cp+1, dp+1) ∈ DI\M resp., we take yp ∈ [xp, xp+1]. Let S be the system
of these intervals. We estimate

f(r) − f(s) =
∑

(yp,yp+1)∈S

(f(yp) − f(yp+1)).

Set D a system of intervals (yp, yp+1) that are included in some interval of the
cover DI\M , let E be a system of remaining intervals; these intervals refine the
cover WM . Remember that ΦM is full, hence an arbitrary subinterval of the cover
WM is included in ΦM (UM ).

Since
∑

(yp,yp+1)∈E(yp+1 − yp) < δ, absolute continuity of the function f yields

∑

(yp,yp+1)∈E

(f(yp) − f(yp+1)) ≤
∑

(yp,yp+1)∈E

|f(yp) − f(yp+1)| < ǫ.(2)

For an arbitrary interval (yp, yp+1) ∈ D the following inequality holds:

(f ′(xp) − ǫ)(yp+1 − yp) < f(yp+1) − f(yp) < (f ′(xp) + ǫ)(yp+1 − yp),(3)

because yp ≤ xp ≤ yp+1 and the interval (yp, yp+1) refines the interval
(xp − δxp

, xp + δxp
). Then (using inequality (3) and the assumption that f ′(x) is

nonnegative on I \ M):

∑

(yp,yp+1)∈D

(f(yp) − f(yp+1)) <
∑

(yp,yp+1)∈D

(−f ′(xp) + ǫ)(yp+1 − yp)

<
∑

(yp,yp+1)∈D

ǫ(yp+1 − yp) ≤ ǫ(s − r).
(4)



Absolute continuity with respect to a subset of an interval 345

Combining inequalities (2) and (4) for intervals from sets D and E, we get:

f(r) − f(s) =
∑

(yp,yp+1)∈S

(f(yp) − f(yp+1))

≤
∑

(yp,yp+1)∈D

(f(yp) − f(yp+1)) +
∑

(yp,yp+1)∈E

(f(yp) − f(yp+1))

< ǫ(s − r + 1),

therefore f(r) − f(s) ≤ 0 (ǫ is an arbitrary positive number) and the function f

is non-decreasing on I. �

Theorem 7.5. Assume that M is a null set, f ∈ AC(ΦM ) related to HK-full
mapping on a fine symmetric interval quasi-uniformity at M and a finite derivative
f ′(x) exists and is nonnegative for all x ∈ I \ M . Then f is non-decreasing on I.

Proof: The proof of Theorem7.5 almost copies the previous one. The only
difference is that the intervals (yp, yp+1) have to meet more requirements, they
have to refine the cover DI\M or have to be images of some neighbourhoods of
points from M in HK-full mapping (with no loss of generality, we may assume
that these neighbourhoods are symmetric).

The idea of construction of intervals (yp, yp+1) is based on the fact that every
interval (yp, yp+1) has to contain the centre of the interval from DI\M or WM

that this given interval covers. Let us show how to choose the point yp in the
intersection of two intervals such that the “left” interval is an element from WM

and the “right” interval belongs to DI\M (in other cases, we only combine these
techniques). If the interval (cp+1, dp) contains a point xp as a centre of the interval
(cp, dp) ∈ WM , we take yp ∈ [xp, dp). Analogously, if the interval (cp+1, dp)
contains a point xp+1 as a centre of the interval (cp+1, dp+1) ∈ DI\M , we pick
yp ∈ (cp+1, xp+1]. In the case that the interval (cp+1, dp) includes the points xp,
xp+1, resp., as centres of intervals (cp, dp) ∈ WM , (cp+1, dp+1) ∈ DI\M , resp.,
we take yp ∈ [xp, xp+1]. Finally, if the interval (cp+1, dp) contains neither xp nor
xp+1, we can choose the point yp arbitrarily in (cp+1, dp). Using this procedure,
we obtain a division of [r, s] of desired properties. �

Corollary 7.6. Let f be an absolutely continuous function relative to the full
mapping ΦM on a fine quasi-uniformity at a null set M (or relative to the HK-
full mapping on a fine symmetric quasi-uniformity at M) and f ′(x) = 0 for all
x ∈ I \ M . Then f is constant on I.

Proof: Under the above assumptions, the function f is by Theorem 7.4 (or
7.5) both non-decreasing and non-increasing on interval I, and therefore constant
on I. �
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References

[1] Bartle R.G., Modern Theory of Integration, American Mathematical Society, Providence,
RI, 2001.

[2] Bogachev V.I., Measure Theory I., Springer, Berlin, Heidelberg, 2007.
[3] Ene V., Characterisations of VBG ∩ (N), Real Anal. Exch. 23 (1997-1998), no. 2, 611–630.
[4] Ene V., Characterisations of VB∗G ∩ (N), Real Anal. Exch. 23 (1997-1998), no. 2, 571–

600.
[5] Gong Z., New descriptive characterisation of Henstock-Kurzweil integral , Southeast Asian

Bull. Math., 2003, no. 27, 445–450.
[6] Gordon R.A., A descriptive characterization of the generalized Riemann integral , Real

Anal. Exch. 15 (1990), no. 1, 397–400.
[7] Gordon R.A., The Integrals of Lebesgue, Denjoy, Perron, and Henstock , American Math-

ematical Society, Providence, RI, 1994.
[8] Fletcher P., Lindgren W.F., Quasi-uniform Spaces, Lecture Notes in Pure and Applied

Mathematics, 77, Dekker, New York, 1982.
[9] Isbell J.R. Uniform Spaces, American Mathematical Society, Providence, RI, 1964.

[10] Lee P.Y., On ACG∗ functions, Real Anal. Exch. 15 (1990), no. 2, 754–759.
[11] Lee P.Y., Lanzhou Lectures on Henstock Integration, World Scientific, Singapore, 1989.
[12] Nj̊astad O., On uniform spaces where all uniformly continuous functions are bounded ,

Monatsh. Math. 69 (1965), no. 2, 167–176.
[13] Saks S., Theory of the Integral , Warsawa, Lwów, 1937.
[14] Sworowski P., On the uniform strong Lusin condition, Math. Slovaca 63 (2013), no. 2,

229-242.
[15] Zhereby’ev Yu.A., On the Denjoy-Luzin definitions of the function classes ACG, ACG∗,

V BG, and V BG∗, Mathematical Notes 81 (2007), no. 2, 183–192.

Department of Mathematics, Faculty of Science, Jan Evangelista Purkyně

University in Úst́ı nad Labem
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