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Abstract. Using the method of normalized systems of functions, we study one represen-
tation of real analytic functions by monogenic functions (i.e., solutions of Dirac equations),
which is an Almansi’s formula of infinite order. As applications of the representation,
we construct solutions of the inhomogeneous Dirac and poly-Dirac equations in Clifford
analysis.
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1. Introduction

Normalized systems of functions were introduced by Bondarenko in [3]. The

method of f -normalized system of functions with respect to a partial differential

operator was considered earlier by Karachik in [10] for construction and investiga-

tion of polynomial solutions to a linear PDE with constant coefficients, such as the

polyharmonic equation, the Helmholtz equation, the Possion equation and so on,

see [11], [12]. The proposed method was also used in the study of polynomial so-

lutions of boundary value problems for polyharmonic equation and the Helmholtz

equation, more specifically the Dirichlet problems, Neumann problems and so on,

see [13], [14]. In this paper, by the normalized system of functions, we consider the

classical solutions of generalized Dirac equations in Clifford analysis. This is a start-

ing point for further research, in particular on generalized Dirac equations with help
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of the normalized system of functions, for which the corresponding boundary value

problems will be published in a forthcoming paper.

The Dirac equation in Euclidean Clifford analysis defined by Delanghe et al., has

the form
m∑
i=1

ei∂xi
f = 0, where ei are the generators of a real Clifford algebra R0,m,

see [4], [7]. Euclidean Clifford analysis is a higher dimensional function theory cen-

tered around monogenic functions, i.e., null solutions of the Dirac equation. It is well

known that the fundamental solution of the Dirac equation is the function G(x) =

ω−1
n x/‖x‖n, which is a generalization of the Cauchy kernel from one-variable complex
analysis. Applying the fundamental solution, scholars constructed solutions of gen-

eralized Dirac equations in Clifford analysis, such as the inhomogeneous Dirac equa-

tions, polynomial Dirac equations, etc., see [1], [6], [9], [15], [16], [17], [19], [20]. In this

paper, we consider solutions of generalized Dirac equations in Clifford analysis by nor-

malized systems of functions, which is another method with no fundamental solution.

The purpose of the present article is to generalize the method of normalized sys-

tems of functions to the setting of Clifford analysis. A great challenge arising from ex-

tensions to the setting of Clifford analysis is the lack of commutativity. To overcome

the noncommutativity, we introduce the intertwine relations between the operators

in Clifford analysis. Based on the intertwine relations, we construct the 0-normalized

system with respect to the Dirac operator. Furthermore, with the system, we con-

sider the representation of real analytic functions by monogenic functions, which is

closely related to the Fischer decomposition for monogenic functions, see [5], [7], [8].

Applying the representation, we obtain solutions of the modified Dirac equation

(D − λ)g = 0, the inhomogeneous Dirac equation Dg = f, and the inhomogeneous

poly-Dirac equation Dkg = f in Clifford analysis. To obtain the classical solutions

of these equations, we prove some infinite series converge absolutely and uniformly

in some starlike domain with center 0.

2. Preliminaries

Clifford analysis is a hypercomplex function theory with functions defined in the

Euclidean space Rm and taking values in Clifford algebra (see [4], [7]).

Let {e1, e2, . . . , em} be the standard orthonormal basis of the Euclidean space Rm.

We introduce a product subject to the rules eiej + ejei = −2δi,j , i, j = 1, . . . ,m,

where δi,j is the Kronecker symbol. This non-commutative product generates the

real Clifford algebra denoted by R0,m.

Each of the elements in R0,m may be written as

a =
∑

A

aAeA,
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where aA are real numbers and eA = eα1
eα2

. . . eαh
with A = {α1, . . . , αh} ⊂

{1, . . . ,m} and 1 6 α1 6 α2 6 . . . 6 αh 6 m. We define the norm of a as

|a| =
(∑

A

|aA|2
)1/2

.

A vector of R0,m is denoted by

x = x1e1 + x2e2 + . . .+ xmem

with xi ∈ R. One can calculate that x2 = −|x|2.
Let Ω be an open subset of Rm with piecewise smooth boundary. A Clifford-valued

function on Ω is a mapping f : Ω → R0,m with

f(x) =
∑

A

fA(x)eA,

where the functions fA(x) are real valued functions.

The set of Ck-functions in Ω with values in R0,m is denoted by

Ck(Ω, R0,m) =

{
f | f : Ω → R0,m, f(x) =

∑

A

fA(x)eA, fA(x) ∈ Ck(Ω)

}
,

where Ck(Ω) denotes the space of the k-times continuously differentiable real-valued

functions defined in a domain Ω of Rm.

The Dirac operator in R
m is the first order differential operator

D =
m∑

i=1

ei∂xi
,

acting on C1 functions. A function f : Ω → R0,m of class C
1 is said to be monogenic

in Ω if it verifies Df = 0 in Ω.

The Euler operator in Clifford analysis is defined by

E =
m∑

i=1

xi∂xi
.

Let P be the set of all homogeneous polynomials of degree k. If we consider a mono-
mial ϕ = xα1

1 . . . xαm

m ∈ P with αi ∈ N, we have

Eϕ = kϕ,

where k =
m∑
i=1

αi.
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3. Representations of real analytic functions by monogenic functions

In this section, we introduce the generalized Euler operator Es and the integral

operator Js. Then, based on the operators Es, Js and the intertwine relations be-

tween the operators x, ∂x, E, we construct the 0-normalized system with respect

to the Dirac operator in Clifford analysis. Finally, with the system, we obtain the

representation of real analytic functions by monogenic functions. We first give the

following definitions:

Definition 3.1 ([2]). Suppose that Ω0 is a domain in R
m with 0 ∈ Ω0. The

domain Ω0 is said to be a starlike domain with center 0 if x ∈ Ω0 implies tx ∈ Ω0

holds for each 0 6 t 6 1.

Definition 3.2. A sequence of functions {Fk(x; f)}∞k=0 in Ω0 is called 0-normal-

ized with respect to D if DF0(x; f) = 0 and DFk(x; f) = Fk−1(x; f).

Definition 3.3. The operator Js : C(Ω0, R0,m) → C(Ω0, R0,m) is defined by

Jsf(x) =

∫ 1

0

(1 − α)s−1αm/2−1f(αx) dα,

where m is the dimension and s > 0.

Definition 3.4. For any s > 0, the generalized Euler operator on a domain Ω0

is defined by

Es = sI + E = sI +

m∑

i=1

xi∂xi
,

where I is the identical operator and E is the Euler operator.

In the sequel, we will need the following lemmas (i.e., Lemmas 3.1, 3.2), which are

well known in Clifford analysis.

Lemma 3.1 ([7]). The operators x,D, and E have the following properties:

xD +Dx = −(2E +m),(3.1)

Ex− xE = x.(3.2)

Lemma 3.1 states the most important intertwine relations between the operators

in Clifford analysis. Applying Lemma 3.1, we have Lemma 3.2.

Lemma 3.2 ([7]). If f(x) ∈ C1(Ω0, R0,m), then for any l ∈ N,

(3.3)

{
D(x2lf(x)) = −2lx2l−1f(x) + x2lDf(x),

D(x2l−1f(x)) = −2x2(l−1)Em/2+l−1f(x)− x2l−1Df(x).
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By direct calculation, we have Lemma 3.3.

Lemma 3.3 ([20]). If f(x) ∈ C1(Ω0, R0,m), then for s > 1,

(3.4) Em/2+s−1Jsf(x) = (s− 1)Js−1f(x).

Now we suppose that f ∈ C1(Ω0, R0,m) is monogenic. Then we define the sequence

of functions {Fk(x; f) ∈ C1(Ω0, R0,m) : k = 0, 1, 2, . . .} by

(3.5)






F0(x; f) = f(x), k = 0,

F2s(x; f ) =
x2s

4ss! (s− 1)!

∫ 1

0

(1− α)s−1αm/2−1f(αx) dα, k = 2s,

F2s−1(x; f )

=
−x2s−1

2 · 4s−1(s− 1)! (s− 1)!

∫ 1

0

(1− α)s−1αm/2−1f(αx) dα, k = 2s− 1,

where s = 1, 2, . . . .

Theorem 3.1. The sequence of functions Fk(x; f) in Ω0 is 0-normalized with

respect to the operator D.

P r o o f. Note that DF0(x; f) = Df(x) = 0. We will prove that DFk(x; f) =

Fk−1(x; f) for any k ∈ N. For k = 2s, it is easy to obtain the result by Lemma 3.2.

For k = 2s− 1, using Lemmas 3.2 and 3.3, we have

DF2s−1(x; f) = D

(
− x2s−1

2 · 4s−1(s− 1)! (s− 1)!

∫ 1

0

(1 − α)s−1αm/2−1f(αx) dα

)

= − 1

2 · 4(s−1)(s− 1)! (s− 1)!
D

[
x2s−1

∫ 1

0

(1 − α)s−1αm/2−1f(αx) dα

]

= − 1

2 · 4(s−1)(s− 1)! (s− 1)!

[
−2x2(s−1)Em/2+s−1Jsf(x)− x2s−1DJsf(x)

]

=
2x2(s−1)

2 · 4s−1(s− 1)! (s− 1)!
Em/2+s−1

∫ 1

0

(1− α)s−1αm/2−1f(αx) dα

=
x2(s−1)

4s−1(s− 1)! (s− 1)!
(s− 1)

∫ 1

0

(1− α)s−2αm/2−1f(αx) dα

=
x2(s−1)

4s−1(s− 1)! (s− 2)!

∫ 1

0

(1− α)s−2αm/2−1f(αx) dα = F2s−2(x; f).

Thus, we complete the proof. �
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Lemma 3.4 ([18]). If g(x) ∈ C0(Ω0, R0,m), then

(3.6) (E + l + 1)

∫ 1

0

αlg(αx) dα = g(x),

and

(3.7) (E + l + 1)

∫ 1

0

(1− α)q

q!
αlg(αx) dα =

∫ 1

0

(1 − α)q−1

(q − 1)!
αl+1g(αx) dα,

where q ∈ N and l > 0.

Now we give the main theorem in this section.

Theorem 3.2. If G(x) ∈ C∞(Ω0, R0,m) is a real analytic function, then there

exist monogenic functions fj(x), j = 0, 1, . . . , such that

(3.8) G(x) = F0(x; f0) +

∞∑

i=1

F2i−1(x; f2i−1) +

∞∑

i=1

F2i(x; f2i)

= f0(x)−
∞∑

i=1

x2i−1

2 · 4i−1

∫ 1

0

(1− α)i−1αm/2−1

(i− 1)! (i− 1)!
f2i−1(αx) dα

+

∞∑

i=1

x2i

4i

∫ 1

0

(1 − α)i−1αm/2−1

i! (i− 1)!
f2i(αx) dα,

where

(3.9)

fj(x) = DjG(x) −
∞∑

s=1

(−1)sx2s−1

2 · 4s−1

∫ 1

0

(1− β)s−1βs+m/2−2

(s− 1)! (s− 1)!
Dj+2s−1G(βx) dβ

+

∞∑

s=1

(−1)sx2s

4ss! (s− 1)!

∫ 1

0

(1− β)s−1βs+m/2−1Dj+2sG(βx) dβ.

Before proving Theorem 3.2, we need the following lemmas:

Lemma 3.5. If f(x) is a real analytic function on Ω0, then the series

(3.10) G1(x) =

∞∑

i=0

(−1)i+1x2i+1

2 · 4i · i! · i!

∫ 1

0

(1− α)iαm/2+i−1D2if(αx) dα

and

(3.11) G2(x) =

∞∑

i=0

(−1)ix2(i+1)

4i+1 · (i + 1)! · i!

∫ 1

0

(1− α)iαm/2+iD2i+1f(αx) dα

converge absolutely and uniformly in x on Ω0.
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P r o o f. Suppose that the function f(x) is real analytic at x̃ ∈ Ω0. Then

(3.12) f(x) =
∑

γ

fγ(x− x̃)γ

and the series converges absolutely in some neighborhood Ωε about x̃. Therefore,

there exists 0 < ε < 1 such that (x̃1 + ε, . . . , x̃m + ε) ∈ Ωε ⊂ Ω0. For all k we have
∑

|γ|=k

|fγ | 6 Cε−k.

Note that |xi − x̃i| 6 |x− x̃|. It follows that

|f(x)| 6
∞∑

k=0

∑

|γ|=k

|fγ ||(x− x̃)γ | 6
∞∑

k=0

( |x− x̃|
ε

)k
εk

∑

|γ|=k

|fγ |

6 C

∞∑

k=0

( |x− x̃|
ε

)k
= ϕ(|x − x̃|),

which is valid for |x− x̃| < ε.

Let γ = (γ1, . . . , γm) and β = (β1, . . . , βm). Then we have

γ!

(γ − β)!
6

|γ|!
(|γ| − |β|)!

by induction.

We now estimate the derivative Dβf(x). Grounding on (3.12) for ̺ = |x− x̃| < ε,

we have

|Dβf(x)| 6
∑

γ>β

Cγ,β|fγ ||(x− x̃)γ−β | 6 C
∑

γ>β

γ!

(γ − β)!
ε−k̺γ−β

6 C

∞∑

k=|β|

k!

(k − |β|)!ε
−k̺k−|β| 6 C

∞∑

k=|β|

ε−kD|β|
̺ ̺k = D|β|

̺ ϕ(̺)|̺=|x−x̃|,

where ϕ(̺) = Cε/(ε− ̺), C > 0 and |γ| = k.

For x̃ = 0, we have

(3.13) |D2if(x)| 6 miD2i
̺ ϕ(̺)|̺=|x|.

For α ∈ [0, 1], we see that |D2if(αx)| 6 miD2i
̺ ϕ(̺)|̺=α|x|. Applying the above

inequality, we have

(3.14) |G1(x)| 6
|x|
2

∣∣∣∣
∫ 1

0

αm/2−1f(αx) dα

∣∣∣∣

+
|x|
2

∞∑

i=1

(2i− 1)!

4i · i! · i!

∫ 1

0

(1− α)iαm/2+i−1 mi|x|2i
(2i− 1)!

D2i
̺ ϕ(α|x|) dα.
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The first integral term is estimated as follows:

|x|
2

∣∣∣∣
∫ 1

0

αm/2−1f(αx) dα

∣∣∣∣ 6
ε

2
|f(αx)|

∫ 1

0

αm/2−1 dα 6 εϕ(|αx|) 6 ϕ(|x|),

where 0 < ε < 1 and |x| < ε.

For |x| < ε and m > 2, the second integral term is estimated as follows:

∫ 1

0

(1− α)iαm/2+i−1 mi|x|2i
(2i− 1)!

D2i
̺ ϕ(α|x|) dα

6
mi|x|2i−1

(2i− 1)!

∫ |x|

0

D2i
̺ ϕ(̺) d̺ 6

mi|x|2i−1

(2i− 1)!
ϕ(2i−1)(|x|).

For m = 1 and i = 1, we have

|x|3
∫ 1

0

ϕ′′(α|x|)√
α

dα 6
C|x|3
ε2

∫ 1

0

∞∑

k=2

k(k − 1)

( |x|
ε

)k−2

αk−5/2 dα

=
C|x|3
ε2

∞∑

k=2

k(k − 1)

k − 3
2

( |x|
ε

)k−2

6
2C|x|2

ε

∞∑

k=1

k

( |x|
ε

)k−1

6 2|x|ϕ′(|x|).

Thus, we obtain

|G1(x)| 6 ϕ(|x|) +
∞∑

i=1

mi|x|2i−1

(2i− 1)!
ϕ(2i−1)(|x|).

Note that
∞∑

i=1

̺2i−1

(2i− 1)!
ϕ(2i−1)(|x|) 6 ϕ(|x| + ̺)− ϕ(|x| − ̺)

2

for ̺ < ε− |x|. It follows that

(3.15) |G1(x)| 6 ϕ(|x|) +
√
m

4
(ϕ((1 +

√
m)|x|)− ϕ((1−

√
m)|x|))

6 ϕ(|x|) +
√
m

4
ϕ((1 +

√
m)|x|) 6

(√m

4
+ 1

)
ϕ((1 +

√
m)|x|),

where |x| < ε/(1 +
√
m). Here we have used the inequalities

ϕ((1 −
√
m)|x|) > 0 and ϕ((1 +

√
m)|x|) > ϕ(|x|).
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Put 0 < ε′ < ε and Ωε′ = {|x| < ε′/(1 +
√
m)}. Since the terms of the dominating

series in (3.15) are uniformly bounded by their values at |x| = ε′/(1 +
√
m) in Ω0,

the Weierstrass test implies that G1(x) converges uniformly on Ω0. From the above

estimates we see that the series DγG1(x) also converges uniformly on Ω0, which

implies that the series G1(x) admits termwise differentiation of D
γ . In a similar way,

we can prove G2(x) converges absolutely and uniformly in x on Ω0. Thus, we finish

the proof. �

Similarly, we can prove Lemmas 3.6 and 3.7.

Lemma 3.6. If f(x) is a real analytic function on Ω0, then for j = 0, 1, . . . , the

series

(3.16) G3(x) =
∞∑

i=1

(−1)ix2i

4i

∫ 1

0

(1− α)i−1

i! (i− 1)!
αi+m/2−1Dj+2if(αx) dα

and

(3.17) G4(x) =

∞∑

i=1

(−1)ix2i−1

2 · 4i−1

∫ 1

0

(1− α)i−1

(i − 1)! (i− 1)!
αi+m/2−2Dj+2i−1f(αx) dα

converge absolutely and uniformly in x on Ω0.

Lemma 3.7. Let the functions f2i(x) and f2i−1(x) be defined by the formula (3.8)

on some star domain Ω0. Then the series

(3.18) G5(x) = f0(x) +

∞∑

i=1

x2i

4ii! (i− 1)!

∫ 1

0

(1− α)i−1αm/2−1f2i(αx) dα

and

(3.19) G6(x) =
∞∑

i=1

x2i−1

2 · 4i−1(i− 1)! (i− 1)!

∫ 1

0

(1− α)i−1αm/2−1f2i−1(αx) dα

converge absolutely and uniformly in x on Ω0.

Lemmas 3.5–3.7 state that for every j, the series in (3.8) and (3.9) converge ab-

solutely and uniformly in x on some star-shaped domain Ω0, and they are termwise

differentiable in Ω0.

Now we come to the proof of Theorem 3.2.
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P r o o f. First we will prove that fj(x) are monogenic functions. We apply the

operator D to both sides of the equality (3.9):

(3.20)

Dfj(x) = Dj+1G(x)

+

∞∑

s=1

(−1)sx2(s−1)

4s−1
Em/2+s−1

∫ 1

0

(1 − β)s−1βs+m/2−2

(s− 1)! (s− 1)!
Dj+2s−1G(βx) dβ

+
∞∑

s=1

(−1)sx2s−1

2 · 4s−1(s− 1)! (s− 1)!

∫ 1

0

(1− β)s−1βs+m/2−1Dj+2sG(βx) dβ

−
∞∑

s=1

(−1)sx2s−1

2 · 4s−1(s− 1)! (s− 1)!

∫ 1

0

(1− β)s−1βs+m/2−1Dj+2sG(βx) dβ

+

∞∑

s=1

(−1)sx2s

4ss! (s− 1)!

∫ 1

0

(1− β)s−1βs+m/2Dj+2s+1G(βx) dβ.

Using Lemma 3.4, we transform the first sum in the expression (3.20) on the right-

hand side as follows:

∞∑

s=1

(−1)sx2(s−1)

4s−1
Em/2+s−1

∫ 1

0

(1− β)s−1βs−1

(s− 1)! (s− 1)!
βm/2−1Dj+2s−1G(βx) dβ

= −(E +m/2)

∫ 1

0

βm/2−1Dj+1G(βx) dβ +
∞∑

s=2

(−1)sx2(s−1)

4s−1
(E +m/2 + s− 1)

×
∫ 1

0

(1− β)s−1βs+m/2−2

(s− 1)! (s− 1)!
Dj+2s−1G(βx) dβ

= −Dj+1G(x) +

∞∑

s=2

(−1)sx2(s−1)

4s−1(s− 1)!

∫ 1

0

(1− β)s−2βs+m/2−1

(s− 2)!
Dj+2s−1G(βx) dβ

= −Dj+1G(x) +
∞∑

s=1

(−1)s+1x2s

4ss!

∫ 1

0

(1− β)s−1βs+m/2

(s− 1)!
Dj+2s+1G(βx) dβ

= −Dj+1G(x) −
∞∑

s=1

(−1)sx2s

4ss!

∫ 1

0

(1− β)s−1βs+m/2

(s− 1)!
Dj+2s+1G(βx) dβ.

Substituting the resulting expression into (3.20), it is easy to see that Dfj(x) = 0,

which implies that fj(x), j = 0, . . . , k − 1, . . . , are monogenic.

Next, we prove that formula (3.8) holds. Substituting fj(x) into the right-hand

side of formula (3.8), we have

G(x) −
∞∑

i=1

(−1)ix2i−1

2 · 4i−1(i− 1)! (i− 1)!

∫ 1

0

(1− β)i−1βi+m/2−2D2i−1G(βx) dβ(3.21)
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+

∞∑

i=1

(−1)ix2i

4ii! (i− 1)!

∫ 1

0

(1− β)i−1βi+m/2−1D2iG(βx) dβ

−
∞∑

i=1

x2i−1

2 · 4i−1(i− 1)! (i− 1)!

∫ 1

0

(1− β)i−1βm/2−1D2i−1G(βx) dβ

+

∞∑

i=1

x2i−1

2 · 4i−1(i− 1)! (i− 1)!

∫ 1

0

(1− α)i−1αm/2−1

×
∞∑

s=1

(−1)s(αx)2s−1

2 · 4s−1(s− 1)!

∫ 1

0

(1− β)s−1βs+m/2−2

(s− 1)!
D2i+2s−2G(αβx) dβ dα

−
∞∑

i=1

x2i−1

2 · 4i−1(i− 1)! (i− 1)!

∫ 1

0

(1− α)i−1αm/2−1

×
∞∑

s=1

(−1)s(αx)2s

4ss!

∫ 1

0

(1− β)s−1βs+m/2−1

(s− 1)!
D2i+2s−1G(αβx) dβ dα

+

∞∑

i=1

x2i

4ii! (i− 1)!

∫ 1

0

(1− β)i−1βm/2−1D2iG(βx) dβ

−
∞∑

i=1

x2i

4ii! (i− 1)!

∫ 1

0

(1− α)i−1αm/2−1

×
∞∑

s=1

(−1)s(αx)2s−1

2 · 4s−1(s− 1)!

∫ 1

0

(1− β)s−1βs+m/2−2

(s− 1)!
D2i+2s−1G(αβx) dβ dα

+

∞∑

i=1

x2i

4ii! (i− 1)!

∫ 1

0

(1− α)i−1αm/2−1

×
∞∑

s=1

(−1)s(αx)2s

4ss!

∫ 1

0

(1− β)s−1βs+m/2−1

(s− 1)!
D2i+2sG(αβx) dβ dα.

Denote by T1(x) the fourth sum of the expression (3.21). Then

(3.22)

T1(x) =

∞∑

i=1

∞∑

s=1

(−1)sx2i+2s−2

4i+s−1(i− 1)! (i− 1)! (s− 1)! (s− 1)!

×
∫ 1

0

(1− α)i−1αm/2+2s−2

∫ 1

0

(1 − β)s−1βs+m/2−2D2i+2s−2G(αβx) dβ dα

=
∞∑

i=1

∞∑

s=1

(−1)sx2i+2s−2

4i+s−1(i− 1)! (i− 1)! (s− 1)! (s− 1)!

×
∫ 1

0

α(1− α)i−1

∫ 1

0

(α− αβ)s−1(αβ)s+m/2−2D2i+2s−2G(αβx) dβ dα.
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Put t = αβ. Then the repeated integral in (3.22) turns into

∫ 1

0

(1− α)i−1

∫ α

0

(α− t)s−1tm/2+s−2D2i+2s−2G(tx) dt dα

=

∫ 1

0

tm/2+s−2D2i+2s−2G(tx)

∫ 1

t

(1− α)i−1(α− t)s−1 dα dt

=
(i − 1)! (s− 1)!

(s+ i− 1)!

∫ 1

0

(1− t)i+s−1tm/2+s−2D2i+2s−2G(tx) dt.

By substituting the resulting expression into (3.22), we have

T1(x) =

∞∑

i=1

∞∑

s=1

(−1)sx2i+2s−2

4i+s−1(i− 1)!

∫ 1

0

(1 − t)i+s−1tm/2+s−2

(s+ i− 1)! (s− 1)!
D2i+2s−2G(tx) dt

=

∞∑

j=2

j−1∑

s=1

(−1)sx2j−2

4j−1(j − s− 1)!

∫ 1

0

(1− t)j−1ts−1

(j − 1)! (s− 1)!
tm/2−1D2j−2G(tx) dt

= −
∞∑

j=2

x2j−2

4j−1

∫ 1

0

j−2∑

s=0

(−1)sts

(j − s− 2)! s!

(1 − t)j−1

(j − 1)!
tm/2−1D2j−2G(tx) dt

= −
∞∑

j=2

x2j−2

4j−1

∫ 1

0

(1− t)j−2

(j − 2)!

(1 − t)j−1

(j − 1)!
tm/2−1D2j−2G(tx) dt

= −
∞∑

j=1

x2j

4j

∫ 1

0

(1− t)j−1

(j − 1)!

(1 − t)j

j!
tm/2−1D2jG(tx) dt.

In a similar way, we also calculate the fifth, seventh and eighth sums in (3.21). Thus,

the expression (3.21) turns into

G(x) −
∞∑

i=1

(−1)ix2i−1

2 · 4i−1(i− 1)! (i− 1)!

∫ 1

0

(1− β)i−1βi+m/2−2D2i−1G(βx) dβ

+

∞∑

i=1

(−1)ix2i

4ii! (i− 1)!

∫ 1

0

(1− β)i−1βi+m/2−1D2iG(βx) dβ

−
∞∑

i=1

x2i−1

2 · 4i−1(i− 1)! (i− 1)!

∫ 1

0

(1− β)i−1βm/2−1D2i−1G(βx) dβ

−
∞∑

i=1

x2i

4i(i − 1)! i!

∫ 1

0

(1− β)2i−1βm/2−1D2iG(βx) dβ

−
∞∑

i=1

x2i−1

2 · 4i−1

∫ 1

0

(1− β)2i−2 − (1− β)i−1

(i − 1)! (i− 1)!
βm/2−1D2i−1G(βx) dβ

+

∞∑

i=1

x2i

4ii! (i− 1)!

∫ 1

0

(1− β)i−1βm/2−1D2iG(βx) dβ
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+

∞∑

i=1

x2i−1

2 · 4i−1

∫ 1

0

(1− β)2i−2 − (−β)i−1(1− β)i−1

(i− 1)! (i− 1)!
βm/2−1D2i−1G(βx) dβ

+

∞∑

i=1

x2i

4i

∫ 1

0

(1 − β)2i−1 − (1 − β)i−1 − (−β)i(1− β)i−1

(i − 1)!i!
βm/2−1D2iG(βx) dβ,

which equals G(x). This means that identity (3.8) holds for the functions fj(x).

Therefore, we complete the proof. �

4. Solutions of generalized Dirac equations in Clifford analysis

4.1. Solutions of the modified Dirac equation. Now we consider the modified

Dirac equation in Clifford analysis

(4.1) (D + λ)F (x) = 0,

where λ is a real number.

Theorem 4.1. If G(x) is a real analytic function defined in Ω0, then the solution

of the equation (4.1) can be written as

(4.2) F (x) = f0(x) +
∞∑

i=1

(λx)2i

4ii! (i− 1)!

∫ 1

0

(1− α)i−1αm/2−1f0(αx) dα

+

∞∑

i=1

(λx)2i−1

2 · 4i−1(i− 1)! (i− 1)!

∫ 1

0

(1− α)i−1αm/2−1f0(αx) dα,

where

(4.3) f0(x) = G(x)−
∞∑

s=1

(−1)sx2s−1

2 · 4s−1

∫ 1

0

(1− β)s−1βs+m/2−2

(s− 1)! (s− 1)!
D2s−1G(βx) dβ

+

∞∑

s=1

(−1)sx2s

4ss! (s− 1)!

∫ 1

0

(1− β)s−1βs+m/2−1D2sG(βx) dβ.

P r o o f. Assume that G(x) is a real analytic function defined in Ω0. Then

Df0(x) = 0 by Theorem 3.2. Furthermore, we have

D0

(∫ 1

0

(1− α)i−1αm/2−1f0(αx) dα

)
= 0.
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From Lemma 3.2, we can see that

D

[
x2i

∫ 1

0

(1− α)i−1αm/2−1f0(αx) dα

]
= −2ix2i−1

∫ 1

0

(1 − α)i−1αm/2−1f0(αx) dα,

and

D

[
x2i−1

∫ 1

0

(1− α)i−1αm/2−1f0(αx) dα

]

= −2x2(i−1)Em/2+i−1

∫ 1

0

(1 − α)i−1αm/2−1f0(αx) dα.

Differentiating both sides of the equation (4.2), we have

DF (x) = −
∞∑

i=1

λ2ix2i−1

2 · 4i−1(i − 1)! (i− 1)!

∫ 1

0

(1− α)i−1αm/2−1f0(αx) dα

−
∞∑

i=1

λ2i−1x2(i−1)

4i−1(i− 1)! (i− 1)!
Em/2+i−1

∫ 1

0

(1− α)i−1αm/2−1f0(αx) dα.

The second sum in the above expression can be written as

−λEm/2

∫ 1

0

αm/2−1f0(αx) dα

−
∞∑

i=2

λ2i−1x2(i−1)

4i−1(i− 1)!
Em/2+i−1

∫ 1

0

(1− α)i−1

(i− 1)!
αm/2−1f0(αx) dα

= −λf0(x) −
∞∑

i=2

λ2i−1x2(i−1)

4i−1(i− 1)! (i− 2)!

∫ 1

0

(1− α)i−2αm/2−1f0(αx) dα

−λf0(x) −
∞∑

i=1

λ2i+1x2i

4ii! (i− 1)!

∫ 1

0

(1− α)i−1αm/2−1f0(αx) dα.

To sum up, we conclude that the function F (x) is a solution of the equation (4.1).

�

4.2. Solutions of the inhomogeneous Dirac equation. Now we consider the

inhomogeneous Dirac equation in Clifford analysis

(4.4) Dg = f(x),

where f(x) ∈ C∞(Ω0, R0,m) is a real analytic function.
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Theorem 4.2. Suppose that f(x) is a real analytic function defined on Ω0. Then

the function G(x) given by

(4.5) G(x) =
∞∑

i=0

(−1)i+1x2i+1

2 · 4i · i! · i!

∫ 1

0

(1− α)iαm/2+i−1D2if(αx) dα

+

∞∑

i=0

(−1)ix2(i+1)

4i+1 · (i+ 1)! · i!

∫ 1

0

(1− α)iαm/2+iD2i+1f(αx) dα

is a solution of the equation (4.4).

P r o o f. We seek a real analytic solution of the inhomogeneous Dirac equa-

tion (4.4) in Ω0. Suppose that Ω0 is a star domain with center 0. Then it follows by

Theorem 3.2 that

(4.6) G(x) = f0(x)−
∞∑

i=1

x2i−1

2 · 4i−1(i − 1)! (i− 1)!

∫ 1

0

(1− α)i−1αm/2−1f2i−1(αx) dα

+

∞∑

i=1

x2i

4ii! (i− 1)!

∫ 1

0

(1− α)i−1αm/2−1f2i(αx) dα,

where fj(x) are monogenic functions in Ω0 given by the relation

(4.7)

fj(x) = DjG(x)−
∞∑

s=1

(−1)sx2s−1

2 · 4s−1

∫ 1

0

(1 − β)s−1βs−1

(s− 1)! (s− 1)!
βm/2−1Dj+2s−1G(βx) dβ

+

∞∑

s=1

(−1)sx2s

4s

∫ 1

0

(1− β)s−1βs

s! (s− 1)!
βm/2−1Dj+2sG(βx) dβ.

Using (4.6) and (4.7), we obtain

G(x) − f0(x) =
∞∑

s=1

(−1)sx2s−1

2 · 4s−1

∫ 1

0

(1− β)s−1βs−1

(s− 1)! (s− 1)!
βm/2−1D2s−1G(βx) dβ

−
∞∑

s=1

(−1)sx2s

4s

∫ 1

0

(1− β)s−1βs

s! (s− 1)!
βm/2−1D2sG(βx) dβ

=

∞∑

s=0

(−1)s+1x2s+1

2 · 4s
∫ 1

0

(1 − β)sβs

(s)! (s)!
βm/2−1D2s+1G(βx) dβ

+

∞∑

s=0

(−1)sx2(s+1)

4s

∫ 1

0

(1− β)sβs+1

s! (s− 1)!
βm/2−1D2(s+1)G(βx) dβ.

=

∞∑

s=0

(−1)s+1x2s+1

2 · 4s · s! · s!

∫ 1

0

(1− α)sαm/2+s−1D2sf(αx) dα

+

∞∑

s=0

(−1)sx2(s+1)

4s+1 · (s+ 1)! · s!

∫ 1

0

(1− α)sαm/2+sD2s+1f(αx) dα.

1011



The left-hand side of the resulting relation is a solution of the inhomogeneous Dirac

equation (4.4); therefore, its right-hand is a solution as well. Thus, we complete the

proof. �

4.3. Solutions of inhomogeneous poly-Dirac equations. In this section, we

investigate the inhomogeneous poly-Dirac equation

(4.8) Dkg = f(x)

where f(x) ∈ C∞(Ω0, R0,m) is a real analytic function.

Applying Theorem 4.2, we obtain the following theorem by induction.

Theorem 4.3. Suppose that f(x) ∈ C∞(Ω0, R0,m) is a real analytic function.

Then the function G(x) given by

G(x) =

∞∑

i=0

(−1)i+kx2i+k

2k · 4i · i! · (i+ k − 1)!

∫ 1

0

(1− α)i+k−1αm/2+i−1D2if(αx) dα

+

∞∑

i=0

(−1)i+k−1x2i+k+1

2k+1 · 4i · (i + k)! · i!

∫ 1

0

(1− α)i+k−1αm/2+iD2i+1f(αx) dα

is a solution of the equation (4.8).
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