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#### Abstract

Using the method of normalized systems of functions, we study one representation of real analytic functions by monogenic functions (i.e., solutions of Dirac equations), which is an Almansi's formula of infinite order. As applications of the representation, we construct solutions of the inhomogeneous Dirac and poly-Dirac equations in Clifford analysis.
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## 1. Introduction

Normalized systems of functions were introduced by Bondarenko in [3]. The method of $f$-normalized system of functions with respect to a partial differential operator was considered earlier by Karachik in [10] for construction and investigation of polynomial solutions to a linear PDE with constant coefficients, such as the polyharmonic equation, the Helmholtz equation, the Possion equation and so on, see [11], [12]. The proposed method was also used in the study of polynomial solutions of boundary value problems for polyharmonic equation and the Helmholtz equation, more specifically the Dirichlet problems, Neumann problems and so on, see [13], [14]. In this paper, by the normalized system of functions, we consider the classical solutions of generalized Dirac equations in Clifford analysis. This is a starting point for further research, in particular on generalized Dirac equations with help
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of the normalized system of functions, for which the corresponding boundary value problems will be published in a forthcoming paper.

The Dirac equation in Euclidean Clifford analysis defined by Delanghe et al., has the form $\sum_{i=1}^{m} e_{i} \partial_{x_{i}} f=0$, where $e_{i}$ are the generators of a real Clifford algebra $R_{0, m}$, see [4], [7]. Euclidean Clifford analysis is a higher dimensional function theory centered around monogenic functions, i.e., null solutions of the Dirac equation. It is well known that the fundamental solution of the Dirac equation is the function $G(x)=$ $\omega_{n}^{-1} x /\|x\|^{n}$, which is a generalization of the Cauchy kernel from one-variable complex analysis. Applying the fundamental solution, scholars constructed solutions of generalized Dirac equations in Clifford analysis, such as the inhomogeneous Dirac equations, polynomial Dirac equations, etc., see [1], [6], [9], [15], [16], [17], [19], [20]. In this paper, we consider solutions of generalized Dirac equations in Clifford analysis by normalized systems of functions, which is another method with no fundamental solution.

The purpose of the present article is to generalize the method of normalized systems of functions to the setting of Clifford analysis. A great challenge arising from extensions to the setting of Clifford analysis is the lack of commutativity. To overcome the noncommutativity, we introduce the intertwine relations between the operators in Clifford analysis. Based on the intertwine relations, we construct the 0 -normalized system with respect to the Dirac operator. Furthermore, with the system, we consider the representation of real analytic functions by monogenic functions, which is closely related to the Fischer decomposition for monogenic functions, see [5], [7], [8]. Applying the representation, we obtain solutions of the modified Dirac equation $(D-\lambda) g=0$, the inhomogeneous Dirac equation $D g=f$, and the inhomogeneous poly-Dirac equation $D^{k} g=f$ in Clifford analysis. To obtain the classical solutions of these equations, we prove some infinite series converge absolutely and uniformly in some starlike domain with center 0 .

## 2. Preliminaries

Clifford analysis is a hypercomplex function theory with functions defined in the Euclidean space $\mathbb{R}^{m}$ and taking values in Clifford algebra (see [4], [7]).

Let $\left\{e_{1}, e_{2}, \ldots, e_{m}\right\}$ be the standard orthonormal basis of the Euclidean space $\mathbb{R}^{m}$. We introduce a product subject to the rules $e_{i} e_{j}+e_{j} e_{i}=-2 \delta_{i, j}, i, j=1, \ldots, m$, where $\delta_{i, j}$ is the Kronecker symbol. This non-commutative product generates the real Clifford algebra denoted by $R_{0, m}$.

Each of the elements in $R_{0, m}$ may be written as

$$
a=\sum_{A} a_{A} e_{A},
$$

where $a_{A}$ are real numbers and $e_{A}=e_{\alpha_{1}} e_{\alpha_{2}} \ldots e_{\alpha_{h}}$ with $A=\left\{\alpha_{1}, \ldots, \alpha_{h}\right\} \subset$ $\{1, \ldots, m\}$ and $1 \leqslant \alpha_{1} \leqslant \alpha_{2} \leqslant \ldots \leqslant \alpha_{h} \leqslant m$. We define the norm of $a$ as

$$
|a|=\left(\sum_{A}\left|a_{A}\right|^{2}\right)^{1 / 2}
$$

A vector of $R_{0, m}$ is denoted by

$$
x=x_{1} e_{1}+x_{2} e_{2}+\ldots+x_{m} e_{m}
$$

with $x_{i} \in \mathbb{R}$. One can calculate that $x^{2}=-|x|^{2}$.
Let $\Omega$ be an open subset of $\mathbb{R}^{m}$ with piecewise smooth boundary. A Clifford-valued function on $\Omega$ is a mapping $f: \Omega \rightarrow R_{0, m}$ with

$$
f(x)=\sum_{A} f_{A}(x) e_{A}
$$

where the functions $f_{A}(x)$ are real valued functions.
The set of $C^{k}$-functions in $\Omega$ with values in $R_{0, m}$ is denoted by

$$
C^{k}\left(\Omega, R_{0, m}\right)=\left\{f \mid f: \Omega \rightarrow R_{0, m}, f(x)=\sum_{A} f_{A}(x) e_{A}, f_{A}(x) \in C^{k}(\Omega)\right\}
$$

where $C^{k}(\Omega)$ denotes the space of the $k$-times continuously differentiable real-valued functions defined in a domain $\Omega$ of $\mathbb{R}^{m}$.

The Dirac operator in $\mathbb{R}^{m}$ is the first order differential operator

$$
D=\sum_{i=1}^{m} e_{i} \partial_{x_{i}}
$$

acting on $C^{1}$ functions. A function $f: \Omega \rightarrow R_{0, m}$ of class $C^{1}$ is said to be monogenic in $\Omega$ if it verifies $D f=0$ in $\Omega$.

The Euler operator in Clifford analysis is defined by

$$
E=\sum_{i=1}^{m} x_{i} \partial_{x_{i}}
$$

Let $\mathcal{P}$ be the set of all homogeneous polynomials of degree $k$. If we consider a mono$\operatorname{mial} \varphi=x_{1}^{\alpha_{1}} \ldots x_{m}^{\alpha_{m}} \in \mathcal{P}$ with $\alpha_{i} \in \mathbb{N}$, we have

$$
E \varphi=k \varphi,
$$

where $k=\sum_{i=1}^{m} \alpha_{i}$.

## 3. Representations of real analytic functions by monogenic functions

In this section, we introduce the generalized Euler operator $E_{s}$ and the integral operator $J_{s}$. Then, based on the operators $E_{s}, J_{s}$ and the intertwine relations between the operators $x, \partial_{x}, E$, we construct the 0 -normalized system with respect to the Dirac operator in Clifford analysis. Finally, with the system, we obtain the representation of real analytic functions by monogenic functions. We first give the following definitions:

Definition 3.1 ([2]). Suppose that $\Omega_{0}$ is a domain in $\mathbb{R}^{m}$ with $0 \in \Omega_{0}$. The domain $\Omega_{0}$ is said to be a starlike domain with center 0 if $x \in \Omega_{0}$ implies $t x \in \Omega_{0}$ holds for each $0 \leqslant t \leqslant 1$.

Definition 3.2. A sequence of functions $\left\{F_{k}(x ; f)\right\}_{k=0}^{\infty}$ in $\Omega_{0}$ is called 0-normalized with respect to $D$ if $D F_{0}(x ; f)=0$ and $D F_{k}(x ; f)=F_{k-1}(x ; f)$.

Definition 3.3. The operator $J_{s}: C\left(\Omega_{0}, R_{0, m}\right) \rightarrow C\left(\Omega_{0}, R_{0, m}\right)$ is defined by

$$
J_{s} f(x)=\int_{0}^{1}(1-\alpha)^{s-1} \alpha^{m / 2-1} f(\alpha x) \mathrm{d} \alpha
$$

where $m$ is the dimension and $s>0$.
Definition 3.4. For any $s>0$, the generalized Euler operator on a domain $\Omega_{0}$ is defined by

$$
E_{s}=s I+E=s I+\sum_{i=1}^{m} x_{i} \partial_{x_{i}}
$$

where $I$ is the identical operator and $E$ is the Euler operator.
In the sequel, we will need the following lemmas (i.e., Lemmas 3.1, 3.2), which are well known in Clifford analysis.

Lemma 3.1 ([7]). The operators $x, D$, and $E$ have the following properties:

$$
\begin{gather*}
x D+D x=-(2 E+m),  \tag{3.1}\\
E x-x E=x . \tag{3.2}
\end{gather*}
$$

Lemma 3.1 states the most important intertwine relations between the operators in Clifford analysis. Applying Lemma 3.1, we have Lemma 3.2.

Lemma 3.2 ([7]). If $f(x) \in C^{1}\left(\Omega_{0}, R_{0, m}\right)$, then for any $l \in \mathbb{N}$,

$$
\left\{\begin{array}{l}
D\left(x^{2 l} f(x)\right)=-2 l x^{2 l-1} f(x)+x^{2 l} D f(x),  \tag{3.3}\\
D\left(x^{2 l-1} f(x)\right)=-2 x^{2(l-1)} E_{m / 2+l-1} f(x)-x^{2 l-1} D f(x) .
\end{array}\right.
$$

By direct calculation, we have Lemma 3.3.

Lemma 3.3 ([20]). If $f(x) \in C^{1}\left(\Omega_{0}, R_{0, m}\right)$, then for $s>1$,

$$
\begin{equation*}
E_{m / 2+s-1} J_{s} f(x)=(s-1) J_{s-1} f(x) \tag{3.4}
\end{equation*}
$$

Now we suppose that $f \in C^{1}\left(\Omega_{0}, R_{0, m}\right)$ is monogenic. Then we define the sequence of functions $\left\{F_{k}(x ; f) \in C^{1}\left(\Omega_{0}, R_{0, m}\right): k=0,1,2, \ldots\right\}$ by

$$
\left\{\begin{array}{l}
F_{0}(x ; f)=f(x), \quad k=0  \tag{3.5}\\
F_{2 s}(x ; f)=\frac{x^{2 s}}{4^{s} s!(s-1)!} \int_{0}^{1}(1-\alpha)^{s-1} \alpha^{m / 2-1} f(\alpha x) \mathrm{d} \alpha, \quad k=2 s \\
F_{2 s-1}(x ; f) \\
\quad=\frac{-x^{2 s-1}}{2 \cdot 4^{s-1}(s-1)!(s-1)!} \int_{0}^{1}(1-\alpha)^{s-1} \alpha^{m / 2-1} f(\alpha x) \mathrm{d} \alpha, \quad k=2 s-1,
\end{array}\right.
$$

where $s=1,2, \ldots$.

Theorem 3.1. The sequence of functions $F_{k}(x ; f)$ in $\Omega_{0}$ is 0 -normalized with respect to the operator $D$.

Proof. Note that $D F_{0}(x ; f)=D f(x)=0$. We will prove that $D F_{k}(x ; f)=$ $F_{k-1}(x ; f)$ for any $k \in \mathbb{N}$. For $k=2 s$, it is easy to obtain the result by Lemma 3.2. For $k=2 s-1$, using Lemmas 3.2 and 3.3, we have

$$
\begin{aligned}
D F_{2 s-1} & (x ; f)=D\left(-\frac{x^{2 s-1}}{2 \cdot 4^{s-1}(s-1)!(s-1)!} \int_{0}^{1}(1-\alpha)^{s-1} \alpha^{m / 2-1} f(\alpha x) \mathrm{d} \alpha\right) \\
& =-\frac{1}{2 \cdot 4^{(s-1)}(s-1)!(s-1)!} D\left[x^{2 s-1} \int_{0}^{1}(1-\alpha)^{s-1} \alpha^{m / 2-1} f(\alpha x) \mathrm{d} \alpha\right] \\
& =-\frac{1}{2 \cdot 4^{(s-1)}(s-1)!(s-1)!}\left[-2 x^{2(s-1)} E_{m / 2+s-1} J_{s} f(x)-x^{2 s-1} D J_{s} f(x)\right] \\
& =\frac{2 x^{2(s-1)}}{2 \cdot 4^{s-1}(s-1)!(s-1)!} E_{m / 2+s-1} \int_{0}^{1}(1-\alpha)^{s-1} \alpha^{m / 2-1} f(\alpha x) \mathrm{d} \alpha \\
& =\frac{x^{2(s-1)}}{4^{s-1}(s-1)!(s-1)!}(s-1) \int_{0}^{1}(1-\alpha)^{s-2} \alpha^{m / 2-1} f(\alpha x) \mathrm{d} \alpha \\
& =\frac{x^{2(s-1)}}{4^{s-1}(s-1)!(s-2)!} \int_{0}^{1}(1-\alpha)^{s-2} \alpha^{m / 2-1} f(\alpha x) \mathrm{d} \alpha=F_{2 s-2}(x ; f) .
\end{aligned}
$$

Thus, we complete the proof.

Lemma 3.4 ([18]). If $g(x) \in C^{0}\left(\Omega_{0}, R_{0, m}\right)$, then

$$
\begin{equation*}
(E+l+1) \int_{0}^{1} \alpha^{l} g(\alpha x) \mathrm{d} \alpha=g(x) \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
(E+l+1) \int_{0}^{1} \frac{(1-\alpha)^{q}}{q!} \alpha^{l} g(\alpha x) \mathrm{d} \alpha=\int_{0}^{1} \frac{(1-\alpha)^{q-1}}{(q-1)!} \alpha^{l+1} g(\alpha x) \mathrm{d} \alpha \tag{3.7}
\end{equation*}
$$

where $q \in \mathbb{N}$ and $l \geqslant 0$.
Now we give the main theorem in this section.
Theorem 3.2. If $G(x) \in C^{\infty}\left(\Omega_{0}, R_{0, m}\right)$ is a real analytic function, then there exist monogenic functions $f_{j}(x), j=0,1, \ldots$, such that

$$
\begin{align*}
G(x)= & F_{0}\left(x ; f_{0}\right)+\sum_{i=1}^{\infty} F_{2 i-1}\left(x ; f_{2 i-1}\right)+\sum_{i=1}^{\infty} F_{2 i}\left(x ; f_{2 i}\right)  \tag{3.8}\\
= & f_{0}(x)-\sum_{i=1}^{\infty} \frac{x^{2 i-1}}{2 \cdot 4^{i-1}} \int_{0}^{1} \frac{(1-\alpha)^{i-1} \alpha^{m / 2-1}}{(i-1)!(i-1)!} f_{2 i-1}(\alpha x) \mathrm{d} \alpha \\
& +\sum_{i=1}^{\infty} \frac{x^{2 i}}{4^{i}} \int_{0}^{1} \frac{(1-\alpha)^{i-1} \alpha^{m / 2-1}}{i!(i-1)!} f_{2 i}(\alpha x) \mathrm{d} \alpha
\end{align*}
$$

where

$$
\begin{align*}
f_{j}(x)= & D^{j} G(x)-\sum_{s=1}^{\infty} \frac{(-1)^{s} x^{2 s-1}}{2 \cdot 4^{s-1}} \int_{0}^{1} \frac{(1-\beta)^{s-1} \beta^{s+m / 2-2}}{(s-1)!(s-1)!} D^{j+2 s-1} G(\beta x) \mathrm{d} \beta  \tag{3.9}\\
& +\sum_{s=1}^{\infty} \frac{(-1)^{s} x^{2 s}}{4^{s} s!(s-1)!} \int_{0}^{1}(1-\beta)^{s-1} \beta^{s+m / 2-1} D^{j+2 s} G(\beta x) \mathrm{d} \beta
\end{align*}
$$

Before proving Theorem 3.2, we need the following lemmas:
Lemma 3.5. If $f(x)$ is a real analytic function on $\Omega_{0}$, then the series

$$
\begin{equation*}
G_{1}(x)=\sum_{i=0}^{\infty} \frac{(-1)^{i+1} x^{2 i+1}}{2 \cdot 4^{i} \cdot i!\cdot i!} \int_{0}^{1}(1-\alpha)^{i} \alpha^{m / 2+i-1} D^{2 i} f(\alpha x) \mathrm{d} \alpha \tag{3.10}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{2}(x)=\sum_{i=0}^{\infty} \frac{(-1)^{i} x^{2(i+1)}}{4^{i+1} \cdot(i+1)!\cdot i!} \int_{0}^{1}(1-\alpha)^{i} \alpha^{m / 2+i} D^{2 i+1} f(\alpha x) \mathrm{d} \alpha \tag{3.11}
\end{equation*}
$$

converge absolutely and uniformly in $x$ on $\Omega_{0}$.

Proof. Suppose that the function $f(x)$ is real analytic at $\widetilde{x} \in \Omega_{0}$. Then

$$
\begin{equation*}
f(x)=\sum_{\gamma} f_{\gamma}(x-\widetilde{x})^{\gamma} \tag{3.12}
\end{equation*}
$$

and the series converges absolutely in some neighborhood $\Omega_{\varepsilon}$ about $\widetilde{x}$. Therefore, there exists $0<\varepsilon<1$ such that $\left(\widetilde{x}_{1}+\varepsilon, \ldots, \widetilde{x}_{m}+\varepsilon\right) \in \Omega_{\varepsilon} \subset \Omega_{0}$. For all $k$ we have

$$
\sum_{|\gamma|=k}\left|f_{\gamma}\right| \leqslant C \varepsilon^{-k}
$$

Note that $\left|x_{i}-\widetilde{x}_{i}\right| \leqslant|x-\widetilde{x}|$. It follows that

$$
\begin{aligned}
|f(x)| & \leqslant \sum_{k=0}^{\infty} \sum_{|\gamma|=k}\left|f_{\gamma}\right|\left|(x-\widetilde{x})^{\gamma}\right| \leqslant \sum_{k=0}^{\infty}\left(\frac{|x-\widetilde{x}|}{\varepsilon}\right)^{k} \varepsilon^{k} \sum_{|\gamma|=k}\left|f_{\gamma}\right| \\
& \leqslant C \sum_{k=0}^{\infty}\left(\frac{|x-\widetilde{x}|}{\varepsilon}\right)^{k}=\varphi(|x-\widetilde{x}|)
\end{aligned}
$$

which is valid for $|x-\widetilde{x}|<\varepsilon$.
Let $\gamma=\left(\gamma_{1}, \ldots, \gamma_{m}\right)$ and $\beta=\left(\beta_{1}, \ldots, \beta_{m}\right)$. Then we have

$$
\frac{\gamma!}{(\gamma-\beta)!} \leqslant \frac{|\gamma|!}{(|\gamma|-|\beta|)!}
$$

by induction.
We now estimate the derivative $D^{\beta} f(x)$. Grounding on (3.12) for $\varrho=|x-\widetilde{x}|<\varepsilon$, we have

$$
\begin{aligned}
\left|D^{\beta} f(x)\right| & \leqslant \sum_{\gamma \geqslant \beta} C_{\gamma, \beta}\left|f_{\gamma}\right|\left|(x-\widetilde{x})^{\gamma-\beta}\right| \leqslant C \sum_{\gamma \geqslant \beta} \frac{\gamma!}{(\gamma-\beta)!} \varepsilon^{-k} \varrho^{\gamma-\beta} \\
& \leqslant C \sum_{k=|\beta|}^{\infty} \frac{k!}{(k-|\beta|)!} \varepsilon^{-k} \varrho^{k-|\beta|} \leqslant C \sum_{k=|\beta|}^{\infty} \varepsilon^{-k} D_{\varrho}^{|\beta|} \varrho^{k}=\left.D_{\varrho}^{|\beta|} \varphi(\varrho)\right|_{\varrho=|x-\widetilde{x}|},
\end{aligned}
$$

where $\varphi(\varrho)=C \varepsilon /(\varepsilon-\varrho), C>0$ and $|\gamma|=k$.
For $\widetilde{x}=0$, we have

$$
\begin{equation*}
\left|D^{2 i} f(x)\right| \leqslant\left. m^{i} D_{\varrho}^{2 i} \varphi(\varrho)\right|_{\varrho=|x|} \tag{3.13}
\end{equation*}
$$

For $\alpha \in[0,1]$, we see that $\left|D^{2 i} f(\alpha x)\right| \leqslant\left. m^{i} D_{\varrho}^{2 i} \varphi(\varrho)\right|_{\varrho=\alpha|x|}$. Applying the above inequality, we have

$$
\begin{align*}
\left|G_{1}(x)\right| \leqslant & \frac{|x|}{2}\left|\int_{0}^{1} \alpha^{m / 2-1} f(\alpha x) \mathrm{d} \alpha\right|  \tag{3.14}\\
& +\frac{|x|}{2} \sum_{i=1}^{\infty} \frac{(2 i-1)!}{4^{i} \cdot i!\cdot i!} \int_{0}^{1}(1-\alpha)^{i} \alpha^{m / 2+i-1} \frac{m^{i}|x|^{2 i}}{(2 i-1)!} D_{\varrho}^{2 i} \varphi(\alpha|x|) \mathrm{d} \alpha
\end{align*}
$$

The first integral term is estimated as follows:

$$
\frac{|x|}{2}\left|\int_{0}^{1} \alpha^{m / 2-1} f(\alpha x) \mathrm{d} \alpha\right| \leqslant \frac{\varepsilon}{2}|f(\alpha x)| \int_{0}^{1} \alpha^{m / 2-1} \mathrm{~d} \alpha \leqslant \varepsilon \varphi(|\alpha x|) \leqslant \varphi(|x|)
$$

where $0<\varepsilon<1$ and $|x|<\varepsilon$.
For $|x|<\varepsilon$ and $m \geqslant 2$, the second integral term is estimated as follows:

$$
\begin{aligned}
& \int_{0}^{1}(1-\alpha)^{i} \alpha^{m / 2+i-1} \frac{m^{i}|x|^{2 i}}{(2 i-1)!} D_{\varrho}^{2 i} \varphi(\alpha|x|) \mathrm{d} \alpha \\
& \quad \leqslant \frac{m^{i}|x|^{2 i-1}}{(2 i-1)!} \int_{0}^{|x|} D_{\varrho}^{2 i} \varphi(\varrho) \mathrm{d} \varrho \leqslant \frac{m^{i}|x|^{2 i-1}}{(2 i-1)!} \varphi^{(2 i-1)}(|x|)
\end{aligned}
$$

For $m=1$ and $i=1$, we have

$$
\begin{aligned}
|x|^{3} \int_{0}^{1} \frac{\varphi^{\prime \prime}(\alpha|x|)}{\sqrt{\alpha}} \mathrm{d} \alpha & \leqslant \frac{C|x|^{3}}{\varepsilon^{2}} \int_{0}^{1} \sum_{k=2}^{\infty} k(k-1)\left(\frac{|x|}{\varepsilon}\right)^{k-2} \alpha^{k-5 / 2} \mathrm{~d} \alpha \\
& =\frac{C|x|^{3}}{\varepsilon^{2}} \sum_{k=2}^{\infty} \frac{k(k-1)}{k-\frac{3}{2}}\left(\frac{|x|}{\varepsilon}\right)^{k-2} \\
& \leqslant \frac{2 C|x|^{2}}{\varepsilon} \sum_{k=1}^{\infty} k\left(\frac{|x|}{\varepsilon}\right)^{k-1} \leqslant 2|x| \varphi^{\prime}(|x|) .
\end{aligned}
$$

Thus, we obtain

$$
\left|G_{1}(x)\right| \leqslant \varphi(|x|)+\sum_{i=1}^{\infty} \frac{m^{i}|x|^{2 i-1}}{(2 i-1)!} \varphi^{(2 i-1)}(|x|) .
$$

Note that

$$
\sum_{i=1}^{\infty} \frac{\varrho^{2 i-1}}{(2 i-1)!} \varphi^{(2 i-1)}(|x|) \leqslant \frac{\varphi(|x|+\varrho)-\varphi(|x|-\varrho)}{2}
$$

for $\varrho<\varepsilon-|x|$. It follows that

$$
\begin{align*}
\left|G_{1}(x)\right| & \leqslant \varphi(|x|)+\frac{\sqrt{m}}{4}(\varphi((1+\sqrt{m})|x|)-\varphi((1-\sqrt{m})|x|))  \tag{3.15}\\
& \leqslant \varphi(|x|)+\frac{\sqrt{m}}{4} \varphi((1+\sqrt{m})|x|) \leqslant\left(\frac{\sqrt{m}}{4}+1\right) \varphi((1+\sqrt{m})|x|)
\end{align*}
$$

where $|x|<\varepsilon /(1+\sqrt{m})$. Here we have used the inequalities

$$
\varphi((1-\sqrt{m})|x|)>0 \quad \text { and } \quad \varphi((1+\sqrt{m})|x|)>\varphi(|x|) .
$$

Put $0<\varepsilon^{\prime}<\varepsilon$ and $\Omega_{\varepsilon^{\prime}}=\left\{|x|<\varepsilon^{\prime} /(1+\sqrt{m})\right\}$. Since the terms of the dominating series in (3.15) are uniformly bounded by their values at $|x|=\varepsilon^{\prime} /(1+\sqrt{m})$ in $\Omega_{0}$, the Weierstrass test implies that $G_{1}(x)$ converges uniformly on $\Omega_{0}$. From the above estimates we see that the series $D^{\gamma} G_{1}(x)$ also converges uniformly on $\Omega_{0}$, which implies that the series $G_{1}(x)$ admits termwise differentiation of $D^{\gamma}$. In a similar way, we can prove $G_{2}(x)$ converges absolutely and uniformly in $x$ on $\Omega_{0}$. Thus, we finish the proof.

Similarly, we can prove Lemmas 3.6 and 3.7.

Lemma 3.6. If $f(x)$ is a real analytic function on $\Omega_{0}$, then for $j=0,1, \ldots$, the series

$$
\begin{equation*}
G_{3}(x)=\sum_{i=1}^{\infty} \frac{(-1)^{i} x^{2 i}}{4^{i}} \int_{0}^{1} \frac{(1-\alpha)^{i-1}}{i!(i-1)!} \alpha^{i+m / 2-1} D^{j+2 i} f(\alpha x) \mathrm{d} \alpha \tag{3.16}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{4}(x)=\sum_{i=1}^{\infty} \frac{(-1)^{i} x^{2 i-1}}{2 \cdot 4^{i-1}} \int_{0}^{1} \frac{(1-\alpha)^{i-1}}{(i-1)!(i-1)!} \alpha^{i+m / 2-2} D^{j+2 i-1} f(\alpha x) \mathrm{d} \alpha \tag{3.17}
\end{equation*}
$$

converge absolutely and uniformly in $x$ on $\Omega_{0}$.

Lemma 3.7. Let the functions $f_{2 i}(x)$ and $f_{2 i-1}(x)$ be defined by the formula (3.8) on some star domain $\Omega_{0}$. Then the series

$$
\begin{equation*}
G_{5}(x)=f_{0}(x)+\sum_{i=1}^{\infty} \frac{x^{2 i}}{4^{i} i!(i-1)!} \int_{0}^{1}(1-\alpha)^{i-1} \alpha^{m / 2-1} f_{2 i}(\alpha x) \mathrm{d} \alpha \tag{3.18}
\end{equation*}
$$

and

$$
\begin{equation*}
G_{6}(x)=\sum_{i=1}^{\infty} \frac{x^{2 i-1}}{2 \cdot 4^{i-1}(i-1)!(i-1)!} \int_{0}^{1}(1-\alpha)^{i-1} \alpha^{m / 2-1} f_{2 i-1}(\alpha x) \mathrm{d} \alpha \tag{3.19}
\end{equation*}
$$

converge absolutely and uniformly in $x$ on $\Omega_{0}$.
Lemmas 3.5-3.7 state that for every $j$, the series in (3.8) and (3.9) converge absolutely and uniformly in $x$ on some star-shaped domain $\Omega_{0}$, and they are termwise differentiable in $\Omega_{0}$.

Now we come to the proof of Theorem 3.2.

Proof. First we will prove that $f_{j}(x)$ are monogenic functions. We apply the operator $D$ to both sides of the equality (3.9):

$$
\begin{align*}
D f_{j}(x)= & D^{j+1} G(x)  \tag{3.20}\\
& +\sum_{s=1}^{\infty} \frac{(-1)^{s} x^{2(s-1)}}{4^{s-1}} E_{m / 2+s-1} \int_{0}^{1} \frac{(1-\beta)^{s-1} \beta^{s+m / 2-2}}{(s-1)!(s-1)!} D^{j+2 s-1} G(\beta x) \mathrm{d} \beta \\
& +\sum_{s=1}^{\infty} \frac{(-1)^{s} x^{2 s-1}}{2 \cdot 4^{s-1}(s-1)!(s-1)!} \int_{0}^{1}(1-\beta)^{s-1} \beta^{s+m / 2-1} D^{j+2 s} G(\beta x) \mathrm{d} \beta \\
& -\sum_{s=1}^{\infty} \frac{(-1)^{s} x^{2 s-1}}{2 \cdot 4^{s-1}(s-1)!(s-1)!} \int_{0}^{1}(1-\beta)^{s-1} \beta^{s+m / 2-1} D^{j+2 s} G(\beta x) \mathrm{d} \beta \\
& +\sum_{s=1}^{\infty} \frac{(-1)^{s} x^{2 s}}{4^{s} s!(s-1)!} \int_{0}^{1}(1-\beta)^{s-1} \beta^{s+m / 2} D^{j+2 s+1} G(\beta x) \mathrm{d} \beta .
\end{align*}
$$

Using Lemma 3.4, we transform the first sum in the expression (3.20) on the righthand side as follows:

$$
\begin{aligned}
& \sum_{s=1}^{\infty} \frac{(-1)^{s} x^{2(s-1)}}{4^{s-1}} E_{m / 2+s-1} \int_{0}^{1} \frac{(1-\beta)^{s-1} \beta^{s-1}}{(s-1)!(s-1)!} \beta^{m / 2-1} D^{j+2 s-1} G(\beta x) \mathrm{d} \beta \\
&=-(E+m / 2) \int_{0}^{1} \beta^{m / 2-1} D^{j+1} G(\beta x) \mathrm{d} \beta+\sum_{s=2}^{\infty} \frac{(-1)^{s} x^{2(s-1)}}{4^{s-1}}(E+m / 2+s-1) \\
& \times \int_{0}^{1} \frac{(1-\beta)^{s-1} \beta^{s+m / 2-2}}{(s-1)!(s-1)!} D^{j+2 s-1} G(\beta x) \mathrm{d} \beta \\
&=-D^{j+1} G(x)+\sum_{s=2}^{\infty} \frac{(-1)^{s} x^{2(s-1)}}{4^{s-1}(s-1)!} \int_{0}^{1} \frac{(1-\beta)^{s-2} \beta^{s+m / 2-1}}{(s-2)!} D^{j+2 s-1} G(\beta x) \mathrm{d} \beta \\
&=-D^{j+1} G(x)+\sum_{s=1}^{\infty} \frac{(-1)^{s+1} x^{2 s}}{4^{s} s!} \int_{0}^{1} \frac{(1-\beta)^{s-1} \beta^{s+m / 2}}{(s-1)!} D^{j+2 s+1} G(\beta x) \mathrm{d} \beta \\
&=-D^{j+1} G(x)-\sum_{s=1}^{\infty} \frac{(-1)^{s} x^{2 s}}{4^{s} s!} \int_{0}^{1} \frac{(1-\beta)^{s-1} \beta^{s+m / 2}}{(s-1)!} D^{j+2 s+1} G(\beta x) \mathrm{d} \beta .
\end{aligned}
$$

Substituting the resulting expression into (3.20), it is easy to see that $D f_{j}(x)=0$, which implies that $f_{j}(x), j=0, \ldots, k-1, \ldots$, are monogenic.

Next, we prove that formula (3.8) holds. Substituting $f_{j}(x)$ into the right-hand side of formula (3.8), we have

$$
\begin{equation*}
G(x)-\sum_{i=1}^{\infty} \frac{(-1)^{i} x^{2 i-1}}{2 \cdot 4^{i-1}(i-1)!(i-1)!} \int_{0}^{1}(1-\beta)^{i-1} \beta^{i+m / 2-2} D^{2 i-1} G(\beta x) \mathrm{d} \beta \tag{3.21}
\end{equation*}
$$

$$
\begin{aligned}
& +\sum_{i=1}^{\infty} \frac{(-1)^{i} x^{2 i}}{4^{i} i!(i-1)!} \int_{0}^{1}(1-\beta)^{i-1} \beta^{i+m / 2-1} D^{2 i} G(\beta x) \mathrm{d} \beta \\
& -\sum_{i=1}^{\infty} \frac{x^{2 i-1}}{2 \cdot 4^{i-1}(i-1)!(i-1)!} \int_{0}^{1}(1-\beta)^{i-1} \beta^{m / 2-1} D^{2 i-1} G(\beta x) \mathrm{d} \beta \\
& +\sum_{i=1}^{\infty} \frac{x^{2 i-1}}{2 \cdot 4^{i-1}(i-1)!(i-1)!} \int_{0}^{1}(1-\alpha)^{i-1} \alpha^{m / 2-1} \\
& \times \sum_{s=1}^{\infty} \frac{(-1)^{s}(\alpha x)^{2 s-1}}{2 \cdot 4^{s-1}(s-1)!} \int_{0}^{1} \frac{(1-\beta)^{s-1} \beta^{s+m / 2-2}}{(s-1)!} D^{2 i+2 s-2} G(\alpha \beta x) \mathrm{d} \beta \mathrm{~d} \alpha \\
& -\sum_{i=1}^{\infty} \frac{x^{2 i-1}}{2 \cdot 4^{i-1}(i-1)!(i-1)!} \int_{0}^{1}(1-\alpha)^{i-1} \alpha^{m / 2-1} \\
& \times \sum_{s=1}^{\infty} \frac{(-1)^{s}(\alpha x)^{2 s}}{4^{s} s!} \int_{0}^{1} \frac{(1-\beta)^{s-1} \beta^{s+m / 2-1}}{(s-1)!} D^{2 i+2 s-1} G(\alpha \beta x) \mathrm{d} \beta \mathrm{~d} \alpha \\
& +\sum_{i=1}^{\infty} \frac{x^{2 i}}{4^{i} i!(i-1)!} \int_{0}^{1}(1-\beta)^{i-1} \beta^{m / 2-1} D^{2 i} G(\beta x) \mathrm{d} \beta \\
& -\sum_{i=1}^{\infty} \frac{x^{2 i}}{4^{i} i!(i-1)!} \int_{0}^{1}(1-\alpha)^{i-1} \alpha^{m / 2-1} \\
& \times \sum_{s=1}^{\infty} \frac{(-1)^{s}(\alpha x)^{2 s-1}}{2 \cdot 4^{s-1}(s-1)!} \int_{0}^{1} \frac{(1-\beta)^{s-1} \beta^{s+m / 2-2}}{(s-1)!} D^{2 i+2 s-1} G(\alpha \beta x) \mathrm{d} \beta \mathrm{~d} \alpha \\
& +\sum_{i=1}^{\infty} \frac{x^{2 i}}{4^{i} i!(i-1)!} \int_{0}^{1}(1-\alpha)^{i-1} \alpha^{m / 2-1} \\
& \times \sum_{s=1}^{\infty} \frac{(-1)^{s}(\alpha x)^{2 s}}{4^{s} s!} \int_{0}^{1} \frac{(1-\beta)^{s-1} \beta^{s+m / 2-1}}{(s-1)!} D^{2 i+2 s} G(\alpha \beta x) \mathrm{d} \beta \mathrm{~d} \alpha .
\end{aligned}
$$

Denote by $T_{1}(x)$ the fourth sum of the expression (3.21). Then

$$
\begin{align*}
T_{1}(x)= & \sum_{i=1}^{\infty} \sum_{s=1}^{\infty} \frac{(-1)^{s} x^{2 i+2 s-2}}{4^{i+s-1}(i-1)!(i-1)!(s-1)!(s-1)!}  \tag{3.22}\\
& \times \int_{0}^{1}(1-\alpha)^{i-1} \alpha^{m / 2+2 s-2} \int_{0}^{1}(1-\beta)^{s-1} \beta^{s+m / 2-2} D^{2 i+2 s-2} G(\alpha \beta x) \mathrm{d} \beta \mathrm{~d} \alpha \\
= & \sum_{i=1}^{\infty} \sum_{s=1}^{\infty} \frac{(-1)^{s} x^{2 i+2 s-2}}{4^{i+s-1}(i-1)!(i-1)!(s-1)!(s-1)!} \\
& \times \int_{0}^{1} \alpha(1-\alpha)^{i-1} \int_{0}^{1}(\alpha-\alpha \beta)^{s-1}(\alpha \beta)^{s+m / 2-2} D^{2 i+2 s-2} G(\alpha \beta x) \mathrm{d} \beta \mathrm{~d} \alpha .
\end{align*}
$$

Put $t=\alpha \beta$. Then the repeated integral in (3.22) turns into

$$
\begin{aligned}
\int_{0}^{1}(1-\alpha)^{i-1} & \int_{0}^{\alpha}(\alpha-t)^{s-1} t^{m / 2+s-2} D^{2 i+2 s-2} G(t x) \mathrm{d} t \mathrm{~d} \alpha \\
& =\int_{0}^{1} t^{m / 2+s-2} D^{2 i+2 s-2} G(t x) \int_{t}^{1}(1-\alpha)^{i-1}(\alpha-t)^{s-1} \mathrm{~d} \alpha \mathrm{~d} t \\
& =\frac{(i-1)!(s-1)!}{(s+i-1)!} \int_{0}^{1}(1-t)^{i+s-1} t^{m / 2+s-2} D^{2 i+2 s-2} G(t x) \mathrm{d} t
\end{aligned}
$$

By substituting the resulting expression into (3.22), we have

$$
\begin{aligned}
T_{1}(x) & =\sum_{i=1}^{\infty} \sum_{s=1}^{\infty} \frac{(-1)^{s} x^{2 i+2 s-2}}{4^{i+s-1}(i-1)!} \int_{0}^{1} \frac{(1-t)^{i+s-1} t^{m / 2+s-2}}{(s+i-1)!(s-1)!} D^{2 i+2 s-2} G(t x) \mathrm{d} t \\
& =\sum_{j=2}^{\infty} \sum_{s=1}^{j-1} \frac{(-1)^{s} x^{2 j-2}}{4^{j-1}(j-s-1)!} \int_{0}^{1} \frac{(1-t)^{j-1} t^{s-1}}{(j-1)!(s-1)!} t^{m / 2-1} D^{2 j-2} G(t x) \mathrm{d} t \\
& =-\sum_{j=2}^{\infty} \frac{x^{2 j-2}}{4^{j-1}} \int_{0}^{1} \sum_{s=0}^{j-2} \frac{(-1)^{s} t^{s}}{(j-s-2)!s!} \frac{(1-t)^{j-1}}{(j-1)!} t^{m / 2-1} D^{2 j-2} G(t x) \mathrm{d} t \\
& =-\sum_{j=2}^{\infty} \frac{x^{2 j-2}}{4^{j-1}} \int_{0}^{1} \frac{(1-t)^{j-2}}{(j-2)!} \frac{(1-t)^{j-1}}{(j-1)!} t^{m / 2-1} D^{2 j-2} G(t x) \mathrm{d} t \\
& =-\sum_{j=1}^{\infty} \frac{x^{2 j}}{4^{j}} \int_{0}^{1} \frac{(1-t)^{j-1}}{(j-1)!} \frac{(1-t)^{j}}{j!} t^{m / 2-1} D^{2 j} G(t x) \mathrm{d} t .
\end{aligned}
$$

In a similar way, we also calculate the fifth, seventh and eighth sums in (3.21). Thus, the expression (3.21) turns into

$$
\begin{aligned}
G(x) & -\sum_{i=1}^{\infty} \frac{(-1)^{i} x^{2 i-1}}{2 \cdot 4^{i-1}(i-1)!(i-1)!} \int_{0}^{1}(1-\beta)^{i-1} \beta^{i+m / 2-2} D^{2 i-1} G(\beta x) \mathrm{d} \beta \\
& +\sum_{i=1}^{\infty} \frac{(-1)^{i} x^{2 i}}{4^{i} i!(i-1)!} \int_{0}^{1}(1-\beta)^{i-1} \beta^{i+m / 2-1} D^{2 i} G(\beta x) \mathrm{d} \beta \\
& -\sum_{i=1}^{\infty} \frac{x^{2 i-1}}{2 \cdot 4^{i-1}(i-1)!(i-1)!} \int_{0}^{1}(1-\beta)^{i-1} \beta^{m / 2-1} D^{2 i-1} G(\beta x) \mathrm{d} \beta \\
& -\sum_{i=1}^{\infty} \frac{x^{2 i}}{4^{i}(i-1)!i!} \int_{0}^{1}(1-\beta)^{2 i-1} \beta^{m / 2-1} D^{2 i} G(\beta x) \mathrm{d} \beta \\
& -\sum_{i=1}^{\infty} \frac{x^{2 i-1}}{2 \cdot 4^{i-1}} \int_{0}^{1} \frac{(1-\beta)^{2 i-2}-(1-\beta)^{i-1}}{(i-1)!(i-1)!} \beta^{m / 2-1} D^{2 i-1} G(\beta x) \mathrm{d} \beta \\
& +\sum_{i=1}^{\infty} \frac{x^{2 i}}{4^{i} i!(i-1)!} \int_{0}^{1}(1-\beta)^{i-1} \beta^{m / 2-1} D^{2 i} G(\beta x) \mathrm{d} \beta
\end{aligned}
$$

$$
\begin{aligned}
& +\sum_{i=1}^{\infty} \frac{x^{2 i-1}}{2 \cdot 4^{i-1}} \int_{0}^{1} \frac{(1-\beta)^{2 i-2}-(-\beta)^{i-1}(1-\beta)^{i-1}}{(i-1)!(i-1)!} \beta^{m / 2-1} D^{2 i-1} G(\beta x) \mathrm{d} \beta \\
& +\sum_{i=1}^{\infty} \frac{x^{2 i}}{4^{i}} \int_{0}^{1} \frac{(1-\beta)^{2 i-1}-(1-\beta)^{i-1}-(-\beta)^{i}(1-\beta)^{i-1}}{(i-1)!i!} \beta^{m / 2-1} D^{2 i} G(\beta x) \mathrm{d} \beta
\end{aligned}
$$

which equals $G(x)$. This means that identity (3.8) holds for the functions $f_{j}(x)$.
Therefore, we complete the proof.

## 4. Solutions of generalized Dirac equations in Clifford analysis

4.1. Solutions of the modified Dirac equation. Now we consider the modified Dirac equation in Clifford analysis

$$
\begin{equation*}
(D+\lambda) F(x)=0, \tag{4.1}
\end{equation*}
$$

where $\lambda$ is a real number.

Theorem 4.1. If $G(x)$ is a real analytic function defined in $\Omega_{0}$, then the solution of the equation (4.1) can be written as

$$
\begin{align*}
F(x)= & f_{0}(x)+\sum_{i=1}^{\infty} \frac{(\lambda x)^{2 i}}{4^{i} i!(i-1)!} \int_{0}^{1}(1-\alpha)^{i-1} \alpha^{m / 2-1} f_{0}(\alpha x) \mathrm{d} \alpha  \tag{4.2}\\
& +\sum_{i=1}^{\infty} \frac{(\lambda x)^{2 i-1}}{2 \cdot 4^{i-1}(i-1)!(i-1)!} \int_{0}^{1}(1-\alpha)^{i-1} \alpha^{m / 2-1} f_{0}(\alpha x) \mathrm{d} \alpha
\end{align*}
$$

where

$$
\begin{align*}
f_{0}(x)= & G(x)-\sum_{s=1}^{\infty} \frac{(-1)^{s} x^{2 s-1}}{2 \cdot 4^{s-1}} \int_{0}^{1} \frac{(1-\beta)^{s-1} \beta^{s+m / 2-2}}{(s-1)!(s-1)!} D^{2 s-1} G(\beta x) \mathrm{d} \beta  \tag{4.3}\\
& +\sum_{s=1}^{\infty} \frac{(-1)^{s} x^{2 s}}{4^{s} s!(s-1)!} \int_{0}^{1}(1-\beta)^{s-1} \beta^{s+m / 2-1} D^{2 s} G(\beta x) \mathrm{d} \beta
\end{align*}
$$

Proof. Assume that $G(x)$ is a real analytic function defined in $\Omega_{0}$. Then $D f_{0}(x)=0$ by Theorem 3.2. Furthermore, we have

$$
D_{0}\left(\int_{0}^{1}(1-\alpha)^{i-1} \alpha^{m / 2-1} f_{0}(\alpha x) \mathrm{d} \alpha\right)=0 .
$$

From Lemma 3.2, we can see that

$$
D\left[x^{2 i} \int_{0}^{1}(1-\alpha)^{i-1} \alpha^{m / 2-1} f_{0}(\alpha x) \mathrm{d} \alpha\right]=-2 i x^{2 i-1} \int_{0}^{1}(1-\alpha)^{i-1} \alpha^{m / 2-1} f_{0}(\alpha x) \mathrm{d} \alpha
$$

and

$$
\begin{aligned}
& D\left[x^{2 i-1} \int_{0}^{1}(1-\alpha)^{i-1} \alpha^{m / 2-1} f_{0}(\alpha x) \mathrm{d} \alpha\right] \\
&=-2 x^{2(i-1)} E_{m / 2+i-1} \int_{0}^{1}(1-\alpha)^{i-1} \alpha^{m / 2-1} f_{0}(\alpha x) \mathrm{d} \alpha
\end{aligned}
$$

Differentiating both sides of the equation (4.2), we have

$$
\begin{aligned}
D F(x)= & -\sum_{i=1}^{\infty} \frac{\lambda^{2 i} x^{2 i-1}}{2 \cdot 4^{i-1}(i-1)!(i-1)!} \int_{0}^{1}(1-\alpha)^{i-1} \alpha^{m / 2-1} f_{0}(\alpha x) \mathrm{d} \alpha \\
& -\sum_{i=1}^{\infty} \frac{\lambda^{2 i-1} x^{2(i-1)}}{4^{i-1}(i-1)!(i-1)!} E_{m / 2+i-1} \int_{0}^{1}(1-\alpha)^{i-1} \alpha^{m / 2-1} f_{0}(\alpha x) \mathrm{d} \alpha
\end{aligned}
$$

The second sum in the above expression can be written as

$$
\begin{aligned}
-\lambda E_{m / 2} & \int_{0}^{1} \alpha^{m / 2-1} f_{0}(\alpha x) \mathrm{d} \alpha \\
& -\sum_{i=2}^{\infty} \frac{\lambda^{2 i-1} x^{2(i-1)}}{4^{i-1}(i-1)!} E_{m / 2+i-1} \int_{0}^{1} \frac{(1-\alpha)^{i-1}}{(i-1)!} \alpha^{m / 2-1} f_{0}(\alpha x) \mathrm{d} \alpha \\
= & -\lambda f_{0}(x)-\sum_{i=2}^{\infty} \frac{\lambda^{2 i-1} x^{2(i-1)}}{4^{i-1}(i-1)!(i-2)!} \int_{0}^{1}(1-\alpha)^{i-2} \alpha^{m / 2-1} f_{0}(\alpha x) \mathrm{d} \alpha \\
& -\lambda f_{0}(x)-\sum_{i=1}^{\infty} \frac{\lambda^{2 i+1} x^{2 i}}{4^{i} i!(i-1)!} \int_{0}^{1}(1-\alpha)^{i-1} \alpha^{m / 2-1} f_{0}(\alpha x) \mathrm{d} \alpha .
\end{aligned}
$$

To sum up, we conclude that the function $F(x)$ is a solution of the equation (4.1).
4.2. Solutions of the inhomogeneous Dirac equation. Now we consider the inhomogeneous Dirac equation in Clifford analysis

$$
\begin{equation*}
D g=f(x) \tag{4.4}
\end{equation*}
$$

where $f(x) \in C^{\infty}\left(\Omega_{0}, R_{0, m}\right)$ is a real analytic function.

Theorem 4.2. Suppose that $f(x)$ is a real analytic function defined on $\Omega_{0}$. Then the function $G(x)$ given by

$$
\begin{align*}
G(x)= & \sum_{i=0}^{\infty} \frac{(-1)^{i+1} x^{2 i+1}}{2 \cdot 4^{i} \cdot i!\cdot i!} \int_{0}^{1}(1-\alpha)^{i} \alpha^{m / 2+i-1} D^{2 i} f(\alpha x) \mathrm{d} \alpha  \tag{4.5}\\
& +\sum_{i=0}^{\infty} \frac{(-1)^{i} x^{2(i+1)}}{4^{i+1} \cdot(i+1)!\cdot i!} \int_{0}^{1}(1-\alpha)^{i} \alpha^{m / 2+i} D^{2 i+1} f(\alpha x) \mathrm{d} \alpha
\end{align*}
$$

is a solution of the equation (4.4).
Proof. We seek a real analytic solution of the inhomogeneous Dirac equation (4.4) in $\Omega_{0}$. Suppose that $\Omega_{0}$ is a star domain with center 0 . Then it follows by Theorem 3.2 that

$$
\begin{align*}
G(x)= & f_{0}(x)-\sum_{i=1}^{\infty} \frac{x^{2 i-1}}{2 \cdot 4^{i-1}(i-1)!(i-1)!} \int_{0}^{1}(1-\alpha)^{i-1} \alpha^{m / 2-1} f_{2 i-1}(\alpha x) \mathrm{d} \alpha  \tag{4.6}\\
& +\sum_{i=1}^{\infty} \frac{x^{2 i}}{4^{i} i!(i-1)!} \int_{0}^{1}(1-\alpha)^{i-1} \alpha^{m / 2-1} f_{2 i}(\alpha x) \mathrm{d} \alpha
\end{align*}
$$

where $f_{j}(x)$ are monogenic functions in $\Omega_{0}$ given by the relation

$$
\begin{align*}
f_{j}(x)= & D^{j} G(x)-\sum_{s=1}^{\infty} \frac{(-1)^{s} x^{2 s-1}}{2 \cdot 4^{s-1}} \int_{0}^{1} \frac{(1-\beta)^{s-1} \beta^{s-1}}{(s-1)!(s-1)!} \beta^{m / 2-1} D^{j+2 s-1} G(\beta x) \mathrm{d} \beta  \tag{4.7}\\
& +\sum_{s=1}^{\infty} \frac{(-1)^{s} x^{2 s}}{4^{s}} \int_{0}^{1} \frac{(1-\beta)^{s-1} \beta^{s}}{s!(s-1)!} \beta^{m / 2-1} D^{j+2 s} G(\beta x) \mathrm{d} \beta
\end{align*}
$$

Using (4.6) and (4.7), we obtain

$$
\begin{aligned}
G(x)-f_{0}(x)= & \sum_{s=1}^{\infty} \frac{(-1)^{s} x^{2 s-1}}{2 \cdot 4^{s-1}} \int_{0}^{1} \frac{(1-\beta)^{s-1} \beta^{s-1}}{(s-1)!(s-1)!} \beta^{m / 2-1} D^{2 s-1} G(\beta x) \mathrm{d} \beta \\
& -\sum_{s=1}^{\infty} \frac{(-1)^{s} x^{2 s}}{4^{s}} \int_{0}^{1} \frac{(1-\beta)^{s-1} \beta^{s}}{s!(s-1)!} \beta^{m / 2-1} D^{2 s} G(\beta x) \mathrm{d} \beta \\
= & \sum_{s=0}^{\infty} \frac{(-1)^{s+1} x^{2 s+1}}{2 \cdot 4^{s}} \int_{0}^{1} \frac{(1-\beta)^{s} \beta^{s}}{(s)!(s)!} \beta^{m / 2-1} D^{2 s+1} G(\beta x) \mathrm{d} \beta \\
& +\sum_{s=0}^{\infty} \frac{(-1)^{s} x^{2(s+1)}}{4^{s}} \int_{0}^{1} \frac{(1-\beta)^{s} \beta^{s+1}}{s!(s-1)!} \beta^{m / 2-1} D^{2(s+1)} G(\beta x) \mathrm{d} \beta . \\
= & \sum_{s=0}^{\infty} \frac{(-1)^{s+1} x^{2 s+1}}{2 \cdot 4^{s} \cdot s!\cdot s!} \int_{0}^{1}(1-\alpha)^{s} \alpha^{m / 2+s-1} D^{2 s} f(\alpha x) \mathrm{d} \alpha \\
& +\sum_{s=0}^{\infty} \frac{(-1)^{s} x^{2(s+1)}}{4^{s+1} \cdot(s+1)!\cdot s!} \int_{0}^{1}(1-\alpha)^{s} \alpha^{m / 2+s} D^{2 s+1} f(\alpha x) \mathrm{d} \alpha .
\end{aligned}
$$

The left-hand side of the resulting relation is a solution of the inhomogeneous Dirac equation (4.4); therefore, its right-hand is a solution as well. Thus, we complete the proof.
4.3. Solutions of inhomogeneous poly-Dirac equations. In this section, we investigate the inhomogeneous poly-Dirac equation

$$
\begin{equation*}
D^{k} g=f(x) \tag{4.8}
\end{equation*}
$$

where $f(x) \in C^{\infty}\left(\Omega_{0}, R_{0, m}\right)$ is a real analytic function.
Applying Theorem 4.2, we obtain the following theorem by induction.

Theorem 4.3. Suppose that $f(x) \in C^{\infty}\left(\Omega_{0}, R_{0, m}\right)$ is a real analytic function. Then the function $G(x)$ given by

$$
\begin{aligned}
G(x)= & \sum_{i=0}^{\infty} \frac{(-1)^{i+k} x^{2 i+k}}{2^{k} \cdot 4^{i} \cdot i!\cdot(i+k-1)!} \int_{0}^{1}(1-\alpha)^{i+k-1} \alpha^{m / 2+i-1} D^{2 i} f(\alpha x) \mathrm{d} \alpha \\
& +\sum_{i=0}^{\infty} \frac{(-1)^{i+k-1} x^{2 i+k+1}}{2^{k+1} \cdot 4^{i} \cdot(i+k)!\cdot i!} \int_{0}^{1}(1-\alpha)^{i+k-1} \alpha^{m / 2+i} D^{2 i+1} f(\alpha x) \mathrm{d} \alpha
\end{aligned}
$$

is a solution of the equation (4.8).
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