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K Y B E R N E T I K A — V O L U M E 5 5 ( 2 0 1 9 ) , N U M B E R 4 , P A G E S 6 4 1 – 6 6 7

CONSTRUCTION METHODS FOR IMPLICATIONS
ON BOUNDED LATTICES

M. Nesibe Kesicioğlu

In this paper, the ordinal sum construction methods of implications on bounded lattices
are studied. Necessary and sufficient conditions of an ordinal sum for obtaining an implication
are presented. New ordinal sum construction methods on bounded lattices which generate
implications are discussed. Some basic properties of ordinal sum implications are studied.

Keywords: ordinal sum, implication, bounded lattice

Classification: 03E72, 03B52

1. INTRODUCTION

In fuzzy logic, fuzzy implications having a significant role in many applications, such
as fuzzy control, approximate reasoning, and decision support systems [2, 8, 18, 19, 24]
are one of the most important operations whose truth values belong to the unit interval
[0, 1]. This is the reason to built and investigate new families of implications. In the
literature, there are some methods to generate new families of aggregation operators.
In this sense, the ordinal sum construction method is one of the most commonly used
generating methods for such operators. For more results on ordinal sum of triangular
norms, triangular conorms, uninorms, fuzzy implications on the unit interval [0, 1], see
[2, 5, 6, 11, 14, 16, 21, 22, 23, 26, 27].

Introducing and researching of logical operators on more general structures than
the unit interval [0, 1] have become topics of interest to many researchers [3, 17]. In
this context, the ordinal sum of logical operators on bounded lattices, like t-norms,
t-conorms, uninorms, copulas, has been studied by researchers [10, 20, 25]. In [26],
the ordinal sum of implications on [0, 1] has been introduced similar to the concept to
the ordinal sum of t-norms and the properties of ordinal sum implications have been
investigated. As it can be seen in [26], the introduced function for the ordinal sum of
implications on [0, 1] has been shown to be an implication under a special condition.
This means that the construction method need not generate a fuzzy implication on [0, 1]
without the additional conditions. In [1, 5, 6], new ordinal sum construction methods
for fuzzy implication which generate fuzzy implications have been proposed.
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Even though, the ordinal sum construction successes to preserve the logical structures
on the unit interval, they may fail on bounded lattices as seen in [20, 25].

In the present paper, based on [5, 6], the ordinal sum construction methods of impli-
cations on bounded lattices are studied. The paper is organized as follows. In Section 2,
we review some basic concepts and notations which will be used in the paper. In Section
3, we introduce the ordinal sum of implications on bounded lattices and investigate the
introduced function yields again an implication on the lattice under which conditions.
We present necessary and sufficient conditions for an ordinal sum being an implication
on a bounded lattice. In Section 4, we propose new ordinal sum construction methods
for implications on bounded lattices which generate implications. We investigate some
properties of ordinal sum implications.

2. NOTATIONS, DEFINITIONS AND A REVIEW OF PREVIOUS RESULTS

In this section, we recall some basic notions and results.
Throughout the paper we will use the notation (L,≤, 0, 1) for a bounded lattice. For

any a, b ∈ L if a and b are not comparable, we will denote this case by a‖b. For any
a, b ∈ L with a ≤ b, a subinterval [a, b] of L is defined as

[a, b] = {x ∈ L| a ≤ x ≤ b}.

Similarly, (a, b] = {x ∈ L| a < x ≤ b}, [a, b) = {x ∈ L| a ≤ x < b} and (a, b) = {x ∈ L|
a < x < b}.

Definition 2.1. (Baczyński and Jayaram [2]) A function I : L2 → L on a bounded
lattice (L,≤, 0, 1) is called an implication if it satisfies the following conditions:

(I1) I is a decreasing operation on the first variable, that is, for every a, b ∈ L with
a ≤ b, I(b, y) ≤ I(a, y) for all y ∈ L.

(I2) I is an increasing operation on the second variable, that is, for every a, b ∈ L with
a ≤ b, I(x, a) ≤ I(x, b) for all x ∈ L.

(I3) I(0, 0) = 1.

(I4) I(1, 1) = 1.

(I5) I(1, 0) = 0.

Example 2.2. (Baczyński and Jayaram [2]) The following are well-known implications
on the unit interval [0, 1].

ILK(x, y) = min(1, 1− x + y), IRC(x, y) = 1− x + xy,

IKD(x, y) = max(1− x, y), IGD(x, y) =

{
1 x ≤ y,
y x > y,

IGG(x, y) =

{
1 x ≤ y,
y
x x > y,

IRS(x, y) =

{
1 x ≤ y,
0 x > y,
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IY G(x, y) =

{
1 x = 0 and y = 0,
yx x > 0 or y > 0,

IWB(x, y) =

{
1 x < 1,
y x = 1,

IFD(x, y) =

{
1 x ≤ y,
max(1− x, y) x > y.

The least and the greatest implications are respectively given by:

I0(x, y) =

{
1 x = 0 or y = 1,
0 x > 0 and y < 1,

I1(x, y) =

{
1 x < 1 or y > 0,
0 x = 1 and y = 0.

Definition 2.3. (Baczyński and Jayaram [2], Kesicioğlu and Mesiar [13], Ma and Wu
[17]) Let (L,≤, 0, 1) be a bounded lattice. A decreasing function N : L → L is called
a negation if N(0) = 1 and N(1) = 0. A negation N on L is called strong if it is an
involution, i. e., N(N(x)) = x, for all x ∈ L.

The weakest and strongest negations on L are given by respectively

ND1(x) =

{
0 x 6= 0,
1 x = 0,

ND2(x) =

{
1 x 6= 1,
0 x = 1.

The natural negation of an implication I on a bounded lattice is the function NI :
L→ L defined by NI(x) = I(x, 0), for all x ∈ L.

Definition 2.4. (Baczyński and Jayaram [2]) An implication I on L is said to satisfy

(i) the left neutrality property, if

I(1, y) = y, y ∈ L; (NP)

(ii) the identity principle, if

I(x, x) = 1, x ∈ L; (IP)

(iii) the order principle, if

I(x, y) = 1 ⇐⇒ x ≤ y, x, y ∈ L; (OP)

(iv) exchange principle, if

I(x, I(y, z)) = I(y, I(x, z)), x, y, z ∈ L; (EP)

(v) consequent boundary, if

I(x, y) ≥ y, x, y ∈ L. (CB)

Definition 2.5. (Su et al. [26]) Let {Ik}k∈A be a family of implications on [0, 1] and
{[ak, bk]}k∈A be a family of pairwise disjoint close subintervals of [0, 1] with 0 < ak < bk
for all k ∈ A, where A is a finite or infinite index set. Define the mapping I : [0, 1]2 →
[0, 1] given by

I(x, y) =

{
ak + (bk − ak)Ik( x−ak

bk−ak
, y−ak

bk−ak
) x, y ∈ [ak, bk],

IGD(x, y) otherwise,
(1)

is called an ordinal sum of fuzzy implications {Ik}k∈A.
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The next theorem characterizes the ordinal sum I given by (1) as a fuzzy implication

Theorem 2.6. (Su et al. [26]) Let {Ik}k∈A be a family of implications on [0, 1]. Then
I given by (1) in Definition 2.5 is a fuzzy implication if and only if Ik satisfies (CB)
whenever k ∈ A and bk < 1.

As we can see easily, every fuzzy implication can not be used to generate a fuzzy
implication in the sense of (1). Thus, Drygaś and Król [5] introduced the ordinal sum
of any fuzzy implications having no additional conditions which generate again a fuzzy
implication.

Definition 2.7. (Drygaś and Król [5]) Let {Ik}k∈A be a family of implications on
[0, 1] and {[ak, bk]}k∈A be a family of pairwise disjoint close subintervals of [0, 1] with
0 < ak < bk for all k ∈ A, where A is a finite or countably infinite index set. Let us
consider an operation I : [0, 1]2 → [0, 1] given by the following formula

I(x, y) =

{
ak + (bk − ak)Ik( x−ak

bk−ak
, y−ak

bk−ak
) x, y ∈ [ak, bk],

IRS(x, y) otherwise.
(2)

Then, the operation I given by (2) is a fuzzy implication.

3. ORDINAL SUM OF IMPLICATIONS ON BOUNDED LATTICE

In this section, we introduce the ordinal sum of implications on bounded lattices based
on [5]. We give some counterexample to show that the introduced function need not be
an implication on a bounded lattice. We present necessary and sufficient conditions for
an ordinal sum being an implication on a bounded lattice.

Definition 3.1. Let (L,≤, 0, 1) be a bounded lattice and A be an index set. Let
([ai, bi])i∈A be a family of pairwise disjoint subinterval of L with 0 < ai < bi for all
i ∈ A and (I [ai,bi])i∈A a family of implications on the corresponding intervals ([ai, bi])i∈A.
Then, the ordinal sum I1 = (〈ai, bi, I [ai,bi]〉)i∈A : L2 → L is given by

I1(x, y) =

{
I [ai,bi](x, y) x, y ∈ [ai, bi],
(IRS)1(x, y) otherwise,

(3)

where (IRS)1(x, y) =

{
0 x > y,
1 otherwise.

Definition 3.2. Let (L,≤, 0, 1) be a bounded lattice and A be an index set. Let
([ai, bi])i∈A be a family of pairwise disjoint subinterval of L with 0 < ai < bi for all
i ∈ A and (I [ai,bi])i∈A a family of implications on the corresponding intervals ([ai, bi])i∈A.
Then, the ordinal sum I2 = (〈ai, bi, I [ai,bi]〉)i∈A : L2 → L is given by

I2(x, y) =

{
I [ai,bi](x, y) x, y ∈ [ai, bi],
(IRS)2(x, y) otherwise,

(4)

where (IRS)2(x, y) =

{
1 x ≤ y,
0 otherwise.
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Remark 3.3. Let (L,≤, 0, 1) be a bounded lattice.

(i) Note that the functions (IRS)1 and (IRS)2 given in Definition 3.1 and Definition
3.2 are obviously implications on a bounded lattice L. Now, let us verify that
(IRS)2 is an implication.

(I1) Let x1 ≤ x2 for x1, x2 ∈ L. For any y ∈ L, if x2 ≤ y, then (IRS)2(x1, y) =
1 = (IRS)2(x2, y). If x2 > y or x2||y, then (IRS)2(x2, y) = 0 ≤ (IRS)2(x1, y).
Then, (IRS)2 is a decreasing function in the first variable.

(I2) Let y1 ≤ y2 for y1, y2 ∈ L. For any x ∈ L, if x ≤ y1, since y1 ≤ y2, we have
that (IRS)2(x, y1) = 1 = (IRS)2(x, y2). If x > y1 or x||y1, then it is clear that
(IRS)2(x, y1) = 0 ≤ (IRS)2(x, y2). Then, (IRS)2 is an increasing function in
the second place.

Also, it is obvious that (IRS)2(0, 0) = (IRS)2(1, 1) = 1 and (IRS)2(1, 0) = 0. Thus,
(IRS)2 is an implication on L.

Similarly, it can be easily seen that (IRS)1 is an implication on a bounded lattice L.

(ii) Even though the functions given by (3) and (4) are implications on the unit interval
[0, 1], they need not be implications on any bounded lattices. We shall give the
following examples.

Example 3.4. Let (L = {0, a, b, c, d, e, 1},≤, 0, 1) be a bounded lattice whose lattice
diagram is as in Figure 1:

a

0

c

e

b

d

1

Fig. 1. (L,≤).

Define the function I
′

: [a, b]2 → [a, b] as in Table 1:
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I
′

a c e b
a b b b b
c b b b b
e b b b b
b a c e b

Tab. 1. The function I
′
.

It can be easily seen that I
′

is an implication on [a, b]. But, the function I : L2 → L
defined by

I(x, y) =

{
I

′
(x, y) x, y ∈ [a, b],

(IRS)2(x, y) otherwise,

is not an implication on L. Indeed, as seen in Table 1, I(e, c) = I
′
(e, c) = b and

I(e, d) = (IRS)2(e, d) = 0. Even though c ≤ d, I(e, c) = b � 0 = I(e, d). That is, I is
not an increasing function in the second variable.

Example 3.5. Let (L = {0, a, b, c, d, 1},≤, 0, 1) be a bounded lattice depicted in Fig-
ure 2:

0

a
b

cd

1

Fig. 2. (L,≤).

Define the function I
′

: [a, 1]2 → [a, 1] as in Table 2:

I
′

a d c 1
a 1 1 1 1
d a 1 a 1
c a a 1 1
1 a a a 1

Tab. 2. The function I
′
.
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Obviously, it can be seen that I
′

is an implication on [a, 1]. Let us consider the
function I : L2 → L given by

I(x, y) =

{
I

′
(x, y) x, y ∈ [a, 1],

(IRS)1(x, y) otherwise.

As seen in Figure 2, b ≤ c. Since I(d, b) = (IRS)1(d, b) = 1 and I(d, c) = I
′
(d, c) = a, I

is not an increasing function in the second variable. Then, I is not an implication on L.

Theorem 3.6. Let (L,≤, 0, 1) be a bounded lattice. The function I given by (4) is an
implication on L iff the following conditions hold:

(i) For all x ∈ L, x is comparable to ai when it is comparable to bi.

(ii) For all x ∈ L, x is comparable to bi when it is comparable to ai.

P r o o f .
:⇒ Let I be an implication on L. Suppose that there exists an element x ∈ L such

that it is comparable to ai for some i ∈ A, but not to bi. If x < ai, it would be x < bi
since ai < bi, a contradiction. Then, it must be x ≥ ai. Since I is an implication, it is
increasing in the second variable. That is, for every y ∈ L, I(y, ai) ≤ I(y, x). Especially,
if we take y = bi, it must be

I(bi, ai) ≤ I(bi, x).

Since I(bi, x) = (IRS)2(bi, x) = 0, we have that I(bi, ai) = 0. Since ai ≤ I [ai,bi](bi, ai) =
I(bi, ai) = 0, it must be ai = 0, which contradicts that for all i ∈ A, ai > 0. Thus, each
element compared to ai must be also comparable to bi.

Now, assume that there exists an element x ∈ L compared to bi but not to ai. If
x > bi, it would be x > bi > ai, which is a contradiction. Then, it must be x ≤ bi. Since
I is decreasing in the first place, I(bi, ai) ≤ I(x, ai). Thus, we have that

ai ≤ I [ai,bi](bi, ai) ≤ I(x, ai) = (IRS)2(x, ai) = 0,

which is ai = 0. This is a contradiction to ai > 0 for all i. Thus, each element compared
to bi must be also comparable to ai.
⇐: Suppose that the conditions (i) and (ii) hold. Let us show that the function I

given by (4) is an implication. It is clear that I(0, 0) = (IRS)2(0, 0) = 1 and I(1, 0) =
(IRS)2(1, 0) = 0.

Let bi = 1 for some i ∈ A. Then,

I(1, 1) = I [ai,bi](1, 1) = 1.

If bi 6= 1 for all i ∈ A, then

I(1, 1) = (IRS)2(1, 1) = 1.

Now, let us show that I is decreasing in the first place under the conditions (i) and (ii).
(I1) Let x1 ≤ x2 for x1, x2 ∈ L.
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1. If y 6∈ [ai, bi] for all i ∈ A, then

I(x1, y) = (IRS)2(x1, y) ≥ (IRS)2(x2, y) = I(x2, y).

2. Suppose that y ∈ [ai, bi] for some i ∈ A.
2.1. Let x1 ∈ [ai, bi]. Then, ai ≤ x1 ≤ x2. Since x2 is comparable to ai, by (ii)

it is also comparable to bi. Thus, either x2 ≤ bi or x2 > bi. If x2 ≤ bi, then it is clear
that

I(x1, y) = I [ai,bi](x1, y) ≥ I [ai,bi](x2, y) = I(x2, y).

Let x2 > bi. Since x2 > bi ≥ y, we have that

I(x2, y) = (IRS)2(x2, y) = 0 ≤ I [ai,bi](x1, y) = I(x1, y).

2.2. Let x1 6∈ [ai, bi]. Suppose that x2 ∈ [ai, bi]. Since x1 ≤ x2 ≤ bi, x1 is
comparable to bi. By (i), x1 is comparable to ai. Since x1 6∈ [ai, bi], it must be x1 < ai.
Thus, x1 < ai < y, whence it is obtained that

I(x1, y) = (IRS)2(x1, y) = 1 ≥ I [ai,bi](x2, y) = I(x2, y).

Let x2 6∈ [ai, bi]. Then, it is clear that

I(x1, y) = (IRS)2(x1, y) ≥ (IRS)2(x2, y) = I(x2, y).

Thus, I is decreasing in the first variable.
(I2) Let y1 ≤ y2 for y1, y2 ∈ L.

1. If x 6∈ [ai, bi] for all i ∈ A, then

I(x, y1) = (IRS)2(x, y1) ≤ (IRS)2(x, y2) = I(x, y2).

2. Suppose that x ∈ [ai, bi] for some i.
2.1. Let y1 ∈ [ai, bi]. Since ai ≤ y1 ≤ y2, y2 is comparable to ai. By (ii), y2 is

comparable to bi. Then, either y2 ≤ bi or y2 > bi. Suppose that y2 ≤ bi. Then, we have
that

I(x, y1) = I [ai,bi](x, y1) ≤ I [ai,bi](x, y2) = I(x, y2).

Let y2 > bi. Since y2 > bi ≥ x, it is obtained that

I(x, y2) = (IRS)2(x, y2) = 1 ≥ I [ai,bi](x, y1) = I(x, y1).

2.2. Let y1 6∈ [ai, bi]. Suppose that y2 ∈ [ai, bi]. Since y1 ≤ y2 ≤ bi and y1
is comparable to bi, by (i) y1 is comparable to ai. Also, since y1 6∈ [ai, bi], it must be
y1 < ai. From y1 < ai ≤ x, we have that

I(x, y1) = (IRS)2(x, y1) = 0 ≤ I [ai,bi](x, y2) = I(x, y2).

Let y2 6∈ [ai, bi]. Then, we have that

I(x, y1) = (IRS)2(x, y1) ≤ (IRS)2(x, y2) = I(x, y2).

Thus, I is increasing in the second place. Hence, I is an implication on L. �

Similar assertions are also true for the function I given by (3). Let us look at the
next theorem.



Construction methods for implications on bounded lattices 649

Theorem 3.7. Let (L,≤, 0, 1) be a bounded lattice. If the following conditions

(i) For all x ∈ L, x is comparable to ai when it is comparable to bi.

(ii) For all x ∈ L, x is comparable to bi when it is comparable to ai.

hold, the function I given by (3) is an implication on L. Conversely, if I given by (3) is
an implication with for all i ∈ A, bi 6= 1, the conditions (i) and (ii) are satisfied.

P r o o f . If I satisfies the conditions (i) and (ii), then it can be shown that I is an
implication in a similar way to the proof of Theorem 3.6.

Let I given by (3) be an implication with bi 6= 1 for all i ∈ A. Suppose that there
exists an element x ∈ L such that it is comparable to ai for some i ∈ A, but not to bi.
If x < ai, it would be x < bi since ai < bi, a contradiction. Then, it must be x ≥ ai.
Since I is decreasing in the first variable, for all y ∈ L, I(x, y) ≤ I(ai, y). Especially, if
we take y = bi, we have that 1 = (IRS)1(x, bi) = I(x, bi) ≤ I(ai, bi) = I [ai,bi](ai, bi) = bi,
whence bi = 1, contradiction.

Assume that there exists an element x ∈ L such that it is comparable to bi for some
i ∈ A, but not to ai. Then, it must be x ≤ bi. Since I is increasing in the second place,
I(y, x) ≤ I(y, bi). Especially, if we take y = ai, we would have bi = 1, contradiction.

�

In Theorem 3.7, if we move the condition bi 6= 1 for all i, we can find an example for
implications in shape of (3) need not satisfy (i) and (ii).

Example 3.8. Consider the lattice L = {0, a, b, 1} with 0 < a < 1, 0 < b < 1 and a‖b.
Take the function defined by

I(x, y) =

{
I1(x, y) x, y ∈ [a, 1],
(IRS)1(x, y) otherwise,

where I1 is given by Table 3:

I1 a 1
a 1 1
1 a 1

Tab. 3. The function I1.

Obviously, I is an implication but the condition (i) in Theorem 3.7 does not satisfy.

Proposition 3.9. Let (L,≤, 0, 1) be a bounded lattice, a ∈ L \ {0, 1} and I
′

be an
implication on the corresponding interval [a, 1]. If a is a co-atom, then the function
I : L2 → L defined by

I(x, y) =

{
I

′
(x, y) x, y ∈ [a, 1],

(IRS)1(x, y) otherwise

is an implication on L.
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If a is not a co-atom, the function I given in Proposition 3.9 need not be an implica-
tion. Let us look at the following example.

Example 3.10. Let L be a bounded lattice as in Figure 3:

0

c

a

b

d

1

Fig. 3. (L,≤).

Consider the function I1 : [a, 1]2 → [a, 1] defined in Table 4

I1 a b d 1
a 1 1 1 1
b d d d 1
d b d d 1
1 a b d 1

Tab. 4. The function I1.

It is clear that I1 is an implication on [a, 1]. Although c ≤ d,

I(b, c) = (IRS)1(b, c) = 1 � d = I1(b, d) = I(b, d),

whence I is not an implication on L.

4. SOME CONSTRUCTION METHODS FOR IMPLICATIONS ON BOUNDED
LATTICES

By the methods given in the previous section, we see that an implication is generated
by implications I [ai,bi] on the corresponding subintervals [ai, bi] such that each element
in L compared to ai is also comparable to bi, and vice versa.

In this section, we give some construction methods for implications whose summands
are implications I [ai,bi] on the corresponding subintervals [ai, bi] such that each compa-
rable element to ai need not to be comparable to bi, and vice versa. The importance of
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Proposition 4.3 and Theorem 4.5 comes from their applicability to any bounded lattice
since any bounded lattice has the top element which is comparable to each element.

In this paper, denote by L the set of all comparable elements to each element of L.
Then,

L = {x ∈ L| x ≤ y or y ≤ x for every y ∈ L}.

Proposition 4.1. Let (L,≤, 0, 1) be a bounded lattice, A be an index set. Let ([ai, bi])i∈A
be a family of pairwise disjoint subintervals of L with 0 < ai < bi, for all i ∈ A and
(I [ai,bi])i∈A a family of implications on the corresponding intervals ([ai, bi])i∈A. If ai ∈ L,
then

I(x, y) =

 I [ai,bi](x, y) x, y ∈ [ai, bi],
(IRS)1(x, y) x ∈ [ai, bi] and y 6∈ [ai, bi],
(IRS)2(x, y) otherwise,

is an implication on L.

P r o o f .
• Since ai 6= 0 for all i ∈ A, I(0, 0) = (IRS)2(0, 0) = 1.
• Let bi = 1 for some i ∈ A. Then,

I(1, 0) = (IRS)1(1, 0) = 0.

If bi 6= 1 for all i ∈ A, then we have that

I(1, 0) = (IRS)2(1, 0) = 0.

• Suppose that bi = 1 for some i ∈ A. Then,

I(1, 1) = I [ai,1](1, 1) = 1.

Let bi 6= 1 for all i ∈ A. Then,

I(1, 1) = (IRS)2(1, 1) = 1.

Now, let us verify that I satisfies the conditions (I1) and (I2).
(I2) Let y1 ≤ y2 for y1, y2 ∈ L.

1. Suppose that x 6∈ [ai, bi] for all i ∈ A. Then,

I(x, y1) = (IRS)2(x, y1) ≤ (IRS)2(x, y2) = I(x, y2).

2. Let x ∈ [ai, bi] for some i ∈ A.
2.1. Let y2 ∈ [ai, bi].

2.1.1. If y1 ∈ [ai, bi], then

I(x, y1) = I [ai,bi](x, y1) ≤ I [ai,bi](x, y2) = I(x, y2).

2.1.2. Let y1 6∈ [ai, bi]. Since ai is comparable to each element of L, either
y1 ≥ ai or y1 < ai. If y1 ≥ ai, it would be ai ≤ y1 ≤ y2 ≤ bi, which is a contradiction
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since y1 6∈ [ai, bi]. Then, it must be y1 < ai. It follows y1 < x from ai ≤ x. Thus, we
obtain that

I(x, y1) = (IRS)1(x, y1) = 0 ≤ I [ai,bi](x, y2) = I(x, y2).

2.2. Let y2 6∈ [ai, bi].
2.2.1. If y1 6∈ [ai, bi], then

I(x, y1) = (IRS)1(x, y1) ≤ (IRS)1(x, y2) = I(x, y2).

2.2.2. Let y1 ∈ [ai, bi]. If x > y2, it would be y2 ∈ [ai, bi] since ai ≤ y1 ≤ y2 <
x ≤ bi, a contradiction. Then, we have that

I(x, y2) = (IRS)1(x, y2) = 1 ≥ I [ai,bi](x, y1) = I(x, y1).

Thus, I is increasing in the second variable.
(I1) Let x1 ≤ x2 for x1, x2 ∈ L.

1. Suppose that y ∈ [ai, bi] for some i ∈ A.
1.1. Let x2 ∈ [ai, bi].

1.1.1. If x1 ∈ [ai, bi], then

I(x1, y) = I [ai,bi](x1, y) ≥ I [ai,bi](x2, y) = I(x2, y).

1.1.2. Let x1 6∈ [ai, bi]. Since ai is comparable to each element of L, ai ≤ x1 or
x1 < ai. If ai ≤ x1, it would be x1 ∈ [ai, bi] from x1 ≤ x2 ≤ bi, a contradiction. Then,
x1 < ai. Since x1 < ai ≤ y, we have that

I(x1, y) = (IRS)2(x1, y) = 1 ≥ I [ai,bi](x2, y) = I(x2, y).

1.2. Let x2 6∈ [ai, bi].
1.2.1. If x1 6∈ [ai, bi], then

I(x1, y) = (IRS)2(x1, y) ≥ (IRS)2(x2, y) = I(x2, y).

1.2.2. Let x1 ∈ [ai, bi]. If x2 ≤ y, it would be x2 ∈ [ai, bi] from ai ≤ x1 ≤ x2 ≤
y ≤ bi, a contradiction. Then, it is not possible the case x2 ≤ y. Thus,

I(x2, y) = (IRS)2(x2, y) = 0 ≤ I [ai,bi](x1, y) = I(x1, y)

is obtained.
2. Let y 6∈ [ai, bi] for all i ∈ A.

2.1. Let x2 ∈ [aj , bj ] for some j ∈ A.
2.1.1. If x1 ∈ [aj , bj ], then it is clear that

I(x1, y) = (IRS)1(x1, y) ≥ (IRS)1(x2, y) = I(x2, y).

2.1.2. Let x1 6∈ [aj , bj ]. Since aj is comparable to each element of L, either
x1 ≥ aj or x1 < aj . If x1 ≥ aj , it would be x1 ∈ [aj , bj ] from aj ≤ x1 ≤ x2 ≤ bj , a
contradiction. Then, it must be x1 < aj . On the other hand, by the comparability of
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aj , either aj ≤ y or y < aj . If aj ≤ y, then x1 < y since x1 < aj ≤ y. In this case, it is
clear that

I(x1, y) = (IRS)2(x1, y) = 1 ≥ I(x2, y).

Let y < aj . Since y < aj ≤ x2, we have that

I(x2, y) = (IRS)1(x2, y) = 0 ≤ I(x1, y).

2.2 Let x2 6∈ [aj , bj ] for all j ∈ A.
2.2.1. Suppose that x1 ∈ [ai, bi] for some i ∈ A. Since ai ∈ L, either ai ≤ y or

ai > y. Let ai ≤ y. If y < x1, it would be y ∈ [ai, bi] since y < x1 < bi, a contradiction.
That is, it is not possible the case y < x1. Then,

I(x1, y) = (IRS)1(x1, y) = 1 ≥ I(x2, y)

holds. Let y < ai. Since y < ai ≤ x1 ≤ x2, we have that

I(x1, y) = (IRS)1(x1, y) = 0 = (IRS)2(x2, y) = I(x2, y).

2.2.2. Let x1 6∈ [ai, bi] for all i ∈ A. Then,

I(x1, y) = (IRS)2(x1, y) ≥ (IRS)2(x2, y) = I(x2, y).

Then, I is a decreasing function in the first place. Thus, I is an implication on L.
�

The converse of Proposition 4.1 need not be true. Let us investigate the following
example.

Example 4.2. Let (L,≤, 0, 1) be a bounded lattice whose lattice diagram is displayed
in Figure 4:

0

a b

c

1

Fig. 4. (L,≤, 0, 1).

Consider the function I1 : [b, c]2 → [b, c] defined as Table 5:
Obviously, the function I1 is an implication on [b, c]. Take the function I : L2 → L
defined as

I(x, y) =

 I1(x, y) x, y ∈ [b, c],
(IRS)1(x, y) x ∈ [b, c] and y 6∈ [b, c],
(IRS)2(x, y) otherwise.

Even though, b is not comparable to each element of L, I is an implication on L.
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I1 b c
b c c
c b c

Tab. 5. The function I1.

Proposition 4.3. Let (L,≤, 0, 1) be a bounded lattice, A be an index set. Let ([ai, bi])i∈A
be a family of pairwise disjoint subintervals of L with 0 < ai < bi, for all i ∈ A and
(I [ai,bi])i∈A a family of implications on the corresponding intervals ([ai, bi])i∈A. If bi ∈ L,
then

I(x, y) =

 I [ai,bi](x, y) x, y ∈ [ai, bi],
(IRS)1(x, y) x 6∈ [ai, bi] and y ∈ [ai, bi],
(IRS)2(x, y) otherwise,

is an implication on L.

P r o o f . The proof is similar to Proposition 4.1.
�

Similarly, the converse of Proposition 4.3 may fail. Look at the following example.

Example 4.4. Take the same lattice (L,≤, 0, 1) and the same implication I1 in Example
4.2. Even though c is not comparable to each element of L, it is clear that the function
given as

I(x, y) =

 I1(x, y) x, y ∈ [b, c],
(IRS)1(x, y) x 6∈ [b, c] and y ∈ [b, c],
(IRS)2(x, y) otherwise,

is an implication on L.

As a generalization of the methods given in Proposition 4.1 and Proposition 4.3,
we give the following construction method. Note that, this method can be applied to
any bounded lattices since they have the top elements 1 which is comparable to each
elements of bounded lattices.

Theorem 4.5. Let (L,≤, 0, 1) be a bounded lattice, A be an index set. Let ([ai, bi])i∈A
be a family of pairwise disjoint subintervals of L with 0 < ai < bi such that ai ∈ L
or bi ∈ L. Let (I [ai,bi])i∈A be a family of implications on the corresponding intervals
([ai, bi])i∈A. Then,

I(x, y) =


I [ai,bi](x, y) x, y ∈ [ai, bi],
(IRS)1(x, y) (ai ∈ L, x ∈ [ai, bi] and y 6∈ [ai, bi])

or (bi ∈ L, x 6∈ [ai, bi] and y ∈ [ai, bi]),
(IRS)2(x, y) otherwise,

(5)

is an implication on L.
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P r o o f . Let us verify the axioms of implications.
(I2) Let y1 ≤ y2 for y1, y2 ∈ L.

1. Suppose that x ∈ [ai, bi] for some i ∈ A.
1.1. Let y2 ∈ [ai, bi].

1.1.1. If y1 ∈ [ai, bi], then it is clear that

I(x, y1) ≤ I(x, y2).

1.1.2. Let y1 6∈ [ai, bi]. If ai ∈ L or bi ∈ L, then it is clear that I(x, y1) ≤
I(x, y2) by (I2) with the case 2.1.2 in Proposition 4.1 and Proposition 4.3, respectively.

1.2. Let y2 6∈ [ai, bi].
1.2.1. Suppose that y1 ∈ [ai, bi]. If ai ∈ L or bi ∈ L, then it is clear that

I(x, y1) ≤ I(x, y2) by (I2) with the case 2.2.2 in Proposition 4.1 and Proposition 4.3,
respectively.

1.2.2. Let y1 6∈ [ai, bi]. If ai ∈ L or bi ∈ L, then it is clear that I(x, y1) ≤
I(x, y2) by (I2) with the case 2.2.1 in Proposition 4.1 and Proposition 4.3, respectively.

2. Let x 6∈ [ai, bi] for all i ∈ A.
2.1. Let y2 ∈ [aj , bj ] for some j ∈ A.

2.1.1. Suppose that y1 ∈ [aj , bj ]. If aj ∈ L or bj ∈ L, then it is clear
that I(x, y1) ≤ I(x, y2) by (I2) with the case 2 in Proposition 4.1 and Proposition 4.3,
respectively.

2.1.2. Let y1 ∈ [ak, bk], for k ∈ A with k 6= j.
• Let aj ∈ L. Then, aj < ak or ak < aj . If aj < ak, since aj < ak ≤ y1 ≤

y2 ≤ bj , we have that ak ∈ [aj , bj ]∩ [ak, bk] 6= ∅, contradiction. Thus, it must be ak < aj ,
whence ak < aj < bj .

•• Let bk ∈ L. Then, bk > aj or aj > bk. If bk > aj , since ak < aj < bk,
aj ∈ [ak, bk] ∩ [aj , bj ] 6= ∅, a contradiction. Then, it must be bk < aj , whence we have
that ak ≤ y1 ≤ bk < aj ≤ y2 ≤ bj . Since aj , bk ∈ L and bk < aj , there are three possible
cases for any x ∈ L: aj < x or bk < x < aj or x < bk < aj .

Let aj < x. Since x > aj > y1, we have that

I(x, y1) = (IRS)1(x, y1) = 0 ≤ (IRS)2(x, y2) = I(x, y2).

Let bk < x < aj . Since y1 ≤ bk < x < aj ≤ y2, it is clear that

I(x, y1) = (IRS)1(x, y1) = 0 ≤ I(x, y2).

Let x < bk. Since x < bk < aj < y2, we have that

I(x, y1) ≤ 1 = (IRS)2(x, y2) = I(x, y2).

•• Let ak ∈ L. In this case, it is obvious the condition by (I2) with the
case 2 in Proposition 4.1.

• Let bj ∈ L.
•• If bk ∈ L, then it is clear that I(x, y1) ≤ I(x, y2) by Proposition 4.3.
•• Let ak ∈ L. If x > y2, then I(x, y1) = (IRS)2(x, y1) = 0 =

(IRS)1(x, y2) = I(x, y2). Otherwise, I(x, y2) = (IRS)1(x, y2) = 1 ≥ (IRS)2(x, y1) =
I(x, y1) is satisfied.
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2.1.3. Let y1 6∈ [ai, bi] for all i ∈ A. If aj ∈ L, we obtain that I(x, y2) =
(IRS)2(x, y2) ≥ (IRS)2(x, y1) = I(x, y1) by (I2) with the case 2 in Proposition 4.1. Let
bj ∈ L. By Proposition 4.3, the condition is clear.

2.2. Let y2 6∈ [aj , bj ] for all j ∈ A.
2.2.1. Suppose that y1 ∈ [ai, bi] for some i. If ai ∈ L or bi ∈ L, the condition

holds by (I2) with the case 2 in Proposition 4.1 and Proposition 4.3, respectively.
2.2.2. Let y1 6∈ [ai, bi] for all i ∈ A. Then, it is clear that

I(x, y1) = (IRS)2(x, y1) ≤ (IRS)2(x, y2) = I(x, y2).

(I1) Let x1 ≤ x2 for x1, x2 ∈ L.
1. Suppose that y ∈ [ai, bi] for some i ∈ A.

1.1. Let x2 ∈ [ai, bi].
1.1.1. If x1 ∈ [ai, bi], then

I(x2, y) = I [ai,bi](x2, y) ≤ I [ai,bi](x1, y) = I(x1, y).

1.1.2. Let x1 6∈ [ai, bi]. If ai ∈ L or bi ∈ L, the condition holds by (I1) with
the case 1.1.2 in Proposition 4.1 and Proposition 4.3, respectively.

1.2. Let x2 6∈ [ai, bi].
1.2.1. Let x1 ∈ [ai, bi]. If ai ∈ L or bi ∈ L, the the condition holds by (I1)

with the case 1.2.2 in Proposition 4.1 and Proposition 4.3, respectively.
1.2.2. Let x1 6∈ [ai, bi]. If ai ∈ L or bi ∈ L, the condition holds by (I1) with

the case 1.2.1 in Proposition 4.1 and Proposition 4.3, respectively.
2. Let y 6∈ [ai, bi] for all i ∈ A.

2.1. Let x2 ∈ [aj , bj ] for some j ∈ A.
2.1.1. Assume that x1 ∈ [aj , bj ]. If aj ∈ L or bj ∈ L, the condition holds by

(I1) with the case 2.1.1 in Proposition 4.1 and Proposition 4.3, respectively.
2.1.2. Suppose that x1 ∈ [ak, bk] for k ∈ A with k 6= j.
• Let aj ∈ L.

•• If ak ∈ L, then it is clear that

I(x2, y) = (IRS)1(x2, y) ≤ (IRS)1(x1, y) = I(x1, y).

•• Let bk ∈ L. Since aj ∈ L, either aj < ak or aj > ak. If aj < ak,
then we would have ak ∈ [aj , bj ]∩ [ak, bk] since aj < ak ≤ x1 ≤ x2 ≤ bj , a contradiction.
Then, it must be ak < aj , whence ak < aj < bj . Since bk ∈ L, either bk > aj or
bk < aj . If bk > aj , it would be aj ∈ [ak, bk] ∩ [aj , bj ], contradiction. Then, it must be
bk < aj , whence ak < bk < aj < bj . Thus, there exists the following relations between
the elements x1 and x2:

ak ≤ x1 ≤ bk < aj ≤ x2 ≤ bj .

Since aj , bk ∈ L and bk < aj , there are three possible cases for any y ∈ L: aj < y or
bk < y < aj or y < bk.
Let y > aj . Since y > aj > x1, it is clear that

I(x1, y) = (IRS)2(x1, y) = 1 ≥ I(x2, y).
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If bk < y < aj , since x1 ≤ bk < y < aj , we have that

I(x1, y) = (IRS)2(x1, y) = 1 ≥ I(x2, y).

Let y < bk. By y < bk < aj ≤ x2, it is obtained that

I(x2, y) = (IRS)1(x2, y) = 0 ≤ I(x1, y).

• Let bj ∈ L.

•• If bk ∈ L, then it is clear that

I(x1, y) = (IRS)2(x1, y) ≥ (IRS)2(x2, y) = I(x2, y).

•• Let ak ∈ L. If x2 ≤ y, since x1 ≤ x2 ≤ y, we have that

I(x1, y) = (IRS)1(x1, y) = 1 = (IRS)2(x2, y).

If x2 > y or x2‖y, then

I(x2, y) = (IRS)2(x2, y) = 0 ≤ I(x1, y).

2.1.3. Suppose that x1 6∈ [ai, bi] for all i ∈ A. If aj ∈ L or bj ∈ L, the condition
holds by (I1) in Proposition 4.1 and Proposition 4.3, respectively.

2.2. Let x2 6∈ [aj , bj ] for all j ∈ A.

2.2.1. Let x1 ∈ [ai, bi] for some i ∈ A. If ai ∈ L or bi ∈ L, it is obvious the
condition holds by (I1) in Proposition 4.1 and Proposition 4.3, respectively.

2.2.2. Let x1 6∈ [ai, bi] for all i ∈ A. Then, it is clear that

I(x1, y) = (IRS)2(x1, y) ≥ (IRS)2(x2, y) = I(x2, y).

Thus, I is decreasing in the first place.

(I3) Since 0 < ai < bi for all i ∈ A, 0 6∈ [ai, bi]. Then, it is clear that

I(0, 0) = (IRS)2(0, 0) = 1.

(I4) If bi = 1 for some i ∈ A, then it is clear that I(1, 1) = I [ai,1](1, 1) = 1. If bi 6= 1
for all i, I(1, 1) = (IRS)2(1, 1) = 1 holds.

(I5) Since 0 6∈ [ai, bi] for all i, (1, 0) 6∈ [ai, bi]
2.

• Suppose that bi = 1 for some i. If ai ∈ L, then I(1, 0) = (IRS)1(1, 0) = 0 and if
bi ∈ L, it is clear that I(1, 0) = (IRS)2(1, 0) = 0.

• Let bi 6= 1 for all i ∈ A. Then,

I(1, 0) = (IRS)2(1, 0) = 0.

Thus, I is an implication L. �
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c
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k

1

Fig. 5. (L,≤).

Example 4.6. Consider the lattice (L,≤, 0, 1) whose lattice diagram is displayed in
Figure 5. Let I1 : [a, b]2 → [a, b] and I2 : [d, k]2 → [d, k] be two implications. Then, by
Theorem 4.5,

I(x, y) =


I1(x, y) (x, y) ∈ [a, b]2,
I2(x, y) (x, y) ∈ [d, k]2,
(IRS)1(x, y) (x ∈ [a, b] and y 6∈ [a, b])

or (x 6∈ [d, k] and y ∈ [d, k]),
(IRS)2(x, y) otherwise,

is an implication on L.

Remark 4.7. Note that, by the construction methods given in Proposition 4.3 and
Theorem 4.5, we can generate an implication on any bounded lattice since any bounded
lattice has the top element which is comparable to each element. Let us look at the
following illustrating example.

Example 4.8. Let (L,≤, 0, 1) be a bounded lattice. For any implication I
′

on [u, 1]
with u > 0, the following function defined by

I(x, y) =


I

′
(x, y) x, y ∈ [u, 1],

(IRS)1(x, y) (u ∈ L, x ∈ [u, 1] and y 6∈ [u, 1])
or (x 6∈ [u, 1] and y ∈ [u, 1]),

(IRS)2(x, y) otherwise,

is an implication on L.

Proposition 4.9. Let (I [ai,bi])i∈A be a family of implications on ([ai, bi])i∈A which is
a family of pairwise disjoint subintervals of a bounded lattice L with 0 < ai < bi and I
be the implication given by (5) in Theorem 4.5.
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(i) NI = ND1 .

(ii) If bi < 1 for all i ∈ A, then I does not satisfy (NP).

(iii) If there exists i ∈ A such that bi = 1, then I satisfies (NP) if and only if I [a,1] with
a > 0 satisfies (NP) and it must be x = 0 when x 6∈ [a, 1].

P r o o f .
(i) The proof is straighforward.
(ii) Let bi < 1 for all i ∈ A. For any 0 6= y ∈ L, since

I(1, y) =

{
(IRS)1(1, y) bi ∈ L, y ∈ [ai, bi]
(IRS)2(1, y) otherwise,

= 0 6= y,

I does not satisfy (NP).
(iii) Let bi = 1 for some i ∈ A. Assume that I satisfies (NP). Then, I(1, y) = y, for

all y ∈ L. Especially for any y ∈ [a, 1] with a > 0,

y = I(1, y) = I [a,1](1, y)

holds. Thus, I [a,1] satisfies (NP).
Suppose that there exists an element x ∈ L such that x 6∈ [a, 1] and x 6= 0. Since I

satisfies (NP), we have that

x = I(1, x) =

{
(IRS)1(1, x) ai ∈ L
(IRS)2(1, x) otherwise,

= 0,

contradiction. Thus, if I satisfies (NP), then it must be x = 0 for all x 6∈ [a, 1].
Conversely, for any element y ∈ L, let us show that I(1, y) = y. If y ∈ [a, 1], since

I [a,1] satisfies (NP), we have that

I(1, y) = I [a,1](1, y) = y.

Let y 6∈ [a, 1]. Then, it must be y = 0. Thus, it is clear that

I(1, y) = I(1, 0) = 0 = y

holds. This completes the proof. �

Proposition 4.10. Let (I [ai,bi])i∈A be a family of implications on ([ai, bi])i∈A which is
a family of pairwise disjoint subintervals of a bounded lattice L with 0 < ai < bi and I
be the implication given by (5) in Theorem 4.5. I satisfies (IP) if and only if the family
([ai, bi])i∈A has only one member with bi = 1 and the corresponding implication I [a,1]

satisfies (IP).

P r o o f . Let I satisfy (IP). Suppose that the family ([ai, bi])i∈A has at least two mem-
bers. Then, there exists j ∈ A such that i 6= j such that

[ai, bi] ∩ [aj , bj ] = ∅.
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If there exists i ∈ A such that bi 6= 1, since I satisfies (IP), for any x ∈ [ai, bi], we have
that

1 = I(x, x) = I [ai,bi](x, x) ≤ bi < 1,

contradiction. Thus, for all i ∈ A, it must be bi = 1. We have that

1 ∈ [ai, 1] ∩ [aj , 1] = [ai, bi] ∩ [ai, bi] = ∅,

which is a contradiction. Then, the family ([ai, bi])i∈A has only one interval [a, 1] with
a > 0. Thus, the implication I is in the form of

I(x, y) =


I [a,1](x, y) x, y ∈ [a, 1],
(IRS)1(x, y) (a ∈ L, x ∈ [a, 1] and y 6∈ [a, 1])

or (x 6∈ [a, 1] and y ∈ [a, 1]),
(IRS)2(x, y) otherwise.

Since I satisfies (IP), for any x ∈ [a, 1], we have that

1 = I(x, x) = I [a,1](x, x),

showing that I [a,1] satisfies (IP).
Conversely, suppose that the family ([ai, bi])i∈A has only one member with bi = 1

and the corresponding implication I [a,1], a > 0 satisfies (IP). If x ∈ [a, 1] for a > 0,
then I(x, x) = I [a,1](x, x) = 1 since I [a,1], a > 0 satisfies (IP). Let x 6∈ [a, 1]. Then,
I(x, x) = (IRS)2(x, x) = 1. Thus, I satisfies (IP). �

Proposition 4.11. Let (I [ai,bi])i∈A be a family of implications on ([ai, bi])i∈A which
is a family of pairwise disjoint subintervals of a bounded lattice L with 0 < ai < bi
and I be the implication given by (5) in Theorem 4.5. I satisfies (OP) if and only if

I(x, y) =


I [a,1](x, y) x, y ∈ [a, 1],

(IRS)1(x, y) (a ∈ L, x ∈ [a, 1] and y 6∈ [a, 1])
or (x 6∈ [a, 1] and y ∈ [a, 1]),

(IRS)2(x, y) otherwise.

and the implication I [a,1] on the corresponding interval [a, 1] with a > 0 satisfies (OP).

P r o o f . Let I satisfy (OP). If there exists i ∈ A such that bi 6= 1, since I satisfies (OP),
for the elements ai < bi, we have that

1 = I(ai, bi) = I [ai,bi](ai, bi) = bi < 1,

contradiction. Thus, for all i ∈ A, it must be bi = 1. If there exists a subinterval
different from [a, 1] with a > 0, we would have ∅ = [ai, bi] ∩ [ai, bi] = [ai, 1] ∩ [aj , 1] 3 1,
contradiction. Thus, the implication I must be in the form of

I(x, y) =


I [a,1](x, y) x, y ∈ [a, 1],
(IRS)1(x, y) (a ∈ L, x ∈ [a, 1] and y 6∈ [a, 1])

or (x 6∈ [a, 1] and y ∈ [a, 1]),
(IRS)2(x, y) otherwise.
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Since I satisfies (OP), for any x, y ∈ [a, 1], we have that

x ≤ y ⇔ 1 = I(x, y) = I [a,1](x, y).

Thus, I [a,1] satisfies (OP).
Conversely, let the implication I be in the form of

I(x, y) =


I [a,1](x, y) x, y ∈ [a, 1],
(IRS)1(x, y) (a ∈ L, x ∈ [a, 1] and y 6∈ [a, 1])

or (x 6∈ [a, 1] and y ∈ [a, 1]),
(IRS)2(x, y) otherwise,

and let the implication I [a,1] on the corresponding interval [a, 1] with a > 0 satisfy (OP).
For any x, y ∈ [a, 1],

x ≤ y ⇔ 1 = I [a,1](x, y) = I(x, y).

Let x 6∈ [a, 1] or y 6∈ [a, 1]. Then,

x ≤ y ⇔ 1 =

 (IRS)1(x, y) (a ∈ L, x ∈ [a, 1] and y 6∈ [a, 1])
or (x 6∈ [a, 1] and y ∈ [a, 1]),

(IRS)2(x, y) otherwise,
= I(x, y).

Thus, I satisfies (OP).
�

In general, the implications on bounded lattices generated by the method given in (5)
need not to satisfy the exchange principle (EP). Let us look at the following illustrating
example.

Example 4.12. Consider the lattice L in Figure 5 and take the implication I in Ex-
ample 4.6. Since I(1, I(c, d)) = I(1, (IRS)1(c, d)) = I(1, 1) = 1 and I(c, I(1, d)) =
I(c, (IRS)1(1, d)) = I(c, 0) = (IRS)1(c, 0) = 0, the implication I doesn’t satisfy (EP).

Lemma 4.13. Let (L,≤, 0, 1) be a bounded lattice and L\{0} = [a, 1] for a > 0. Then,
the implication defined by

I(x, y) =


I [a,1](x, y) x, y ∈ [a, 1],
(IRS)1(x, y) (a ∈ L, x ∈ [a, 1] and y 6∈ [a, 1])

or (x 6∈ [a, 1] and y ∈ [a, 1]),
(IRS)2(x, y) otherwise,

(6)

satisfies (EP) iff I [a,1] satisfies (EP).

P r o o f . Let I defined by (6) satisfy (EP). Then, for any elements x, y, z ∈ L

I(x, I(y, z)) = I(y, I(x, z)).

Especially, for x, y, z ∈ [a, 1], since



662 M. N. KESICIOĞLU

I [a,1](x, I [a,1](y, z)) = I(x, I(y, z)) = I(y, I(x, z))

= I [a,1](y, I [a,1](x, z)),

I [a,1] satisfies (EP).
Conversely, let I [a,1] satisfy (EP).

1. Suppose that x ∈ [a, 1] for a > 0.
1.1. Let y ∈ [a, 1]. If z ∈ [a, 1], the proof is clear. Let z 6∈ [a, 1]. Since

L \ {0} = [a, 1], z = 0. Then,

I(x, I(y, z)) = I(x, I(y, 0)) = I(x, 0)

= 0 = I(y, 0) = I(y, I(x, 0))

= I(y, I(x, z)).

1.2. Let y 6∈ [a, 1]. Then, y = 0. Thus,

I(x, I(y, z)) = I(x, I(0, z)) = I(x, 1)

= 1 = I(0, I(x, z))

= I(y, I(x, z)).

2. Let x 6∈ [a, 1]. Then, it must be x = 0. Thus,

I(x, I(y, z)) = I(0, I(y, z)) = 1

= I(y, 1) = I(y, I(0, z))

= I(y, I(x, z)).

Hence, I satisfies (EP).
�

Theorem 4.14. Let (L,≤, 0, 1) be a bounded lattice and L \ {0} = ⊕i∈A[ai, bi] with
ai < bi. The implication I given by (5) in Theorem 4.5 satisfies (EP) iff 1 ≤ |A| ≤ 2
and for all i ∈ A, I [ai,bi] satisfies (EP).

P r o o f . ⇐: If x = 0 (similarly, y = 0 or z = 0), it is clear that I satisfies (EP). Let
x 6= 0, y 6= 0 and z 6= 0. Since 1 ∈ L \ {0} = ⊕i∈A[ai, bi], there exists i ∈ A such that
bi = 1. If |A| = 1, then L \ {0} = [a, 1]. Thus, by Lemma 4.13, we have that I satisfies
(EP). Let |A| = 2. Then, L \ {0} = ⊕2

i=1[ai, bi] = [a1, b1]⊕ [a2, 1].
If a1 ∈ L, then either a1 ≥ a2 or a1 < a2. If a1 ≥ a2, it would be a contradiction,

since a1 ∈ [a2, 1]. Then, it must be

a1 < a2. (7)
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If b1 ∈ L, either b1 ≥ a2 or b1 < a2. Let b1 ≥ a2. Then, we have that 1 ≥ b1 ≥ a2,
which is a contradiction since [a2, 1] ∩ [a1, b1] = ∅. Thus, it must be b1 < a2. In this
case, we have that

a1 < b1 < a2 < 1. (8)

1. Let x ∈ [a1, b1].
1.1. Let y ∈ [a1, b1].

1.1.1. If z ∈ [a1, b1], then I satisfies (EP) since I [a1,b1] satisfies (EP).
1.1.2. Let z 6∈ [a1, b1]. Then, it must be z ∈ [a2, 1]. Let a1 ∈ L. If y > z, we

would have y ∈ [a2, 1] since a2 ≤ z < y < 1, which is a contradiction. Similarly, if x > z,
we would have x ∈ [a2, 1] since a2 ≤ z < x < 1, which is a contradiction. Thus,

I(x, I(y, z)) = 1 = I(y, I(x, z)).

Let b1 ∈ L. Then, it is clear that a1 < b1 < a2 < 1 by (8). Thus, a1 ≤ y ≤ b1 < a2 ≤
z ≤ 1. In this case,

I(x, I(y, z)) = I(x, (IRS)2(y, z))

= 1 = I(y, (IRS)2(x, z))

= I(y, I(x, z)).

1.2. Let y 6∈ [a1, b1]. Then, y ∈ [a2, 1].
1.2.1. Let z ∈ [a1, b1]. If a1 ∈ L, then a1 < a2 by (7). If y ≤ z, we would

have z ∈ [a2, 1] since a2 ≤ y ≤ z ≤ 1, whence we have a contradiction. Then, the
case y ≤ z is not possible. If y ≤ I [a1,b1](x, z), we would have a2 ∈ [a1, b1] since
a1 < a2 ≤ y ≤ I [a1,b1](x, z) ≤ b1, contradiction. Thus, y ≤ I [a1,b1](x, z) is not possible.
Thus,

I(x, I(y, z)) = I(x, (IRS)2(y, z)) = 0

= (IRS)2(y, I [a1,b1](x, z))

= I(y, I [a1,b1](x, z))

= I(y, I(x, z)).

Let b1 ∈ L. Then, a1 < b1 < a2 < 1 by (8). Since a1 ≤ z ≤ b1 < a2 ≤ y ≤ 1, z < y.
Also, since a1 ≤ I [a1,b1](x, z) ≤ b1 < a2 ≤ y ≤ 1, I [a1,b1](x, z) < y. Thus,

I(x, I(y, z)) = I(x, (IRS)1(y, z)) = 0

= (IRS)1(y, I [a1,b1](x, z))

= I(y, I [a1,b1](x, z))

= I(y, I(x, z)).
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1.2.2. Let z 6∈ [a1, b1]. Then, it must be z ∈ [a2, 1]. Let a1 ∈ L. If x >
I [a2,1](y, z), we would have 1 > x > I [a2,1](y, z) ≥ a2, contradiction. If x > z, we would
have a2 ≤ z < x ≤ 1, contradiction. Thus,

I(x, I(y, z)) = I(x, I [a2,1](y, z))

= (IRS)1(x, I [a2,1](y, z))

= 1 = I(y, (IRS)1(x, z)) = I(y, I(x, z)).

Let b1 ∈ L. Then, a1 < b1 < a2 < 1 by (8). Since a1 ≤ x ≤ b1 < a2 ≤ I [a2,1](y, z) ≤ 1,
we have that

I(x, I(y, z)) = I(x, I [a2,1](y, z))

= (IRS)2(x, I [a2,1](y, z))

= 1 = I(y, 1) = I(y, (IRS)2(x, z)) = I(y, I(x, z)).

2. Let x 6∈ [a1, b1]. Then, x ∈ [a2, 1].
2.1. y ∈ [a1, b1].

2.1.1. z ∈ [a1, b1]. The proof is clear by the case 1.2.1.
2.1.2. z 6∈ [a1, b1]. Then, it must be z ∈ [a2, 1]. The proof is clear by the case

1.2.2.
2.2. Let y 6∈ [a1, b1]. Then, y ∈ [a2, 1].

2.2.1 Suppose that z ∈ [a1, b1]. Let a1 ∈ L. If y ≤ z, we would have z ∈ [a2, 1]
since a2 ≤ y ≤ z ≤ 1, contradiction. If x ≤ z, we would have z ∈ [a2, 1], since
a2 ≤ x ≤ z < 1, contradiction. Thus,

I(x, I(y, z)) = I(x, (IRS)2(y, z))

= 0 = I(y, (IRS)2(x, z))

= I(y, I(x, z)).

Let b1 ∈ L. Then, a1 < b1 < a2 < 1 by (8). Since a1 ≤ z ≤ b1 < a2 ≤ x(y) < 1, we have
that

I(x, I(y, z)) = I(x, (IRS)1(y, z))

= 0 = I(y, 0) = I(y, (IRS)1(x, z))

= I(y, I(x, z)).

2.2.2. Let z 6∈ [a1, b1]. Then, it must be z ∈ [a2, 1]. Since I [a2,1] satisfies (EP),
it is clear that

I(x, I(y, z)) = I [a2,1](x, I [a2,1](y, z))

= I [a2,1](y, I [a2,1](x, z))

= I(y, I(x, z)).



Construction methods for implications on bounded lattices 665

⇒: Suppose that I satisfies (EP) and |A| ≥ 3. Since 1 ∈ L\{0} = ⊕i∈A[ai, bi], it is clear
that there exists k ∈ A such that 1 ∈ [ak, bk]. Then, 1 ≤ bk, whence it must be bk = 1.
Thus, L \ {0} = ⊕k 6=i[ai, bi] ⊕ [ak, 1]. Since |A| ≥ 3, there exist at least two elements
i, j ∈ A such that i, j 6= k and i 6= j.

1. Let ai ∈ L.
1.1. aj ∈ L. Then, either ai < aj or aj < ai. Let ai < aj . If we take x = 1,

z = aj and y = ai, we have that

I(y, I(x, z)) = 0 6= 1 = I(x, I(y, z)),

contradiction. Let aj < ai. For x = 1, y = aj and z = ai, we have that

I(y, I(x, z)) = 0 6= 1 = I(x, I(y, z)),

contradiction again.
1.2. Let bj ∈ L. Then, either ai < bj or bj < ai. Let ai < bj . If we take x = 1,

z = bj and y = ai, we have that

I(y, I(x, z)) = 0 6= 1 = I(x, I(y, z)),

contradiction. Let bj < ai. For x = 1, z = ai and y = bj , we have that

I(y, I(x, z)) = 0 6= 1 = I(x, I(y, z)),

contradiction.
2. bi ∈ L.

2.1. Let aj ∈ L. Then, either aj < bi or bi < aj . Let aj < bi. For x = 1, z = bi
and y = aj , it is clear that

I(y, I(x, z)) = 0 6= 1 = I(x, I(y, z)),

contradiction. Let bi < aj . For x = 1, z = aj and y = bi, we have that

I(y, I(x, z)) = 0 6= 1 = I(x, I(y, z)),

contradiction.
2.2. Let bj ∈ L. Then, either bi < bj or bj < bi. Let bi < bj . Then, if we consider

x = 1, z = bj and y = bi, we have that

I(y, I(x, z)) = 0 6= 1 = I(x, I(y, z)),

contradiction. Let bj < bi. Then, for x = 1, z = bi and y = bj , we have that

I(y, I(x, z)) = 0 6= 1 = I(x, I(y, z)),

contradiction. Thus, if |A| ≥ 3, I does not satisfy (EP). Hence, it must be |A| ≤ 2. On
the other hand, since 1 ∈ L \ {0} = ⊕i∈A[ai, bi], there exists k ∈ A such that bk = 1.
Thus, |A| ≥ 1. If I satisfies (EP), it is clear that for all i ∈ A, I [ai,bi] satisfies (EP). �
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5. CONCLUDING REMARKS

Yong Su et al.[26] introduced the ordinal sum of fuzzy implications on the unit interval
[0, 1] in a similar way to the concept to the ordinal sum of t-norms and they presented
the necessary and sufficient condition for the ordinal sum being a fuzzy implication on
[0, 1]. This means that the ordinal sum of every fuzzy implications need not be a fuzzy
implication without some special conditions. In this sense, in [5, 6], Drygaś and Król
introduced some construction methods generating again a fuzzy implication by means
of the ordinal sum of fuzzy implications having no additional conditions. In this paper,
we introduced the ordinal sum of implications on bounded lattices based on [5, 25]. We
showed that it need not an implication on a bounded lattice and presented some nec-
essary and sufficient conditions for the ordinal sum of implications on bounded lattices
being again an implication. Also, we gave some construction methods for implications
on bounded lattices built from the implications defined on the subintervals of bounded
lattices. We investigated their basic properties.
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