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Abstract. We investigate the formal matrix ring over R defined by a certain system of
factors. We give a method for constructing formal matrix rings from non-negative integer
matrices. We also show that the principal factor matrix of a binary system of factors
determine the structure of the system.
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1. Introduction

Throughout, rings are associative rings with nonzero identity, and modules and

bimodules are unitary. The Jacobson radical, the center, the set of zero-divisors

and the group of units of a ring R are denoted by J(R), C(R), Z(R) and U(R),

respectively. Let Mn(R) be the n× n matrix ring over a ring R.

Let R, S be two rings, M be an R-S-bimodule and N be an S-R-bimodule.

Suppose that there are two bimodule homomorphisms ϕ : M ⊗ N → R and ψ :

N ⊗M → S. We write mn = ϕ(m⊗ n) and nm = ψ(n⊗m) for all m ∈M , n ∈ N .

Let K denote the set of all matrices of the form

(

r m

n s

)

, r ∈ R, s ∈ S, m ∈M, n ∈ N.
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Then K is an abelian group under usual matrix addition. We define the multiplica-

tion of two matrices in K as

(

r1 m1

n1 s1

)(

r2 m2

n2 s2

)

=

(

r1r2 +m1n1 r1m2 +m1s2

n1r2 + s1n2 n1m2 + s1s2

)

.

It is routine to verify that K is a ring if and only if the associative law holds, that

is, (m1n1)m2 = m1(n1m2) and (n1m1)n2 = n1(m1n2) for any mi ∈M and ni ∈ N .

The ring K is called generalized matrix ring in [12] and [13], and is also called formal

matrix ring in [8], [16]. IfM = 0 or N = 0, then K is called triangular formal matrix

ring. An important class of these rings consists of Morita context rings, see [10], [11]

and [14]. Another important classes of these rings are triangular formal matrix rings

which appeared in the representation theory of artinian algebra, see [3]. Many people

studied the modules over these rings, see [4], [5], [7] and [8].

The ring K is called formal matrix ring over R when R = S and M = N = R

with the usual R-R-bimodule structure. In this case, Krylov in [6] observed that K

is determined by a central element s of R and he denoted this ring by Ks(R). To be

more precise, Ks(R) consists of all 2× 2 matrices over R with ordinary addition and

the multiplication is defined by

(

a1 x1

y1 b1

)(

a2 x2

y2 b2

)

=

(

a1a2 + sx1y2 a1x2 + x1b2

y1a2 + b1y2 b1b2 + sy1x2

)

.

If R is commutative and Z(R) ⊆ J(R), then Ks(R) ≃ Kt(R) if and only if there

exists an automorphism φ of R and u ∈ U(R) such that s = uφ(t), see [6]. In partic-

ular, Ks(R) is isomorphic to the usual matrix ring M2(R) if and only if s ∈ U(R).

Tang and Zhou in [15] obtained necessary and sufficient conditions for Ks(R) to be

a strongly clean ring.

The formal matrix ring over R was generalized to the formal matrix ring of order n

over R by Tang and Zhou, see [16]. For a collection of central elements Σ = {sijk}

of R such that siij = sijj = 1 and sijksjkl = sijlsjkl for all i, j, k, l, one can

define a formal matrix ring Kn(R,Σ) of order n over R. Such a collection Σ is called

a system of factors over R in [1], [2] and [9].

Let s ∈ C(R) and Σ = {sijk}, where

sijk =











1, i = j or j = k,

s, i, j, k are pairwise distinct,

s2, k = i 6= j.

Then Σ is a system of factors and the formal matrix ring defined by Σ is called

a Tang-Zhou ring by Krylov and Tuganbaev, see [9]. Many properties of usual
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matrix rings are extended to the Tang-Zhou rings. In particular, the determinant

is defined and the Cayley-Hamilton Theorem is proved for matrices in a Tang-Zhou

ring. Abyzov and Tapkin in [1], [2], constructed another class of formal matrix

rings which contained the class of the Tang-Zhou rings. Krylov and Tuganbaev

in [9] obtained many basic properties of system of factors. They generalized the

determinant and proved the Cayley-Hamilton Theorem for matrices in formal matrix

rings defined by arbitrary systems of factors. As we can see the importance of systems

of factors, to study formal matrix rings actually means to study the systems of factors

in some ways.

This paper is organized as follows. In Section 2, we introduce definitions and

notations of formal matrix rings over a ring R. We also list some basic properties

and examples of the system of factors. In Section 3, we show how to construct system

of factors from non-negative integer matrices. In Section 4, we mainly study binary

system of factors. We show that the principal factor matrix of a binary system of

factors determine the structure of the system.

2. Preliminaries

Let R1, R2, . . . , Rn be rings and Mij be Ri-Rj-bimodule with Mii = Ri. Suppose

that there is bimodule homomorphism ϕijk : Mij ⊗Rj
Mjk → Mik such that ϕiij :

Ri ⊗Ri
Mij →Mij and ϕijj : Mij ⊗Rj

Rj →Mij are the canonical isomorphisms for

any i, j, k.Write a◦b = ϕijk(mij⊗mjk) for any i, j, k. LetK = K({Mij}; {ϕijk}) be

the set of all n×n matrices (mij) such thatmij ∈Mij , with the following operations:

(mij) + (nij) := (mij + nij), (mij)(nij) :=

( n
∑

k=1

mik ◦ nkj

)

.

It is routine to verify that K is a ring if and only if a ◦ (b ◦ c) = (a ◦ b) ◦ c for all

a, b, c ∈ K.

Now suppose that R1 = R2 = . . . = Rn = R and Mij = R with the usual R-R-

bimodule structure. If K is a ring, then ϕijk(a⊗ b) = abϕijk(1⊗ 1) = ϕijk(1⊗ 1)ab.

Putting b = 1, we obtain sijk = ϕijk(1⊗ 1) ∈ C(R). We claim that for any i, j, k, l

(i) siij = sijj = 1,

(ii) sijksikl = sijlsjkl.

In fact, the first equality follows immediately from that ϕiij and ϕijj are canonical

isomorphisms. By the associativity of (a ◦ b) ◦ c = a ◦ (b ◦ c), we have sijksiklabc =

sijlsjklabc. Putting a = b = c = 1, we obtain equality (ii).

Conversely, for a given collection {sijk : 1 6 i, j, k 6 n} satisfying equalities (i)

and (ii), we may set ϕijk(a ⊗ b) = sijkab for any a, b ∈ R. This defines a formal
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matrix ring K(R, {ϕijk}) over R of order n. This class of formal matrix rings was

first introduced in [9] and {sijk} is called a system of factors in [2] and [9]. For

completeness, we summarize it in the following definition.

Definition 2.1. A system of factors over a ring R of order n is a collection

Σ = {sijk : sijk ∈ C(R), 1 6 i, j, k 6 n} such that for any i, j, k, l,

(2.1) siij = sijj = 1, sijksikl = sijlsjkl.

The elements sijk are called factors and the matrix S = (siji)16i,j6n is called the

principal factor matrix of Σ. The formal matrix ringM(R,Σ) defined by Σ is consists

of all n× n matrices over R with ordinary matrix addition and the multiplication is

given by

(aij)(bij) :=

( n
∑

k=1

sikjaikbkj

)

.

Remark 2.2. Let i = k in (2.1) and exchange i and j. We obtain

siji = sjij = sijl · sjil = slij · slji.

Therefore, the principal factor matrix of a system of factors is symmetric.

Now, we present some examples of system of factors.

Example 2.3 ([16]). Let s ∈ C(R) and

sijk =











1, i = j or j = k,

s, i, j, k are pairwise distinct,

s2, k = i 6= j.

Then Σ = {sijk} is a system of factors and the formal matrix ring M(R,Σ) is called

Tang-Zhou ring in [2] and [9].

Example 2.4 ([9]). Let s ∈ C(R) and

sijk =

{

s, i < k < j or j < i < k or k < j < i,

1, otherwise.

Then Σ = {sijk} is a system of factors and the principal factor matrix of Σ is











1 s . . . s

s 1 . . . s
...
...
. . .

...

s s . . . 1











.
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Example 2.5 ([1]). Let β1, β2, . . . , βn ∈ C(R) and

sijk =











1, i = j or j = k,

βj , i, j, k are pairwise distinct,

βiβj , k = i 6= j.

Then Σ = {sijk} is a system of factors of order n and the formal matrix ringM(R,Σ)

is denoted byMβ1,β2,...,βn
(R) in [1]. This class of systems of factors contains the class

of systems of factors in Example 2.3.

Next, we present some basic properties of system of factors, which are used in the

sequel. Let S = (sij) be an n × n matrix and σ be a permutation on {1, 2, . . . , n}.

Let σ(S) = (sσ(i)σ(j)) and S
t denote the transpose of S.

Lemma 2.6 ([9]). Let Σ = {sijk : 1 6 i, j, k 6 n} be a system of factors with

principal factor matrix S, and σ be a permutation on {1, . . . , n}. Then σ(Σ) =

{sσ(i)σ(j)σ(k) : 1 6 i, j, k 6 n} is a system of factors with principal matrix σ(S) and

M(R,Σ) ≃ M(R, σ(Σ)).

Lemma 2.7 ([9]). Let Σl =
{

s
(l)
ijk : 1 6 i, j, k 6 n

}

be a system of factors for any

l ∈ {1, . . . ,m}. Then

m
∏

l=1

Σl :=

{ m
∏

l=1

s
(l)
ijk : 1 6 i, j, k 6 n

}

is a system of factors.

Lemma 2.8 ([9]). Let Σ1 = {sijk : 16 i, j, k 6 n} and Σ2 = {tijk : 1 6 i, j, k 6 n}

be two systems of factors over R. Then for any given l ∈ {1, . . . , n},

φl : M(R,Σ1Σ2) → M(R,Σ1), (aij) 7→ (tijlaij)

is a ring homomorphism. Moreover, if tijk ∈ U(R) for any i, j, k, then φl is an

isomorphism.

3. Construction of system of factors

In this section, we mainly give a method for constructing the system of factors.

We begin with a lemma.

Lemma 3.1. Suppose that a, b ∈ C(R) and a 6∈ Z(R). Then the equation ax = b

has at most one solution. Moreover, if ac = b and b 6∈ Z(R), then c ∈ C(R) and

c 6∈ Z(R).
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P r o o f. Assume ax1 = b and ax2 = b. Then a(x1 − x2) = 0. As a is not a zero-

divisor, we have x1 − x2 = 0 and x1 = x2. So the equation ax = b has at most one

solution. Let d ∈ R. We have acd = bd = db = dac = adc, and a(cd− dc) = 0. Since

a 6∈ Z(R), one has cd = dc and thus c ∈ C(R). If dc = 0, then acd = bd = 0 and

d = 0. Hence, c 6∈ Z(R). �

Theorem 3.2. Let T = (tij) with tij ∈ C(R) and tii = 1. Suppose that tij 6∈Z(R)

and tik | tijtjk for any i, j, k. Let sijk be a solution of x·tik = tij ·tjk . ThenΣ = {sijk}

is a system of factors. Moreover, if til = tjl = 1 or tli = tlj = 1, then tij = sijl or

tij = slij .

P r o o f. By Lemma 3.1, sijk ∈ C(R) and sijk 6∈ Z(R). It is clear that sijk = 1 if

i = j or j = k. We have

(sijk · sikr) · tik · tir · tjr = (sijk · tik) · (sikr · tir) · tjr = (tij · tjk) · (tik · tkr) · tjr

= (tij · tjr) · (tjk · tkr) · tik = (sijr · tir) · (sjkr · tjr) · tik

= (sijr · sjkr) · tik · tir · tjr .

Since tik · tir · tjr is not a zero-divisor, one has sijk · sikr = sijr · sjkr and thus Σ is

a system of factors. �

By Theorem 3.2, we see that if each factor in a system of factors Σ = {sijk} is not

a zero-divisor, then Σ is determined by a matrix (sijl) or (slij) of factors. A class of

systems of factors whose factors are powers of the same central element s is investi-

gated by Krylov and Tuganbaev in [9]. Motivated by their work and Theorem 3.2,

we introduce the following definition.

Claim 3.3. LetMn be the set of all n× n non-negative integer matrices (mij)

such that mii = 0 and mij +mjk −mik > 0 for any 1 6 i, j, k 6 n. Then Mn is

a semigroup with ordinary matrix addition.

Lemma 3.4. Let T = (mij) ∈ Mn and s ∈ C(R). Then

ΣT,s := {sijk = smij+mjk−mik : 1 6 i, j, k 6 n}

is a system of factors over R with the principal factor matrix S = (smij+mji).

P r o o f. It is straight to verify that (2.1) holds for ΣT,s and the principal factor

matrix of ΣT,s is (siji) = (sijk · sjik) = (smij+mjk−mik · smji+mik−mjk) = (smij+mji).

�
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Remark 3.5. Let s, β1, β2, . . . , βn ∈ C(R) and

T =















0 1 1 . . . 1

1 0 1 . . . 1

1 1 0 . . . 1
...
...
...
. . .

...

1 1 1 . . . 0















, R =















0 0 0 . . . 0

1 0 0 . . . 0

1 1 0 . . . 0
...
...
...
. . .

...

1 1 1 . . . 0















.

It is easy to verify that T,R ∈ Mn, ΣT,s and ΣR,s are the systems of factors in

Example 2.3 and Example 2.4, respectively.

Let Tl = (m
(l)
ij ), where

m
(l)
ij =

{

1, j = l 6= i,

0, otherwise.

That is, the lth column of Tl is equal to the lth column of T , and the other columns

are all zero.

If i, j, k are pairwise distinct, then

m
(l)
ij +m

(l)
jk −m

(l)
ik =

{

1, j = l,

0, otherwise.

If i = k 6= j, then

m
(l)
ij +m

(l)
jk −m

(l)
ik = m

(l)
ij +m

(l)
ji =

{

1, l = i or l = j,

0, otherwise.

It follows that Σ =
{

sijk =
n
∏

l=1

β
m

(l)
ij

+m
(l)
jk

−m
(l)
ik

l

}

=
n
∏

l=1

ΣTl,βl
is the system of factors

in Example 2.5.

Theorem 3.6. Let Σ be a system of factors of order n over R. Suppose that R

is a unique factorization domain and 0 6∈ Σ. Then there exist non-negative integer

matrices Ti ∈ Mn and irreducible elements ti ∈ R such that

M(R,Σ) ≃ M

(

R,

v
∏

i=1

ΣTi,ti

)

.

P r o o f. Let {tr}r∈J be a representative class of irreducible elements inR. SinceR

is a unique factorization domain, we can write sijk = uijk
v
∏

r=1
t
m

(r)
ijk

r for any i, j, k,

where uijk ∈ U(R) andm
(r)
ijk > 0. Since sijksikl = sijlsjkl, one has uijkuikl = uijlujkl
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and m
(r)
ijk + m

(r)
ikl = m

(r)
ijl +m

(r)
jkl. Putting Σ0 = {uijk} and Tr = (m

(r)
ijl )16i,j6n for

a fixed l ∈ {1, . . . , n}. By Lemma 3.4, ΣTr ,tr = {t
m

(r)
ijk

r : 1 6 i, j, k 6 n} is a system

of factors. It follows that Σ = Σ0 ·
v
∏

r=1
ΣTr,tr . Since each factor in Σ0 is a unit, by

Lemma 2.8 we have

M(R,Σ) ≃ M

(

R,

v
∏

i=1

ΣTi,ti

)

.

This completes our proof. �

A partition of a matrix is called a square partition if the number of blocks at each

row is equal to the number of blocks at each column, and the blocks at the main

diagonal are squares.

Definition 3.7. Let S = (sij) be a symmetric matrix such that sij ∈ {1, s}.

We say that S has canonical form if S has a square partition such that all elements

standing at the diagonal block are 1, and the other elements standing on all remaining

positions are s. If there exists a permutation σ such that σ(S) has the canonical

form, then we say that S can be reduced to the canonical form.

Remark 3.8. Suppose that S has a square partition. If S1 is obtained by ex-

changing the ith block row and the jth block row from S, and S2 is obtained by

exchanging the ith block column and the jth block column from S1, then there

exists a permutation σ such that σ(S) = S2.

Let us look at the following simple example.

Example 3.9. Let

S =





1 1 s

1 1 s

s s 1



 , T =





1 s 1

s 1 s

1 s 1



 .

Then S has the canonical form and T can be reduced to canonical form, since

σ(T ) = S for σ = (23).

A system of factors {sijk} is called binary if sijk ∈ {1, s} for some s ∈ C(R).

It was showed in [9] that if Σ is a system of factors with principal factor matrix S

such that each factor belongs to {1, s} and s2 6= 1, s, then S can be reduced to the

canonical form. In [9], the authors also showed that there exists a system of factors

with principal factor matrix S for any given S with the canonical form. Here, we

give a more straightforward proof of this fact based on Lemma 3.4.

Theorem 3.10. Suppose that S = (sij) has the canonical form such that

sij ∈ {1, s} and s ∈ C(R). Then there exists a system of factors Σ = {sijk} over R

with principal factor matrix S such that sijk ∈ {1, s} for any i, j, k.
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P r o o f. Let T = (mij) with the same partition of the canonical form of S such

that mij = 1 if the (i, j)-position stands above the diagonal block, and mij = 0

for any remaining positions. It is easy to verify that 0 6 mij + mjk − mik 6 1.

Therefore, by Lemma 3.4, ΣT,s = {smij+mjk−mik : 1 6 i, j, k 6 n} is a binary

system of factors such that each factor is contained in {1, s}. By the construction

of T we have mij +mji = 0 if the (i, j)-position is in the diagonal block of T , and

mij +mji = 1 for the remaining blocks. By Lemma 3.4 again, the principal factor

matrix of ΣT,s is (s
mij+mji) = S. �

4. Structure of binary system of factors

In this section, we study the structure of binary system of factors over R. We

use 1m×n or sm×n to denote the m × n matrices such that all elements are 1 or s,

respectively. The first lemma is a modification of Lemma 7.1 in [9].

Lemma 4.1. Let S = (siji) be the principal factor matrix of a system of fac-

tors {sijk} over a ring R. Then there exists a permutation σ such that σ(S) has

a square partition such that all elements standing at the diagonal block are units,

and the other elements standing on all remaining positions are not unit.

P r o o f. We first show that if S0 = (sij)n×n is a matrix over R which satisfies the

following two conditions, then S has the desired property of the lemma.

(1) sij , sjk ∈ U(R) implies that sik ∈ U(R),

(2) S0 is symmetric and sii ∈ U(R).

Let Up×q be a set of p× q matrices with elements in U(R) and let Vp×q be a set

of p × q matrices with elements in R \ U(R). We induct on n. The case n = 1, 2 is

trivial. Since (sij)16i,j6n−1 satisfies the conditions (1) and (2), by induction there

exists a permutation σ such that σ(n) = n and

S1 = σ(S0) =

(

T At

A snn

)

= (tij),

where A ∈ R1×(n−1) and T has a square partition such that all elements standing

at the diagonal block of are units, and the other elements standing on all remaining

positions are not unit. We divide the remaining part of the proof into two cases.

Case 1 : Suppose that T ∈ U(n−1)×(n−1). That is, tij ∈ U(R) for 1 6 i, j 6 n− 1.

If tni ∈ U(R) for some i ∈ {1, . . . , n− 1}, then we have tnj ∈ U(R) by condition (1)

for every j. It follows that A ∈ U1×(n−1) or A ∈ V1×(n−1).
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Case 2 : Suppose that the number of blocks at the diagonal of T is r > 2. We

write

S1 =















u1 . . . At
1

u2 . . . At
2

...
...
. . .

...
...

. . . ur At
r

A1 A2 . . . Ar u















,

where ui ∈ Uni×ni
, and Ai ∈ U1×ni

or Ai ∈ V1×ni
for any i = 1, . . . , r. If

Ai ∈ U1×ni
for any i ∈ {1, . . . , r}, then tij ∈ U(R) for any i, j by condition (1).

It follows that S1 ∈ Un×n, a contradiction. Hence, Ai ∈ V1×ni
for some i. Now we

exchange the ith row block and the last row block of S1, and then exchange the ith

column block and the last column block. This reduces S1 to

S2 =

(

B v
T

v ui

)

,

where v ∈ Vni×(n−ni). By induction, B has the desired property of the lemma and

is also S2.

It remains to show that the principal matrix S = (siji) satisfies conditions (1)

and (2). By Definition 2.1, we have siii = 1. By Remark 2.2, S is symmetric and

siji = sijksjik = skijskji, sjkj = sjkiskji = sijksikj , siki = sikjskij = sjiksjki.

If siji, sjkj ∈ U(R), then sijk, sjik, sjki, skji ∈ U(R) and siki ∈ U(R). The proof is

complete. �

Corollary 4.2. Let Σ = {sijk} be a system of factors over R with sijk ∈ {1, s}

and S = (siji) be the principal factor matrix of Σ. Suppose that s 6∈ U(R). Then S

can be reduced to the canonical form.

P r o o f. It follows immediately from Lemma 4.1 and the fact that s 6∈ U(R). �

Definition 4.3. Let S = (sij)16i,j6n such that sij ∈ {1, s}. We say that S

has the triangular canonical form if S has a square partition such that all elements

standing above (or below) the diagonal block are s, and the other elements standing

on the diagonal blocks and below (or above) the diagonal blocks are 1. If there

exists a permutation σ such that σ(S) has the triangular canonical form, then we

say that S can be reduced to the triangular canonical form.

Example 4.4. Let

S =









1 s s s

1 1 s s

1 1 1 1

1 1 1 1









, T =









1 s s s

1 1 1 1

1 1 1 1

1 s s 1









.
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Then σ(T ) = S for σ = (24). So S has the triangular canonical form and T can be

reduced to the triangular canonical form.

Lemma 4.5. Let S = (sij)16i,j6n such that sii = 1 and sij ∈ {1, s}. Suppose

that

(1) sij = sjk = 1 implies that sik = 1,

(2) S has a square partition such that all elements in the diagonal blocks are 1, and

(sij , sji) = (1, s) or (s, 1) for any (i, j)-position not contained in the diagonal

blocks.

Then S can be reduced to the triangular canonical form. Moreover, if S has the

triangular canonical form, then there exists a permutation σ such that σ(S) = St.

P r o o f. We prove the statement by induction on n. The case n = 1 is trivial. If

n = 2, then S is one of the following:

(

1 1

1 1

)

,

(

1 1

s 1

)

,

(

1 s

1 1

)

.

Each of them has the triangular canonical form. Suppose the statement is true for

any k < n. By induction, S can be reduced to

S1 =

(

C B

A 1

)

,

where C is (n − 1) × (n − 1) with the triangular canonical form. We divide the

remaining part of the proof into cases.

Case 1 : If C = 1(n−1)×(n−1), then A = 11×(n−1) or s1×(n−1) by similar discussions

as in Case 1 of the proof of Lemma 4.1. It follows that S1 has the triangular canonical

form.

Case 2 : If the number of blocks at the diagonal of C is r > 2, then we can partition

S1 =















1 s . . . s Bt
1

1 1 . . . s Bt
2

...
...
. . .

...
...

1 1 . . . 1 Bt
r

A1 A2 . . . Ar 1















,

where both Ai and Bi are of 1 × ni, and all elements in Ai or Bi are equal. Since

sij = 1 for any j 6 i < n, if skn = 1, then sln = 1 for any l < k.

Subcase 2.1 : If (A1, . . . , Ar) = 11×(n−1), then (B1, . . . , Br) = s1×(n−1) and S has

the triangular canonical form.
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Subcase 2.2 : If (A1, . . . , Ar) = s1×(n−1), then (B1, . . . , Br) = 11×(n−1). By induc-

tion, there exists a permutation σ1 such that σ1(C) = Ct. Thus, S can be reduced

to the triangular canonical form.

Subcase 2.3 : If there exists j such that Ai = 11×ni
for some i 6 j and Ai = s1×ni

for i > j, then we consider another partition of

S1 =

(

J sm×(n−m)

1(n−m)×m H

)

,

where m =
j
∑

i=1

ni. By induction, there exists a permutation matrix P such that

PHP−1 has the triangular canonical form with s standing above the diagonal blocks.

Let U =
(

Em O

O P

)

. Then U is also a permutation matrix and

US1U
−1 =

(

Em O

O P

)(

J sm×(n−m)

1(n−m)×m H

)(

Em O

O P−1

)

=

(

J sm×(n−m)

1(n−m)×m PH

)(

Em O

O P−1

)

=

(

J sm×(n−m)

1(n−m)×m PHP−1

)

.

Since both J and PHP−1 have the triangular canonical form with s standing above

the diagonal blocks, so does US1U
−1. The proof is complete. �

Corollary 4.6. Let Σ = {sijk : {1 6 i, j, k 6 n} be a system of factors over R

with sijk ∈ {1, s}. Let Tl = (sijl)16i,j6n or (slij)16i,j6n for any given l ∈ {1, . . . , n}.

Suppose that s2 6= 1, s. Then Tl can be reduced to the triangular canonical form.

P r o o f. We only deal with the case when Tl = (sijl) since the proof of Tl = (slij)

is similar. By Corollary 4.2, S = (siji) can be reduced to the canonical form.

After a permutation if necessary, we may assume that S has the canonical form.

Then S has a square partition such that 1 stands at the diagonal blocks and s stands

at the remaining positions. We partition Tl = (sijl) as the canonical form of S.

Since sijl · sjil = siji and s
2 6= s, 1, we have sijl = sjil = 1 if (i, j)-position is in

the diagonal blocks, and {sijl, sjil} = {1, s} if (i, j)-position is not in the diagonal

blocks. If sijl = sjkl = 1, then sikl · sjkl = sijl · sjkl = 1, and thus sikl = 1. By

Lemma 4.5, Tl can be reduced to the triangular canonical form. �

Lemma 4.7. Let Σ1,Σ2 be two systems of factors with principal factor matri-

ces S1, S2, respectively. Suppose that each factor of Σi is 1 or s, and s
2 6= s, 1. Then

σ(Σ1) = Σ2 for some permutation σ if and only if S1 and S2 can be reduced to the

same canonical form.
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P r o o f. The necessity follows from Lemma 2.6. Now we prove the sufficiency.

Suppose that S1 and S2 can be reduced to the same canonical form. By Corol-

lary 4.6, after permutations we may assume that Σ1 = {sijk}, Σ2 = {tijk} such

that (sijl)16i,j6n = (tijl)16i,j6n has the triangular canonical form. Since sijl · sjkl =

sikl ·sijk and tijl · tjkl = tikl · tijk, combining with that s
2 6= 1, s, we obtain sijk = tijk

for any i, j, k. �

Lemma 4.8 ([9], Proposition 6.3). Let I be an ideal of the formal matrix ring

M(R,Σ). Then

I =











I11 I12 . . . I1n
I21 I22 . . . I2n
...

...
. . .

...

In1 In2 . . . Inn











,

where all Iij are ideals of R and the following hold:

Iii ⊆

n
⋂

l=1

(Iil ∩ Ili), sijiIij ⊆ Iii ∩ Ijj

for all i, j, and

sikjIkj ⊆ Iij , sjkiIjk ⊂ Iji

for all pairwise distinct i, j, k.

Lemma 4.9 ([9], Proposition 6.4). Let I = (Iij) be an ideal of a formal matrix

ring M(R,Σ), where Σ = {sijk} is a system of factors. Then:

(1) The set of matrices

K =























R

I11

R

I12
. . .

R

I1n

R

I21

R

I22
. . .

R

I2n
...

...
. . .

...
R

In1

R

In2
. . .

R

Inn























is a formal matrix ring with bimodule homomorphisms

ϕijk :
R

Iij
⊗R/Ijj

R

Ijk
→

R

Iik
, ϕijk(x̄⊗ y) = sijkxy + Iik.

(2) There is an isomorphism

σ :
K

I
→ K, (xij) + I 7→ (xij + Iij).
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Lemma 4.10 ([9]). Let Σ = {sijk : 1 6 i, j, k 6 n} be a system of factors over R.

Then the Jacobson radical of M(R,Σ) is











J(R) J12(R) . . . J1n(R)

J21(R) J(R) . . . J2n(R)
...

...
. . .

...

Jn1(R) Jn2(R) . . . J(R)











,

where Jij(R) = {x : sijix ∈ J(R)} = Jji(R). In particular, Jij(R) = R if siji ∈ J(R).

Corollary 4.11. Let Σ = {sijk} be a system of factors over a ring R and

K = M(R,Σ) be the formal matrix ring defined by Σ. Let R = R/J(R). Sup-

pose that siji ∈ J(R) ∪ U(R) for any i, j. Then there exist n1, n2, . . . , nr such that
r
∑

i=1

ni = n and

K

J(K)
≃Mn1(R)×Mn2(R)× . . .×Mnr

(R).

P r o o f. By Lemma 4.1 and the hypothesis that siji ∈ J(R) ∪ U(R), after a per-

mutation if necessary, we may assume that the principal factor matrix S = (siji) has

a square partition such that all elements standing at the diagonal blocks are units and

the other elements are contained in J(R). By Lemma 4.10, we have J(K) = (Jij(R)),

where Jij(R) = J(R) if (i, j)-position is at the diagonal blocks of S and Jij(R) = R

if (i, j)-position is not at the diagonal blocks of S.

Assume that the ith block at the diagonal of S is ni × ni. Let Ni =
i
∑

l=1

nl. By

Lemma 4.9,

K

J(K)
≃ Mn1(R,Σ1)×Mn2(R,Σ2)× . . .×Mnr

(R,Σr),

where Σl = {sijk + J(R) : Nl + 1 6 i, j, k 6 Nl+1}. However, by hypothesis, sijk is

a unit when siji is a unit. It follows that Mnl
(R,Σl) ≃Mnl

(R). This completes the

proof. �

Now, we state and prove one of the main results of this paper.

Theorem 4.12. Let s ∈ C(R)∩J(R). Let Σ1, Σ2 be two systems of factors overR

such that each factor of them belongs to {1, s}. Suppose that R is left artinian. Then

M(R,Σ1) ≃ M(R,Σ2) if and only if the principal factor matrices of Σ1 and Σ2 can

be reduced to the same canonical form.
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P r o o f. The sufficiency follows immediately from Lemma 4.7 and Lemma 2.6.

Now suppose thatM(R,Σ1) ≃ M(R,Σ2). Let Ki = M(R,Σi) and Si be the principal

matrices of Σi. After permutations if necessary, we may assume that both S1 and S2

have canonical form, and the sizes of diagonal blocks of S1 are n1, . . . , nr, the sizes

of diagonal blocks of S2 are m1, . . . ,mr′ with n1 6 n2 6 . . . 6 nr and m1 6

m2 6 . . . 6 mr′ .

Since R is left artinian, by the Wedderburn-Artin theorem, there exist division

ringsD1, . . . , Ds and positive integers k1, . . . , ks such that R = R/J(R) ≃Mk1(D1)×

Mk2(D2)× . . .×Mks
(Ds). By Corollary 4.11,

K1

J(K1)
≃Mn1(R)×Mn2(R)× . . .×Mnr

(R)

≃
s
∏

i=1

Mn1ki
(Di)×

s
∏

i=1

Mn2ki
(Di)× . . .×

s
∏

i=1

Mnrki
(Di) ≃

s
∏

i=1

r
∏

j=1

Mnjki
(Di).

Similarly, we have

K2

J(K2)
≃

s
∏

i=1

r′
∏

j=1

Mmjki
(Di).

By the Wedderburn-Artin theorem again, we obtain that r = r′ and ni = m′

i for

i = 1, . . . , r. Thus, S1 = S2 and the proof is completed by Lemma 4.7. �

Example 4.13. Let R = F be a field and let Σ1 = {sijk : 1 6 i, j, k 6 3},

Σ2 = {tijk : 1 6 i, j, k 6 3} be two systems of factors, where

sijk =











1, i = j or j = k,

1, ijk = 123, 231, 312,

0, otherwise.

and

tijk =

{

1, i = j or j = k,

0, otherwise.

Then both Σ1 and Σ2 are systems of factors with the same principal factor matrix E3.

Since Σ1 and Σ2 have distinct number of factors 1, σ(Σ1) 6= Σ2 for any permutation σ.

We also show that K1 = M(F,Σ1) is not isomorphic to K2 = M(F,Σ2).

Suppose to the contrary that there exists a ring isomorphism ϕ : K2 → K1. LetEij

be the standard matrix bases. Let AnnrC = {X : CX = 0} be the right annihilator

of C in a ring. By the construction of {tijk}, we have EijEkl = δjktijlEil in K2.

If i 6= j and X = (xij) in K2, then EijX = 0 if and only if xjj = 0. In K2, we have

dimF Annr(Eij) = 8, i 6= j.
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Let A = (aij) and Y = (yij). By the construction of {sijk}, in K1 we have

AY =





a11y11 a11y12 + a12y22 a11y13 + a12y23 + a13y33
a21y11 + a22y21 + a23y31 a22y22 a22y23 + a23y33

a31y11 + a33y31 a31y12 + a32y22 + a33y32 a33y33



.

Thus, Y ∈ Annr(A) if and only if Y is a solution of the system of homogeneous

linear equations with nine indeterminates y11, y21, y31, y12, y22, y32, y13, y23, y33

and coefficient matrix C0 = diag(C1, C2, C3), where

C1 =





a11 0 0

a21 a22 a23

a31 0 a33



 , C2 =





a11 a12 0

0 a22 a23

a31 a32 a33



 , C3 =





a11 a12 a13
0 a22 a23

0 0 a33



 .

By the standard result of linear algebra, dimF Annr(A) = 8 if and only if

rank(C0) =

3
∑

i=1

rank(Ci) = 1.

By a simple computation, we see that in K1 dimF Annr(A) = 8 if and only if

A = cE13, cE32 or cE21, c 6= 0.

Since ϕ : K2 → K1 is a ring isomorphism, we have

dimF Annr(A) = dimF Annr(ϕ(A))

for any A ∈ K2. It follows that ϕ(Eij) is contained in the subspace spanned

by E13, E32 and E21 for any i 6= j. That is, {Eij : 1 6 i, j 6 3, i 6= j} is linear

independent, but {ϕ(Eij) : 1 6 i, j 6 3, i 6= j} is linear dependent. This contradicts

the fact that ϕ is an isomorphism.
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