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The main result of the present paper may be formulated as follows:
Put |4] = max Z la,| for an arbitrary matrix 4 = (a;). Let n be a
ik
natural number. Then n? — n + 1 is the minimum of all numbers ¢
with the following property: If 4 is a matrix of order n such that |4| =
= ... = |49 =1 then [A"] = 1 for all 7.

Let B = (b;.) be a complex matrix of order n such that det B + 0 and
10,4 = z [b;] for ¢ =1, 2, ..., n. Consider the system of equations Z by, =
=y, ok: lmore briefly, ’

(1) Bx =y.
Clearly we may suppose that b;; = 1 for all 7. If we put [4] = max kz ||

for an arbitrary matrix 4 with elements a,;, we can instead of (1) write

(2) x=Ax +y,
where A .= F — B and |A| < 1. In order that the iterative method
(3) 2D = Aan + gy

be convergent for every initial vector a(® and every w it is necessary and
sufficient that the series £ 4 4 4 4% 4 ... be convergent. Now it is well-
known that the following three properties of A are equivalent:

1° the series £ 4+ 4 + A2 + ... is convergent,

2° the powers A7 converge to the zero matrix,

3° the inequality |x| << 1 holds for every proper value « of 4.

Clearly these conditions are fulfilled if |4| << 1 or, more generally, if |4?] <1
for some p. We are thus led to the following problem. Consider a matrix 4
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with |[4| = 1 and construct the sequence A, A2, 43, ... Clearly |4| = |42] =
= |4? = ... so that either |A"| = 1 for every natural » or |4?| < 1 for some
p and, consequently, 47 converges to the zero matrix.

It is thus natural to ask how far it is necessary to go in the sequence |A4],
142, ... to decide which of the two preceding cases takes place. One of the
main results of the present paper consists in proving the existence of a number
gq(n) which depends on n only and which possesses the following properties:

(1) if A is an arbitrary complex matrix of order n and |A| = |4™| =1
then |A7| = 1 for every natural » (2) there exists a matrix A of order n such
that 4| = |42~ = 1 and |4%™| < 1 (in other words, ¢(n) is the minimum

of all numbers possessing the first property). We prove that g(n) = n? —n + 1.

It turns out that the substance of this and other similar results consists
in the investigation of the combinatorial structure of matrices.

The proof of the result mentioned above is divided into forty-eight proposit-
ions most of which are of independent interest. The purely combinatorial
ones are collected in the first section; in a suitable interpretation, this section
contains a large part of the theory of non-negative matrices. In the second
section, we study the combinatorial properties of matrices and vectors and
in the third section we obtain a series of theorems relating the distribution
of zeros in the given matrix A and the norms of iterations of 4. These theorems
culminate in the result mentioned above. For matrices whose diagonal elements
are different from zero, analogous theorems may be proved with » instead
of q(n). They form the subject matter of section four.

1. COMBINATORIAL THEOREMS

Throughout the present paper let n be a fixed natural number and let N
be the set of numbers 1, 2, ..., n. We shall denote by F the set of all mappings ¢
with the following two properties:

1° the mapping ¢ assigns to every set S ¢ N some set ¢(S) c IV,

2° the mapping ¢ is additive; we have @(0) = 0 and ¢(S; v S,) = @(S;) v
U @(S,) for any two sets S; ¢ N, S, c N.

If ¢, e Fand @, ¢ F, we define the superposition ¢ = ¢,¢, in the following
manner: ¢(S) = @,(p,(S)) for every S c N. Evidently ¢ € F as well.

In the whole paper, the symbol ¢ will denote an element of F. If reN
and R is the set consisting of the point r, we shall frequently write ¢(r) for
P(R).

A mapping ¢ is said to be reducible if either ¢(N) = 0 or if there exists a
set § different from 0 and N such that ¢(S) c S. (The existence of such a set S
is evident if ¢(N) =0 and n > 1.) A mapping ¢ is said to be wrreducible if
it is not reducible. :

(1,1) Let ¢ be irreducible. Then o(N) = N and ¢(T) % 0 whenever T + 0.
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Proof. Since ¢(p(N)) c ¢(N) and ¢(N) + 0, we have p(N) = N.If Tc N,
T # N and ¢(T) = 0 then ¢(7T) c T, whence T = 0.

(1,2) Let Sc N and let s be the number of elements of S. If r is a natural
number such that the set B = S u ¢(S) u ... U ¢"(8S) contains at most s 4 r — 1
elements then p(R) c R.

Proof. There exists a k such that 1 < & = r and ¢*(S)c S u ... U ¢*Y(S);
otherwise the set R would contain at least s 4 » elements. Clearly we have
@?(S)c T for every j =k, where 7T'=S8 v ... u ¢*1(S). It follows that
R =T and ¢(R) c R.

(1,3) Let S c N and let S have s elements. If R =S v ¢(S) u ... U ¢g*%(S)
then ¢(R) c R. If ¢ s irreducible and S + 0, then ¢(S) v ... v ¢*(S) = N.

Proof. This is an easy consequence of (1,2).

(1,4) Definition. Every disjoint system R of non-void sets whose union
is N is called a partition of N; the number of elements of R is called the length
of R. Now let ¢ € F and let R be a partition of length k. We say that R is a cyclic
partition (of N with respect to @) if there is a B ¢ N such that R = {R, ¢(R), ...

. " YR)} and R = ¢*(R). The maximal possible length of a cyclic partition
is called the index of imprimitivity of ¢ and is denoted by d(¢). If d(¢) = 1 and
if ¢ is irreducible, we say that ¢ is primative.

(1,5) Let ¢ be irreducible and let T be a non-void disjoint system of non-void
subsets of N. Suppose that for each T e T there exists a V e T such that o(T) c V.
Then T is a cyclic partition.

Proof. For each 7' € T there is exactly one V e T such that ¢(7') c V. Hence
it is possible to define a mapping y of T into T by the relation y(7) =V,
where Vog(T). Let 0+ T ={T,,...,7,}cT and let x(T')c T. Then
o(UT) = Ue(T;) cUx(T;) = Ug(T')cUT’ so that UT'=N, T'=T. It
follows that T is a partition of N. If we put T' = y(T), we see that y is a per-
mutation of T; further we see that for an arbitrary 7' e T we have T = {7,
2T, ..., 72U}, T = y*(T) (where I is the length of T). Evidently ¢i(7) c
cxi(T) forallj. Put V=T v ¢(T) v ... u g*YT'). Since ¢*(T) c y*(7T') =T,
we have @(V)cV whence V=N and ¢(T)uv...u ¢¥T)=y(T)v ...

.U x"T) = N. It follows that ¢/(T) = 4(T') for j = 1, ..., k, so that T =
={T, ¢(T), ..., " T)}, o*(T) = z*(T) = T.

(1,6) Notation. If gpe F, let V(p) be the system of all ¥ ¢ N such that
¢@’(V) c V for some natural j. Further let M(¢) be the system of all minimal
non-void elements of V(g).

(1,7) IfV, WeV(p) then V 0 WeV(p).
Proof. If ¢i(V)c V, ¢"(W)c W, then ¢/*(V o W)ycV n W.
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(1,8) Suppose that ¢(T) + 0 for every T + 0. Then @(M) e M(g) for every
M e M(g)- :

Proof. If ¢i(M)c M, then evidently ¢/(p(M)) = ¢(¢/(M)) ¢ (M) so that
@(M) ¢ V(@). Let now 0 = L c (M), ¢*(L) c L and put p = jk, My = ¢r-Y(L).
We have ¢?(M) c M, ¢?(L) c L, ¢*(M,) = ¢* H¢?(L)) c ¢*~}(L) = M, whence
M, eV(p). Further M, c ¢*Yp(M))c M and M, + 0, whence M, = M,
s0 that (M) = ¢(M,) = ¢»(L) c L. 1t follows that L = ¢(M) which completes
the proof.

(1,9) Theorem. Let ¢ be irreducible and let m be the number of elements of
M(p). Then

1° M(gp) is the finest cyclic partition,

2° m = d(g),

3° g™(M) = M for every M e M(¢p) and ¢™ is primitive on the set M.

Proof. According to (1,7), M(¢) is a disjoint system; lemmas (1,8) and (1,5)
imply that M(¢) is a cyclic partition. Now let R be an arbitrary cyclic partition.
Since we have evidently R c V(¢), it follows from (1,7) that M(g) is finer than
R. At the same time we see that m = d(¢). For each M ¢ M(¢p) we have obviously
™M) = M and @™ is irreducible on M. Now let T be a cyclic partition of
the set M ¢ M(p) with respect to ¢™; let ¢ be the length of T and let M, e.T.
Then we have ¢*(M,) = M, c M, whence M, = M, t = 1; the proof is
complete.

(1,10) Theorem. Let ¢ € F. Then the following three conditions are equivalent:

1° ¢F is irreducible for k =1, ..., n,

2° @ s primitive,

3° @* 1s trreducible for all natural k.

Proof. Let ¢ be irreducible. If ¢*(B) c B, 0 + B # N, there is a M « M(p)
such that M c B; since, according to theorem (1,9), M(¢) is a cyclic partition,
we have d(p) > 1. We see that 2° implies 3°. If d(¢) > 1 then @9 is reducible
so that 1° implies 2°. Condition 1° being a trivial consequence of 3°, the proof
is complete.

(1,11) Let ¢ be primitive and let. n > 1. Then there exists a natural k < n
and an t© € N such that © € p(t).

Proof. If ¢(x) contains exactly one point for every z e N, then the sets
{1}, ..., {n} form a cyclic partition of N according to (1,5), so that ¢ is not
primitive. It follows that there exists an 7 e N such that ¢(i) contains at
least two elements. Further, lemma (1,3) implies that ¢ e ¢™(7) for some
natural m < n. If m < n, the proof is finished; if m = n, put 7y =14, =1
and choose 4,_, € " 1(3), ..., 4, € p(¢) in such a way that ¢, € ¢(¢,) for r =
=0,1,...,n — 1. Since 7, ¢ ¢*7i(3;) we can suppose that 7; & 7, for 1 =< j <
< k = n. Then {i,, ..., i,} = N so that there exists a j such that 1 <j ==
and ¢; € @(2). Then 7 = 1, € p"(¢;) C g"~*1(¢) and n —j + 1 < n.

184



(1,12) Let ¢ be primitive. Let t e N, 1 < k < n and i € p*(1). Then p~Dk(j) = N.

Proof. Let S, be the set consisting of the point ¢. Put S; = ¢*(8,). Since
S; c ¢*(S;) and ¢ is irreducible by (1,10), we cannot have equality here
unless S; = N. Hence S,_, = N, or, in other words, ¢~1%(¢) = N.

(1,13) Let ¢ be primitive and let n > 1. If i e p*(¢) for some t e N and some
natural k, then gm=2%+2(j) = N for every j e N.

Proof. Let d be the least natural number such that ¢ e ¢2(3). Put iy = i3 = ¢
and choose ¢4y, ..., %; so that ¢,,, eq(,) for r=0,1,...,d — 1. Suppose
that ¢, = i, for some p, ¢ such that 1 < p < ¢ =< d. Then ¢ = i€ ¢?97,) =
= @%9(t,) C @?=(@=P(3) which is impossible. The set C' consisting of 4, ..., 74
has, consequently, exactly d elements. Clearly m e ¢¢(m) for every me C.
Now let j be an arbitrary element of N. The set R = j U ¢(j) U ... U ¢"4(j)
contains at least » — d 4- 1 elements by (1,2) so that R n C' # 0. It follows
that there exists an m e C' and a non-negative integer s =< n — d such that
m e ¢*(j). Since m e pi(m), we have ¢®-Dim)= N according to (1,12).
Hence ¢#*(»=D4(j) 5 ¢»=Dd(m) = N. Now (n — 1)d +s<(n — 1)d +
+n—d=m—2)d+n=(m—2 )k -+ n which completes the proof.

(1,14) Theorem. If ¢ is primitive, then g®=V+*1(j) = N for every j ¢ N.

Proof. We can suppose that n > 1. According to (1,11), there exists an
1€ N and a natural £ << n such that ¢ e ¢*(7). It is sufficient now to apply
lemma (1,13) and to note that (n —2)k +n<=(n—2)(n — 1)+ n =
=(n—1)2+ 1.

(1,15) Theorem. Let n > 2 and let ¢ be primitive. Let j e N and ¢(=1'(j)
£ N. Then it is possible to arrange the elements of N into a sequence j,, ..., j,
m such a way that j = j,, ¢(j,) = {Jrsa} for r=1,2,..,n — 1 and ¢(j,) =
= {j1, jo}. Further, ¢0-9'(j) = N — {j} and ¢ (x) = N for every xe N
different from j.

Proof. Suppose first that 7 e ¢*(¢) for some ¢ e N and some k < n — 2.
Then ¢-2+7(j) = N according to lemma (1,13). This, however, is impossible
since (n — 2)* + n < (n — 1)% for n = 3. It follows that an inclusion 7 e ¢*(¢)
cannot hold unless ¥ = n — 1. The inclusion je ¢"-1(j) is impossible by
lemma (1,12). Hence j is not contained in ¢(j) U ... U ¢"7(j). Put F, =
= @) u...u e(j) for r=1,2,..,n It is easy to see that F,  contains
exactly » elements (otherwise F,_, would be equal to N which is a contra-
diction since j ¢ F,_;). Hence it is possible to arrange the elements of N into
a sequence iy, -.., i, so that F, consists exactly of ¢,,...,7, for r =1,2, ...
..., . Since j € F,,_,, we have i, = j. Further, ¢(j) = F, = {i;}. Let 1 <r <
=n — 1; then ,,, e p"(j) U ... U ¢%(j) = @(F,) so that 7, € ¢(¢;) for some
k,1 <k <r. Since i,., ¢ F, and ¢(3;) c F),,, c F, for k < r, we have k = r,
whence ¢, € ®(i,) for r =1,2,...,n — 1. Suppose that ¢(¢,) = {i,,,} for
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r=1,2,...,n — 1. It follows then that ¢"(x) = {z} for every x ¢ N which is
impossible. Since ¢(,) ¢ @(F,) C {1y, ..., 4,41}, there exist natural numbers
p=q=mn-—1 such that i,eq(i,). Hence i,e@??(i,)cqi?(3,). It
follows that ¢ — p 41 =mn — 1 whence ¢ =n — 1, p = 1. We have thus
p(ty) = {lpa for r = 1,2, .., n — 2, ¢(t,) = {i1}, @(in_y) = {in, 1,}. Now it is
sufficient to put j, = ¢, = j and j, =1, , forr =2, .., n.

Put S = ¢-1°(j) so that S = N. At the same time, ¢(S) = N by (1,14).
Since j,,, € ¢(S) for r = 2, ..., n — 1, the inclusion j, € S holds for r = 2, ...
...,n — 1. Since j € ¢(S), we have j, € S as well. It follows that S = N — {j}.
Finally, for every x ¢ N different from j we have evidently « ¢ ¢"-1(x), whence
(](""1)2(93) = N by (1,12).

(1,16) Definition. Let F, be the set of all ¢ € F such that ¢(N) = N and
that ¢(P) == 0 whenever 0 == P c N. For each ¢ ¢ F, let us define a relation
E(p) on N in the following manner: we put jE(p)k if and only if there exist
Toy -y Tpand qq, ..., ¢y such that ry= j,r, = kand r,_;, 7, e p(g,) fore =1, 2, ...
..., p. The relation E(¢) is clearly symmetrical and transitive; since ¢p(N) = N,
it is also reflexive so that E(g) is an equivalence on N. If p e F, and if m is a
non-negative integer, we have ¢™ e F, as well. Evidently ¢ ¢ F, for each irreduc-
ible ¢ e F.

(1,17) Let ¢eF,; put E, = E(¢7). Let jE, k, x € @(j), y € p(k). Then jE, .k
and zE,, .1y.

Proof. Let j = 7y, k = r, and let r,_,, r; e p"(q,) for i = 1, 2, ..., p. There
exist s; ¢ N such that q; € ¢(s;). Then 7,_;, r; € "*1(s;) so that jE, k. Choose
now t, e p(r;) for ¢ = 2, ..., p — 1 and put {, = « and ¢, = y. It follows that
tiiq, t; e ™t (q;) for i = 1,2, ..., p whence «E,,,Y.

(1,18) Let peF,. If E,, =E, ., then E, ., = E,,,.

Proof. Let 4, ke g™ *2(q). We have j € ¢(q,), k € p(q,), Where ¢y, ¢, € 9™ *(q).
Since E,,,, = E,,, we have ¢,E,q, whence jE, .k by the preceding result.
Hence 2E,,,,y implies 2E,,,,y. The other implication being a consequence of
(1,17), we have E,, ., = E,, ;.

(1,19) If ¢ eF,, then for every m the equivalence E,, ., is coarser than E,,.
Further, E,_, = E,,.

Proof. This is an immediate consequence of the two preceding results.

(1,20) Let @eF,. Let us denote by C the equivalence E,_,. Let {T,, ...,T,}
be the partition of N corresponding to C. Then every ¢(T;) s contained in some T',.

Proof. Since C = E,_, = E, by (1,19), the conclusion follows from lemma
(1,17).

(1,21) Let 9 eFy. Let T={T,,...,T,} be a partition of the set N such
that every ¢(1';) is contained in some 1. Let m be a non-negative integer. Then
E,, is finer than the equivalence on N generated by the partition T.
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Proof. It is easy to see that every ¢™(7T;) is contained in some 7. It is
thus sufficient to limit ourselves to the case m = 1. If j, k e ¢(¢q) and j e 7',
then the whole of ¢(¢q) is contained in 7'; so that ke 7', as well. The rest is
easy.

(1,22) Theorem. Let ¢ be irreducible. Then the classes of the equivalence C
constitute the finest cyclic partition with respect to ¢.

Proof. According to (1,20) and (1,5) the classes of € form a cyclic partition.
By (1,21), the partition corresponding to C is finer than any cyeclic partition
of N.

(1,23) Notation. If p e Fand S c N, let us define ¢*(S) as the set of those
2z e N for which ¢(x) n S + 0. It is easy to verify that ¢* € F as well. Clearly
¢* may also be defined by the requirement that ¢* ¢ F and that i e ¢*(j)
if and only if je @(¢).

(1,24) We have ¢** = ¢ for every ¢ € F and (xB)* = p*x* for any two «, f € F.

Proof. Immediate.

(1,25) Let S ¢ N. Then ¢(N — ¢*(S)) c N — S.

Proof. Suppose that S n (N — ¢*(8)) &= 0. Then there exists an e N
— ¢*(8) such that S n ¢(x) + 0 whence x e ¢*(S) which is impossible.

(1,26) We have ¢*(S) c T if and only if (N — T)c N — 8.

Proof. If ¢*(8S) c T, we have according to (1,25) (N — T') c (N — ¢*(8)) c
c N — 8. The other implication is a consequence of the relation ¢** = ¢.

(1,27) 4 mapping ¢ is reducible if and only if ¢* is reducible.

Proof. If ¢(N) = 0, then ¢*(N) = 0, too. If § c N is different both from
0 and N, so is T =N — 8. If ¢(S)c S, we have ¢*(T) c T according to
(1,26).

(1,28) A mapping @ is primitive if and only if ¢* is primitive.

Pro.f. Let ¢* be primitive and let T = {7, o(T'), ..., ¢*~YT')} be a cyclic
partition with respect to ¢. Since ¢*(V) c V for each V e T, we have (¢*)*(T) c
c 7. Theorem (1,10) implies that (p*)* is irreducible; by (1,24) we obtain
(p*)* = (p*)* whence 7" = N, k = 1. It follows from (1,27) that ¢ is irreducible
so that ¢ is primitive.

2. MATRICES AND THEIR COMBINATORIAL PROPERTIES

In the rest of the paper the symbols 4, B will always denote matrices of
order n with complex elements a,;, b;.. The letters x, ¥ will denote vectors
with # complex coordinates x;, ¥;.

For every matrix 4 we define a mapping ¢ ¢ F in the following manner:

187



if S c N, let ¢(S) be the set of those j e N for which there exists an 7 € § such
that a;; + 0. The fact that ¢ € F is easily verified. Further it is easy to see
that ¢*(S) is the set of those ¢ ¢ N for which there exists a j e S such that
a;; = 0. We shall write ¢ = F(A4).

We shall adopt the following convention: the matrix A will be called redu-
cible, irreducible or primitive if the corresponding mapping F(4) is reducible,
irreducible or primitive.

(2,1) Suppose that the matrices A and B are non-negative. Then F(AB) =
= F(A) F(B). Especially we have F(Ar) = (F(A))" for every natural r.

Proof. Put o« = F(4), p = F(B), ¢ = F(AB). Let Sc N and ke ¢(S).
There exists an ¢ e S such that Zaijbj,c + 0 so that a;b;, + 0 for some [.

j
Clearly lea(S), kep(x(S)) whence ¢(S)c f(«(S)). If, on the other hand,
k € B(«(S)), then there exists an 7 e S and an l e oc( ) such that % € f(1); it follows
that Z @b = aby, > 0 whence k e ¢(z) so that B(x(S)) c ¢(S).

(2, 2) Notation. For every 4 and every « put [4| = maxz lasn], |x| =
= max |z;|. We have thus |dz| < |4].|z|, |4AB| =< |4]. |B| It |4
let P(4) be the set of those 7 ¢ N for which Z la;] = 1. If 2] £ 1, we shall

denote by P(z) the set of those i « N for which [x | = 1; further, we put Q(4) =
=N — P(4), Q) = N — P(x).

(2,3) Suppose that |[A| =< 1, || < 1 and put ¢ = F(A). Then

P(Ax) c P(A4),

2° P(x) o p(P(A4x)),

3° p*(Q(x)) c Q(A4x).

Proof. The first inclusion is obvious. Now let 7 € p*(Q(%)); there is a ke N
such that [z < 1 and a,;, &= 0. We have then [Ya ;| =< > |a,x;| < > la,l =

= 1 so that 7 € @(4x) which proves 3°. Accordirlxg to lemnia (1,26), thje second
inclusion is a consequence of 3°.

- (2 4) Let |A] <1 and let M be the matrixz consisting of elements |a,,|. Let
r be a natural number, ¢ = F(A"), o = F(M"), Sc N. Then P(A") c P(M"),
o(S) c w(S). If ¢(i) + w(t) for some , then 1 € Q(AT).

Proof. It is easy to see that we have [a{}| =< m{}, where a{ and m} are
elements of A7 and M. Further, Zm(” = 1 for every 4. The rest is easy.

(2,5) Let |[A] < 1 and let r be a natuml number. If P(AT) = N then F(A7) =
= (F'(4))".

Proof. According to (2,4), we have F(A") = F(M"), where M is the matrix
with elements |a,;|. Clearly F(M) = F(4). It follows from (2,1) that F(Mr) =
= (F(M))" so that (F(4))" = F(A").
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(2,6) If |A| = |B|] = 1 then P(AB) c P(A4), Q(AB) o Q(A).

Proof. If 7 ¢ P(AB), there exists a vector x such that || = 1 and that the
vector y = ABx has |y;| = 1. Putting z = Bz, we have |z| = 1 and i ¢ P(4z)
c P(4). The second inclusion is an immediate consequence of the first relation.

(2,7) Let |[A] = |B]| =1, v = (F(A))*. Then 3" (Q(B)) c Q(AB) for every
non-negative integer r.

Proof. Our assertion is trivial for » = 0. Suppose first that » = 1 and put
AB = W = (w,,). If 7€ p(Q(B)), then there exists a k such that a,, + 0,
k e Q(B), whence |a,| z 1brol < la;xl. It follows that Z [w;q = z |@iphpel =

= Z || z [bpal < z [aw\ = 1 so that ¢ e Q(W). The rest follows by induction.

(2,8) Suppose tlmt |A| = |B] =1, AB = BA and put ¢ = I'(4). Let s
be the number of elements of P(B). Then there exists a set Z such that ¢(Z) c Z,
P(43B) c Z c P(B).

Proof. Put Q =Q(B), y =¢*, V=Qu p@) v ...uyQ), Z=N — V.
Evidently Z ¢ N — @ = P(B). Since @ has n — s elements, it follows from
(1,3) that y(V)c V whence ¢(Z)c Z by (1,26). Lemma (2,6) implies that
Q(A*+1B) = Q(A*BA) > Q(A*B) for every k = 0;if 0 = k = s, it follows from
(2,7) that »*(Q) c Q(A*B) c Q(A*B), whence V c Q(4°B), Z > P(A*B) which
completes the proof.

(2,9) Let |A| = |B| =1, AB = BA and let A be irreducible. If P(B) has
s < n elements, then |4B| << 1.

Proof. By the preceding result, there exists a set Z such that P(42B)c
c Z c P(B) and ¢(Z) c Z. Since ¢ is irreducible and Z c P(B) + N, we have
Z = 0 whence P(A4:B) = 0.

3. NORMS AND PROPER VALUES

If |4] = 1 and if « is a proper value of 4, then there exists a vector x such
that |z = 1, Az = ax; it follows that |x| = |ax| = |4dx| =< [4]. |z = 1.
If |x| =1, we have |4"] = |A"x| = |x"x| = 1 and, consequently, |47 =1
for every r.

We say that the matrix 4 is conservative, if |[A] = 1 and if |x] = 1 for some
proper value of A. We have then {47] = 1 for every ». On the other hand,
the main result of this section asserts that a matrix A of order n is conservative
if |[A] = |4™~"*" = 1. In other words: if |4| = 1 and 4 is not conservative,
we have |A™~"*!| < 1 so that A" converges to the zero matrix.

(3,1) Let s be a natural number. If |A] = 1 and if A% is conservative, then A
18 conservative as well.

189



Proof. There exists an « such that |x| =1, det (4° — &*E) = 0. Let
€1, ..., & be all s-th roots of 1. Then 0 = det (A — ¢,xF) ... det (4 — e,xE)
so that det (4 — &;oll) = 0 for some j.

(3,2) Let A be irreducible; let |x| = 1, |x| = 1, Ax = ax. Then P(A) = P(x) =
=N, a; = xxx; |ayl.
Proof. By lemma (2,3), we have 0 + P(z) 2> p(P(Axz)) = ¢(P(x)), so that
N = P(x) = P(4x) c P(A). Since |v,] =1, > lagl =1, > a,x, = ax,, we
’

| -
have a;x), = |a;| ax;.

(3,3) Theorem. Let A be an wrreducible matriz. Then A is conservative if
and only if A = o« DM D™ where « is a complex number with |x| =1, D =
= (d;) 18 a diagonal matriz with |d,;| = 1 and M = (m;,) is a non-negative
matriz with z My =1 fort=1,2,...,n.

k

Proof. This is an immediate consequence of (3,2).

(3,4) Notation. If 4 is a matrix and if V' c N, we shall denote by 4, the
matrix with elements «,,, where 1, ke V. If ¢(V) c V, then obviously (4,)" =
= (A")y for every natural r.

(3,5) Theorem. Let |A| < 1 and let {T, ..., T,} be the family of all minimal
nonvoid T c N such that o(T) c T, where ¢ = F(A). Put V = N — UT;. Then

1°T;, 0 T; =0 for v %+ 4,

2° the matrices Ay, are irreducible,

3° the relations Z c V, ¢(Z) c Z imply Z = 0,

4° each proper value x of A such that |x| = 1 1is a proper value of some AT’_,
5° if V = 0, then Ay is not conservative.

Proof. If 7, n T; =T + 0, then ¢(7T) c o(T,) n ¢(T;) c T, whence T =
= 1T,="1T,, so that 1° is proved; 2° and 3° are obvious. Let now |x| =1,
x| = 1, Az = xa. Since P(x) 2 p(P(Az)) = ¢(P(x)) by (2,3), we have T'; c P(x)
for some j; it follows that « is a proper value of A, which proves 4°. Now
suppose that V' # 0 and let § be a proper value of 4, with || = 1. According
to what has just been proved there exists a non-void W c V such that V n
n (W) c W, that Ay is irreducible and that g is a proper value of A,. It
follows from (3,2) that P(Ay) = W so that ¢(W)c W. We see that W o T,
for some j in contradiction with the relation W c ¥V ¢ N — T';. This completes
the proof.

(3,6) Notation. If ¢ is a complex number different from 0, put o(c) = |% .

(3,7) Let (4] =1, |x| = |y| = 1 and P(Azx) = P(Ay) = N. Letp = F(4)
be arreducible. If jE(p)kY) and x; = ny; then x, = ay, and |x| = 1. ‘

1) See definition (1,16).
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Proof. We may clearly limit ourselves to the case when j and k are contained
in some @(i); then a,a; + 0. Now [Ya,,| = [Da,y.] = 1; it follows that

;] = |ay] == |y;] = |yl = 1 whence |x| = 1. Clearly o(a,z;) = o(a;x;) and
o(ay;) = o(a,y,). Further, x.0(a;) = olagxy) = olax;) = xo(a,y;) =
= xo(a;yx) = «yro(a;;) whence x, = «y, which completes the proof.

(3,8) Theorem. Let A be primitive, |A| = 1, |x] = |y| = 1. If P(A"» ) =
= P(A»ly) = N, then there exists a complex number « such that y = xw,
|| = 1.

Proof. Put w = F(A"-1). It follows from the relation P(47-1) 5 P(An1x) =
= N and from (2,5) that o = (F(A4))"1; since 4 is primitive, theorem (1,22)
implies that there cannot be more than one class of the equivalence E(w). The
rest follows from (3,7) applied to 47-1.

(3,9) Let n > 2 and let A be the matrix

0 a 0...0
0 0 a,...0

where pg + 0. Suppose that |[A] < 1, |z] = 1 and |y,| = ... = |y,| = 1, where
y = Arx. Then A is conservative.

Proof. It is easy to see that det (tH — A) = t* — ut — ) where 1 = a, ...
e Oy P, L= Q... a,_,q. By the Hamilton-Cayley theorem, we have A» =
= A + uA whence
y; = Ax; + pae;,, for j=1,...,n — 1,
Yn = ATy + ppy + pqe, .
Now 1 =ly,] = |4 + |l = |pl + l9g =1 whence |p| -+ |g/ = 1. Suppose
that 'a;...a, | < 1. Then [A] = |a;...a, 4| .|p| <|p| whence 1 = |1

4 u| <7 |p| + |gl = 1; this contradiction shows that |a,| = ... = |a,_,| = 1.
Since 1 = |y;] = |Ax; + pajz; 4| for j =2,3,...,n — 1, we have |z;] = ...
... = |x,] = 1. Since 1 = |y,| = |z, + upx; + nqx,|, we have |x;] = |z,| =1

as well so that P(x) = N. It is easy to see that y; = o(dx;) = o(4) z; for j =
= 2,3, ...,n; since vy, = Ax, -+ upx, + uqr,, we infer that y, = o(upz,) =
= o(ugx,). It follows that o(pz,) = o(qr,). Now y, = Ax; + paz, = a, ...
e @y (py 4 qay); hence |y = [pry + qus| = ipay| + |qx,| = [p| + gl =1
so that y, = o(1) z; as well. We have thus y = ¢(1) * which implies that 4~
is conservative. The rest follows from lemma (3,1).

(3,10) Let A be a primitive matrix of order 2 such that |A| = |43 = 1.
Then A is conservative.
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Proof. We have a,5a,; &= 0 and at least one of the diagonal elements is
different from zero; consider the case @,; + 0. There exists an x such that
lx] =1 and |A43%x| = 1. Put y = Az, z = Ay. Since |4z| = |4Ay| =1 and
ante; + 0, we have |y| = |z| = 1. Now ayap, + 0 and |ayy, + apy,| =
= |a;,®; + ay4%,] = 1. Clearly this is impossible unless y = oz for some «
of modulus 1.

(3,11) Notation. For every non-negative integer » put q(r) = r2 — r + 1.

(3,12) Let A be a primitive matriz such that |A| = |49™| = 1. Then 4 is
conservative. }

Proof. If n = 2, then our assertion reduces to the preceding result. Now
let » > 2 and put s = (n — 1)2, ¢ = F(A), B = 4% According to (2,9),
we have P(B) = N so that F(B) = ¢* by lemma (2,5). Take a vector z such
that |x| = 1 and |4%™x| = |BA"x| = 1. We shall distinguish two cases.

1° We have ¢*(i) == N for every i e N. From the relation F(B) = ¢* it
follows that b, + 0 for all ¢, k. Since |BA"—1x| = |BA"z| = 1, we see that
P(Ar-1z) = P(A"1Ax) = N. According to theorem (3,8) there exists an «
such that |«| = 1, 4o = .

2° The set ¢*(j) is different from N for some j. In virtue of theorem (1,15)
we can suppose that 4 has the form described in (3,9). We have then ¢%(t) =
= N for 7 = 2, 3, ..., n, while ¢%(1) = {2, 3, ..., n} so that b,, + 0 for every
pair of indexes except ¢ = k = 1. Since |By| = 1 for y = A™x, we have |y,| =
= ... = |y, = 1 and 4 is conservative by lemma (3,9).

(3,18) For d =1, ..., n we have

on—1= 020 gy,

n(n — 1)
t

Proof. For ¢t > 0 put g(t) = —~ 4 t. We have ¢g(1) = ¢q(n), g(n) =

= 2n — 1;if » > 1 then g(n — 1) = 2n — 1, too. Our assertion is thus proved
n(n — 1)

— +1<0,
whence g(n) = g(n — 1) < g(¢) =< ¢g(1) which completes the proof.

forn=1 It n=2and 1 =<t<n— 1 then ¢'({) = —

(3,14) Theorem. Let A be an irreducible matrix of order n; let d be the index
of imprimitivity of F(A).If |A7| =1 for every integer r such that 1 <r =

< ﬁ(nT_ll + d, then A is conservative.
Proof. Put B = A% ¢ = F(A), o = F(B). Sincen — 1 + d < g; (n— 1) &
+ d, we have |BA"1| = |A%-1| = 1. In accordance with lemmas (2,9) and

(2,5) we obtain P(B) = N, o = ¢% Let {M,, ..., M;} be the finest cyclic
partition with respect to ¢. We have w(M,) = M, for j =1,...,d and it
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follows from theorem (1,9) that the matrices B; = By, are primitive. Let
n; be the order of B;. There exists a j such that n; < g; put s = g(n;). Sup-
pose that |Bj| < 1.Then P(B¢) has at most n — n; elements, whence | 4ds+n—nj| < 1
by lemma (2,9). On the other hand, we haveds +n — n; = ;L”L} (n2 —m; +1) 4
+ (m — m;) = f(n;), where f(t) = (n — 1)¢ + Z; According to lemma (3,13)

wo have f(I) = 2n — 1 < "("d_—” fd—f (g); since [(f) > 0 for t > 0,

we obtain f(n;) < max (f(l), f(g)) = Md_i) + d, whence |[4d+n—nj| = 1.
This contradiction proves that [Bj| = 1. By lemma (3,12) B; is conservative,
It follows that B = A¢? is conservative; by lemma (3,1) 4 is conservative as
well.

(3,15) Let A be an trreductble matrixz such that |A| = |A%™| = 1. Then A
18 conservative.

Proof. This is an easy consequence of lemma (3,13) and theorem (3,14).

(3,16) Theorem. Let A be a reducible matrixz of order m such that [A| =
= |4un=D*1 = 1. Then A is conservative.

Proof. Let 7'y, ..., T, V be the sets from theorem (3,5). We intend to show
that at least one of the matrices AT’, is conservative. Suppose not. Let n; be
the number of elements of 7';; put r = maxt;, B = A%". Let P(B) have s
elements. We infer from lemma (3,15) that |A%(7,’)| < 1 for all § so that P(B) c
c N — UT,;, whence s =<n — r. It follows from (2,8) that there exists a
Z c N such that ¢(Z) c Z, P(4°B) c Z c P(B). Since P(B) c V, theorem (3,5)
implies that 0 = Z = P(A4*B), whence |[44"*s| = |A3B| < 1. On the other
hand, we have s =n —r, so that q(r) +s=q(r)+n —r=(r — 1)2 +
+n=m—2)2+4n=qr — 1)+ 1 and hence [Au»~b+1] < 1. This con-
tradiction proves that at least one of the matrices ATi is conservative; conse-
quently, the matrix A itself is conservative.

(3,17) Theorem. Let A be a matrix of order n such that |A| = |A™ "+ = 1.
Then A is conservative.

Proof. If 4 is irreducible we make use of lemma (3,15). If 4 is reducible we
have n > 1 so that ¢(n — 1) < g¢(n) and we may apply theorem (3,16).

(3,18) Let n > 1; put

010...0
001...0
A=|.......
000 1
r¢o0..0
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where |p| + |g| =1, pg + 0 and o(p*t) + o(q").2) Then [A] =[A"" =1
and [A"-" < 1.

Proof. Since det (tE — 4A) =i — qt — p, we have A" = plH + qA so

n-1
1 .
that An=H =% (n . grpr-1-tAr. Let af” = [al), ..., al?] be the i-th
=0
row of A7. Tt is evident that (" = &\, = ... = a{"; if » < n, we have there-

n
fore af),i=1, a{, =0 for k4 r 4 1. It follows that > [a{"]""V| =

j=1

n-1 e n-1 n — 1
= Zol a""A = ( ) lgrpr=t=r| = (Ip| + lgl)»* = 1, whence

r=0 r
|Ann=1| = 1. Suppose now that |4™~"*!| = 1. Theorem (3,17) implies that
there exists an « such that |x| =1 and a” — qx — p = det (x££ — A) = 0.

Since a™ = g« -+ p, we have o(p) = o(qx) whence & = o(pg=1), o(p*q™) = o™ =
= o(p) and o(p" ') = o(q") contrary to our assumption. The proof is complete.

(3,19) Theorem. For every natural number n there exists a matrix A of order n
such that |A| = |A™ ™" = 1 and |A™ """ < 1.

Proof. Our assertion is trivial for n = 1. If » > 1, we can take the matrix A
from (3,18) where we put p =g = — }.

4. MATRICES WITH DIAGONAL ELEMENTS DIFFERENT FROM ZERO

(4.1) Let A be irreducible. Let a,; £ 0 and o(a,;) = « for 1 =1,2, ..., n.
If |A"| = 1, then there exists a vector x such that |x] = 1, P(x) = N and Ax =

= ax.
Proof. Put ¢ = F(A). We note first that ¢(S) 2§ for every S c N. Since
| 47| = 1, there exists a vector x such that || = 1 and [4A"z| = 1. Forr = 0,1, ..

,n put P, = P(Arx). We have P(A™x) 2> p(P(4'x)) > P(4™x) by (2,3)
so that P, c P,_, c...c P, c P,. Since P, = 0, there exists a natural » such
that P, = P,_,. Now P,_, o ¢(P,) o P,, whence ¢(P,) = P,. Since P, > P, =+ .
#+ 0 and ¢ is irreducible, we have P, = N so that P, = P,. It follows that
P(x) = P(y) = N where y = Az. Now y; = > au@, |yl =1 and > |a;,| =

k &

=< 1, whence a;x, = |a,]y, for every ¢ and k. Especially, a;x; = |a;| y;
for every 4. Since a;; = « |a;;] + 0, it follows that y = ax which completes
the proof.

(4,2) Let A be irreducible, |A| = 1. Suppose that a;; + 0 for 1 =1, 2,
, n but that o(ayy) + o(a.,) for some p and q. Then P(A?) has at most n — 2
elements and (A" < 1.

2) Ifn=2weha,veA=(O 1)

P ql
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Proof. Let us denote by S the set of those j e N for which o(a;;) = o(ay,)
so that 1 €S. At the same time S + N. Let 7= N — S. The mapping ¢ =
= F(A4) being irreducible, we have ¢(T) n S % 0 % ¢(S) n 7T so that there
exist points #, s, v, w such that te T, se S, sep(t) and ve S, we T, we ¢(v).
Further, o(a,) + o(ag) = (@) F 0(). Since a,, += 0, we have o(a,a,,) +
* o(auny) so that |by,| = |Z @ity < Z |ag] . Ja;] where B = A2 Now

i 7
Dbl < >3 lagl . lagyl =1 whence ¢ ¢ P(B). In a similar manner, it is
% 5
possible to show that » ¢ P(B). Since t e 7" and v e S, the set P(B) contains
at most » — 2 elements so that |4" = |4»2B| < 1 by lemma (2,9).

(4,3) Theorem. Let A = (a;,) be a matrixz of order n such that a,, + 0 for
1=1,2 ..., n If |4| = |A" = 1, then A is conservative.

Proof. If A is irreducible, our assertion is an immediate consequence of the
preceding results. If A is reducible, we may apply the method used in the
proof of theorem (3,16); we write, of course, r instead of ¢(r) and we make
use of theorem (4,3) for irreducible matrices instead of lemma (3,15).

Let us conclude with the following remark as an illustration.

Let B be a complex matrix of order » with elements b, such that det B + 0
and |b;,| gk%\bikl for ¢ = 1, 2, ..., n. Consider the system of equations
(4) Bx =y
and the equivalent system
(5) x=Ax 4y
where 4 = I — B.

Clearly we may suppose that 0 << b,, < 1 for all i. We have then > || =
=1—b,;+ Z'\bikl < 1, so that |4] <1 and, moreover, a,, = 1 i b; >0
for all i. Le]‘z#; be a proper value of 4. There exists a vector x = [z, ...

..., @] such that Ax = ax, |z;] = 1 for all 7 and x; = 1 for some j. It follows
that « = ax; = zajkxk, whence |x| < 1. Since det (B — A) = det B % 0,
k

we have « = 1; further we observe that a;x; > 0. If a;x, = 0 for all £,
then 0 < x <1, so that |x| < 1; otherwise |x| = > ayx,| <> layl =1,
& k

so that |x| < 1 again. It follows that the iterative method a(+) = Aa™ -+ y
converges and, according to the results of the fourth section, |47 < 1.



Peswome

HOPMBI, CIIERTPBI 1 KOMBUHATOPHBIE CBOJICTBA MATPUI]
AH MAPIKUK (Jan Matik) 1 BJACTUMMJI NTAK (Vlastimil Pték), Ilpara

ITycrn A — Marpunma Hopsijika # ¢ KOMIICKCHBIMY 3JIGMCHTAMY @, M ¢ HOP-
Moii [A| = max > |a,;|. Paccmorpum ypasuenne x = Ax -+ y. Ilas Toro, uroGst
i k

npolece UTEpaAnNH ,,,; = Az, -+ y Ob1 cXomAmuMcst st J060T0 HAYAIBHO-
ro BeKTOpa %, u JOOOro ¥, HeoOXOIUMO M JTOCTAaTOYHO, 4roOH psax K 4 A4 +
+ A% 4 ... cxojyurcs. Xopomo M3BECTHO, YTO JJIsT ATOTO HEOOXOQMMO 1 j0cTa-
TOYHO, UTOOBI MMEJI0 MecTO HepaBeHcTBO [A| << 1 mma jo6oro cobcTBeHHOIo
uncsia A Mmarpunst 4. 1o yesosue, 09eBUHO, BRIIOJHsETCA, ecin |A| < 1 wmm,
Goutee 0610, ecau [4?] < 1 s kakoro-mu6o p. Urak, MBI IPHXOIM K CIIEAYi0-
uleit mpobuaeme:

ITycrs mana matpuna 4 ¢ Hopmoit [4| = 1 m HOCTPOUM IIOCIEOBATEABHOCTH
A, A2, A3, .. .. OueBujno, Oyger [A| = |42 = |43 = ..., TaK 9T0 BO3MOIKHBI cJie-
nyonine iBa caaydas: unm [A7| = 1 s Kaymporo HarypanbsHoro r min |A?| < 1
I Karoro-mmbo p; torja AT, OYCBUIHO, CTPEMHUTCS K HYJIeBOM MaTpuie.
Nrak, BosHMKAEeT BOIPOC, CKOJLKO WIGHOB mociegoBarennuoctu |A|, [A2%, ...
HYJKHO PAacCMOTPeTh, 9T00BI PelmiuTh, KaKasi U3 YKa3aHHBIX /IBYX BO3MOJKHOCTEIR
UMEeT MCCTO.

I'maBubIM pe3yabTaToM HacTostIell paboTH ABIAETCS CIIELYIONAd TeopeMa:

Ilycmv A — komnaekcnas mampuya nOpadka m ¢ MeMEHMAMU d;; NYCML
|A] = 1 u npednoaoxncunr, 4mo 6uinoansemMes 00HO U3 CACOYIOUWUL MPET YCAOCUTL:
1° fAn*—nJrlI — 1;
2° mampuya A pazaoncuma u |AV I = 1;
¥ a,; #£00wit=1,...,nu|dA" = 1.
To20a |AT| = 1 0aa ecex .
Ecau noaosrcum 0 10...0
0 01...0
A= ..o ,
0 60...1
—3+ =30 ...0
mo |A™"" =1 u A" < 1.

CymmocTbio 3TOro pesysibrata SIBISICTCS MCCJICOBAHWE KOMOWUHATOPHOI
cTpyKTypsl MaTpull. [lokazarennerBo IiIaBHOI TEOPEMBI PABMENIETCA HA COPOK
BOCEMb YaCTHUYHLIX PE3YJIBTATOB, M3 KOTOPBIX OOJBMIMHCTBO WMEET CAMOCTOSI~
TesbHOC 3HAYCHIE. UMeTo KOMOMITATOPHBIE Pe3ysbTaThl cOOpPAaHbl B HEPBOM Ha-
parpade; npm HamIe;KAleM MCTOJIKOBAHUYU JTOT naparpad comepyKur Cyle-
CTBEHHYIO YacTh TEOPHMU HEOTPUIATEIbHBIX MaTPHUIL.
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