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A GENERALIZED POINT OF VIEW TO HIGHER ORDER CONNECTIONS ON FIBRE BUNDLES
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Higher order connections in differentiable fibre bundles, as introduced and studied by CH. EHRESMANN in his famous note [5] as well as in his unpublished lectures, have been dealt with in the most general form, as to the author's knowledge, only in the papers of B. CENKL ([1], [2]), and, to some extend, by P. LIBERMANN in [12], and by P. VER EECKE in [17]. However, the last two papers are mostly concerned with more special situations (e.g. that of a vector bundle) as well as several other ones (c.f. [9], [10], [11], [13], [15], [16], [18], [19]).

Therefore the first two chapters of this paper are supposed to serve as an introduction to the Ehresmann's approach to the very definition of a higher order connection in a differentiable groupoid. Nevertheless the main purpose is to introduce the notion of a \((\mathcal{V}, \mathcal{F})\)-connection on a differentiable fibre bundle \(E\) (i.e. in its associated groupoid) together with some equivalent formulations. The pair \((\mathcal{V}, \mathcal{F})\) is defined by a subcategory \(\mathcal{V}\) of the category \(\mathcal{E}\) of all fibered manifolds \((B, C) (p_B = p : C \to B\) being the natural projection), and by a covariant functor \(\mathcal{F}\) (called connector) from the category of all \(C^\infty\)-differentiable manifolds into \(\mathcal{V}\) satisfying some additional assumptions (c.f. definition 3.1). A \((\mathcal{V}, \mathcal{F})\)-connection in a locally trivial differentiable groupoid \(\Phi\) is now given by a mapping \(x : \mathcal{F}(B) \to \mathcal{F}(\Phi)\) such that \((\sim, \mathcal{X}) \in \mathcal{V}, \mathcal{F}(b) \mathcal{X} = \text{id}_{\mathcal{F}(B)}\) and \(\mathcal{F}(a) \mathcal{X} = \iota p\), where \(\sim : B \to \Phi\) is the natural injection of the submanifold of unities (objects) into \(\Phi\), \(a\) or \(b\) are the right and left unit projections respectively from \(\Phi\) onto \(B\), and \(\iota = \iota_B\) is a canonical injection \(B \to \mathcal{F}(B)\) (c.f. definition 3.3). A higher order connection in the sense of Ehresmann is a special case of a \((\mathcal{V}, \mathcal{F})\)-connection, and in this way one obtains in a unified and formalized manner the various characterizations of higher order connections given in [1], [2] and also sketched in [12]. However, the definition of a semi-holonomic higher order connection given in [12] is more general than that of Ehresmann (except of order one) but it is included in the definition of a \((\mathcal{V}, \mathcal{F})\)-connection (c.f. theorem 3.2) with \(\mathcal{V}\) being the category of vector bundles and \(\mathcal{F}\) the functor \(T_{r,1}\) connected with semi-holonomic tangent vectors of order \(r \geq 1\). On the other hand, although each higher order con-
connection in $\Phi'$ induces a differentiable lifting of the corresponding manifold of velocities in $B$ into the corresponding manifold of infinitesimal displacements of fibres in $E$ (c.f. [5]), this does not hold conversely unless the higher order connection is replaced by a $(\mathcal{V}, \mathcal{F})$-connection with $\mathcal{V} = \mathcal{E}$ and suitable $\mathcal{F}$, which is more general than an Ehresmann's connection. This is namely the analogous situation to that in [12] if one, roughly said, replaces the vectors by velocities and drops the vector bundle structures in them even if the order is one.

This impossibility of defining a higher order connection as a simple lifting either of velocities or of vectors, which complicates also the “associated principal bundle formulations” given in [1] and [2] and which does not occur in the first order theory led to our generalization of a higher order connection to a $(\mathcal{V}, \mathcal{F})$-connection. The other reason may be found in the already mentioned unified formalism including both the “velocity and vector points of view”. Moreover the most abstract form of a $(\mathcal{V}, \mathcal{F})$-connection as given in definition 3.1 may suggest a formally easy generalization of the notion of a connection (without pointing out explicitly the order) to more general structures than that of differentiability and with finite dimension. However, we do not touch that problem in this paper.

On the other hand the pair $(\mathcal{V}, \mathcal{F})$ is essential in the definition of a $(\mathcal{V}, \mathcal{F})$-connection unless it is a posteriori clear that it is equivalent to some type of an Ehresmann’s connection. Thus a $(\mathcal{V}, \mathcal{F})$-connection is de facto not a property of the groupoid $\Phi'$ itself, but rather a relation of the groupoid $\Phi'$ to the pair $(\mathcal{V}, \mathcal{F})$. In general namely there cannot be found a reasonable definition of the equivalence of two $(\mathcal{V}, \mathcal{F})$-connections unless they are, of course, equivalent to an Ehresmann’s one. Therefore, as a matter of fact, the notion of a $(\mathcal{V}, \mathcal{F})$-connection does not generalize the notion of a connection itself but more likely the various “lifting properties” of connections. Nevertheless the formalism employed hereby, namely that connected with $\mathcal{F}$, generalizes and even simplified some classical notations from the first order differential geometry (c.f. ch. 3).

The third chapter is readable formally independently — but for some almost evident notations — from the first two chapters which are of an introductory and illustrating character. Hereby I’d like to express my thanks to O. Kowalski and I. Kolář for their discussions concerning the first chapter at the seminar on global differential geometry in Brno.

1. SOME REMARKS ON DIFFERENTIABLE GROUPOIDS

**Definition 1.1.** ([6]) A category $C$ is a class $C$ of elements in which there is given a composition $(X, Y) \rightarrow X \cdot Y$, for some pairs of elements in $C$, satisfying the following three axioms:

1. If either $X \cdot (Y \cdot Z)$ or $(X \cdot Y) \cdot Z$ are defined then both they are defined and equal.
2. If $X \cdot Y$ and $Y \cdot Z$ are defined then also $X \cdot (Y \cdot Z)$ is defined.
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3. For each \( X \in C \) there are two unities \( aX \) and \( bX \) in \( C \) such that \( X \cdot aX \) and \( bX \cdot X \) are defined. Hereby an element \( e \in C \) is called a unity if \( X \cdot e = X \) and \( e \cdot Y = Y \) for all elements in \( C \) for which \( X \cdot e \) and \( e \cdot Y \) are defined.

These axioms imply: The unities \( aX \) and \( bX \) are uniquely determined by \( X, X \cdot Y \) is defined iff \( aX = bY \) and \( a(X \cdot Y) = aY, b(X \cdot Y) = bX \). The elements of \( C \) are called morphisms, the unities among them are called objects. Thus we identify each class with the identity map of this class and write \( X \in C \), \( X : aX \rightarrow bX \). A subclass \( C' \subset C \) is called a subcategory \( C' \) of \( C \) if 1) \( X \in C' \), \( Y \in C' \) and \( X \cdot Y \) is defined in \( C' \) implies \( X \cdot Y \in C' \); 2) \( X \in C' \) implies \( aX \in C' \) and \( bX \in C' \). The subcategory \( C' \) is called a complete subcategory of \( C \) if moreover \( X \in C \), \( aX \in C' \) and \( bX \in C' \) imply \( X \in C' \). If now \( C' \) and \( C'' \) are two arbitrary categories then a mapping \( \mathcal{T} : C \rightarrow C' \) satisfying 1) if \( X \in C, Y \in C \) and \( X \cdot Y \) is defined then \( \mathcal{T}(X \cdot Y) = \mathcal{T}(X) \cdot \mathcal{T}(Y) \); 2) if \( e \) is a unity in \( C' \) then \( \mathcal{T}(e) \) is a unity in \( C'' \), is called a covariant functor or simply functor, since we shall not deal with contravariant ones.

An element \( X \) of a category \( C \) is called \textit{inversible} if there exists its \textit{inverse} \( \sigma X \in C \) such that \( \sigma X \cdot X = aX \) and \( X \cdot \sigma X = bX \). This inverse is then uniquely determined by \( X \) and \( \sigma X \cdot Z = aX \) and \( bX \cdot \sigma X = aX \). The category \( C \) is called a \textit{groupoid} if \( \sigma \) is a one-to-one mapping of the class \( C \) onto itself. The groupoid \( C \) is called \textit{transitive} if there exists for each pair \( (e, e') \) of unities a morphism \( X : e \rightarrow e' \). Note that a groupoid is a group iff all the unities coincide.

**Definition 1.2.** ([6]) A \textit{category of operators} on a class \( E \) is a category \( C \) with a composition \( (\theta, z) \rightarrow \theta \cdot z \) which is defined for some pairs \( (\theta, z) \), \( \theta \in C, z \in E \), \( \theta \cdot z \in E \) and satisfies

1. If either \( \theta \cdot (\theta' \cdot z) \) or \( (\theta \cdot \theta') \cdot z \) are defined then both they are defined and equal.
2. If \( \theta \cdot \theta' \) and \( \theta' \cdot z \) are defined then also \( \theta \cdot (\theta' \cdot z) \) is defined.
3. If \( e \) is a unity of \( C \) and \( e \cdot z \) is defined then \( e \cdot z = z \).
4. Each \( \theta \in C \) admits at least one \( z \in E \) such that \( \theta \cdot z \) is defined and each \( z \in E \) admits at least one \( \theta \in C \) such that \( \theta \cdot z \) is defined.

These axioms imply the existence of a projection \( p \) of \( E \) onto the subclass \( B \subset C \) of unities in the category \( C \) such that \( \theta \cdot z \) is defined iff \( p(z) = a\theta \). In this case we have also \( p(\theta \cdot z) = b\theta \).

Let \( C' \) be a category of operators on the class \( E \). We denote by \( C'_0 \), the category (c.f. [6]), consisting of pairs \( (\theta, z) \), \( \theta \in C, z \in E \) such that \( \theta \cdot z \) is defined, with the composition

\[(\theta', z')(\theta, z) = (\theta', \theta \cdot z)\]

defined iff \( z' = \theta \cdot z \). The unities are the pairs \((p(z), z)\) which we identify with the elements \( z \) of \( E \). Hence we have for the natural projections \( a_E(\theta, z) = z \) and \( b_E(\theta, z) = \theta \cdot z \). If \( \theta \) is invertible then also \((\theta, z)\) is invertible, its inverse being \((\sigma \theta, \theta \cdot z)\).
Thus if $C^*$ is a groupoid then also $C_E^*$ is a groupoid. There is also a natural functor $\phi: \Omega(0, z) \to \Omega$ from the category $Q \to C^E$. In the next we shall deal only with the case when $C^*$ is a groupoid and write $\Phi$ instead of $C$. We have then a groupoid of operators on $E$ and the structure defined on $E$ in this way is called the fibred structure associated with the groupoid $\Phi^*$ (c.f. [4]). For the sake of simplicity we restrict ourselves only to the case when the underlying class $\Phi$ of the groupoid $\Phi^*$ as well as the class $E$ are sets. Especially a transitive groupoid is now a groupoid in the sense of Brandt.

If $\Phi^*$ is a groupoid of operators on $E$, $B \subset E$ being the subset of its unities, we say that $\Phi^*$ is an effective groupoid of operators on $E$ if in addition \[ \{ p(z) = a \theta \Rightarrow \theta . z = z \} \Rightarrow \theta \in B \] holds. In general let us define by

\[(1.1) \quad K = \{ \theta \in \Phi \mid p(z) = a \theta \Rightarrow \theta . z = z \}\]

the subgroupoid $K^*$ of the groupoid $\Phi^*$ operating on $E$. The cosets $\theta . K = K . \theta$ form a groupoid $\Phi^*/K^*$ which is an effective groupoid of operators on $E$. The relation $\theta . K = K . \theta$ follows from $\theta . \theta' = (\theta . \theta' . a \theta). \theta$ and $\theta \in K \Rightarrow \theta . \theta'$. $a \theta \in K$. A subgroupoid of the groupoid $\Phi^*$ is called stable if all the elements $\theta$ of the subgroupoid satisfy $a \theta = b \theta$. Especially the subgroupoid $K^*$ is stable. Note that $\Phi^*$ operates effectively on $E$ iff $\Phi_E^*$ has the following property: If the inverse image of $\theta \in \Phi$ under the functor $\phi: \Omega(0, z) \to \Phi$ is a stable subgroupoid of $\Phi_E^*$ then $\theta \in B$. On the other hand the subgroupoid $K^* \subset \Phi^*$ defined in (1.1) consists of all the elements $\theta \in \Phi$ for which this inverse image is stable. We say also that $\Phi_E^*$ is simple or that $\Phi$ operates simply on $E$ if each stable subgroupoid of $\Phi_E^*$ is mapped into $B$ by the natural functor $\phi: \Omega(0, z) \to \Phi$. We say that $\Phi^*$ operates transitively on $E$ if $\Phi_E^*$ is transitive.

Differentiable manifolds, mappings and differentiable structures defined below are always assumed to be of class $C^\infty$. We restrict ourselves to manifolds which are at the same time real, connected and Hausdorff spaces of finite dimension.

**Definition 1.3.** ([4], [7]) We say that the groupoid $\Phi^*$ is differentiable if the set $\Phi$ has the structure of a differentiable manifold, and the mappings $a$, $b$, and $(\theta, \theta') \to \theta . \theta'$ are differentiable mappings, $a$, $b$ being projections of the maximal rank (i.e. $a^*$ and $b^*$ map the tangent space $T(\Phi)_x$ onto $T(B)_a$ and $T(B)_b$ respectively for each $\theta \in \Phi$, $B \subset \Phi$ denoting as always the subset of unities). Thus we suppose that $B \subset \Phi$ is a proper submanifold (i.e. with the induced topology, c.f. [7]) and $(\theta, \theta') \to \theta . \theta'$ is defined on a proper submanifold $M \subset \Phi \times \Phi$ defined implicitly by the relation $(\theta, \theta') \in M \Leftrightarrow a \theta = b \theta$.

The mapping $\sigma$ is then necessarily differentiable (c.f. [7], theorem 1) and it is not difficult to see that $B$ is also regularly imbedded into $\Phi$. This means, denoting by $\sim: B \to \Phi$ this imbedding, that $\sim^*$ injects $T(B)_x$ into $T(\Phi)_x$ for each $x \in B$. The same holds about the submanifold $M$ of composable elements (c.f. below).

A differentiable groupoid $\Phi^*$ is called locally trivial if there exists a fixed point $e \in B$ and a covering of $B$ by open sets $U$ such that for each $U$ there is a differentiable
mapping \( \theta_U : U \to \Phi \) satisfying \( a\theta_U = c \) and \( b\theta_U = \text{id}_U \). We write also \( \theta_U(u) = \theta_u \).

A locally trivial differentiable groupoid is necessarily transitive. Note that this definition of local triviality differs formally from that of Ehresmann (c.f. [4] or [7]), however, since \( B \) is here supposed connected, both they are equivalent.

**Definition 1.4.** ([4], [7]) Let \( \Phi' \) be a groupoid of operators on a manifold \( E \). \( \Phi' \) is then called a *differentiable groupoid of operators* on \( E \) if \( \Phi' \) is a differentiable groupoid and

1. \( p : E \to B \) is a differentiable mapping of maximal rank.
2. The composition \((\theta, z) \to \theta \cdot z\) being defined on a proper submanifold of \( \Phi \times E \) is differentiable.

It could be shown that if \( \Phi' \) is a differentiable groupoid of operators on the manifold \( E \) then \( \Phi'_B \) is a differentiable groupoid.

Let \( E = E(B, F, G', H) \) be a differentiable fibre bundle in the usual meaning of the word with the basis \( B \), fibre type \( F \), structure group \( G' \) and associated principal fibre bundle \( H \). In general, however, we do not suppose that \( G' \) operates on \( F \) effectively.

The *associated groupoid* \( \Phi^* = HH^{-1} \) consists of all admissible isomorphisms \( \theta = h' h^{-1} : E_x \to E_y \), \( h, h' \in H_x \), \( h' \in H_y \) of one fibre in \( E \) onto another one in the same bundle. If \( \theta : E_x \to E_y \) is an element of \( \Phi^* \) then \( a\theta \) is the identity of \( E_x \) and \( b\theta \) the identity of \( E_y \). Identifying these identities with the elements \( x \in B \) or \( y \in B \) respectively we have \( a\theta = x = p(h) \), \( b\theta = y = p(h') \) and the basis \( B \) represents the submanifold of unities in \( \Phi^* \). It is now not difficult to see that \( \Phi^* \) is a differentiable groupoid of operators on \( E \) and the associated fibred structure on \( E \) is induced by the underlying fibre bundle structure. Moreover \( \Phi^* \) is locally trivial and it operates effectively on \( E \) iff \( G' \) operates effectively on \( F \).

Note that \( \Phi \) itself can be given a fibre bundle structure in two manners (c.f. [3]):

A) \( \Phi \) is a differentiable fibre bundle with the basis \( B \times B \), projection \( a \times b \), fibre type \( G \) and structure group \((G \times G)' \) operating on the left on \( G \) by \( s \to u . s . v^{-1} \), \( u, s, v \) belonging to \( G \). \( \Phi \) can be also identified with the equivalence classes of \( H \times H \), the equivalence being given by \((h, h') \sim (hs, h's) \).

B) \( \Phi \) is a differentiable fibre bundle with the basis \( B \), projection \( a \), fibre type \( H \) and structure group \( G^{**} \) contragradient to \( G' \). The associated principal fibre bundle is isomorphic with \( H \), the correspondence between elements \( h \in H \) and isomorphisms \( h : H \to HH^{-1} \) being given by \( h \to (h' \to h(h')^{-1}) \).

Conversely suppose that \( \Phi^* \) is any locally trivial differentiable groupoid, \( K^* \) any stable subgroupoid of \( \Phi^* \) (i.e. such that its elements \( \theta \) satisfy \( a\theta = b\theta \)). Then \( H = H(\Phi^*, K^*) \subset \Phi/K \) which consists of cosets \( \theta \cdot K \) for which \( a\theta = c \) is a principal fibre bundle with the basis \( B \) the structure group being \( G(\Phi^*, K^*) \subset \Phi'/K' \) consisting of cosets \( \theta \cdot K \) for which \( a\theta = b\theta = c \). Here \( c \in B \) is an arbitrary but in the next always fixed point given by the local triviality of \( \Phi^* \). These results hold especially
for $K^* = B$. If now moreover $\Phi^*$ is a differentiable groupoid of operators on the manifold $E$ then $E$ is a fibre bundle its fibre type being $p^{-1}(c)$ with effective structure group $G(\Phi^*, K^*)$ and the associated principal fibre bundle $H(\Phi^*, K^*)$, where $K$ is given as in (1.1). In fact if $U$ is an open subset of $B$ on which $\Phi^*$ is trivial then the correspondence $(u, z) \rightarrow \theta_u z$ defines the diffeomorphism of $U \times p^{-1}(c)$ onto $p^{-1}(U)$. Its inverse is $z \in p^{-1}(U) \rightarrow (u = p(z), \theta_u^{-1} z) \in U \times p^{-1}(c)$. This (effective) fibre bundle structure induces the fibred structure associated with $\Phi^*$ (or $(\Phi/K)$) and it is determined uniquely up to an isomorphism depending on the choice of $c \in B$. More generally $H(\Phi^*, B)$ is a (non-effective) principal fibre bundle with the structure group $G(\Phi^*, B)$ operating not necessarily effectively on the fibre type $p^{-1}(c)$ of $E$. We have namely $H(\Phi^*, K^*) = H(\Phi^*, B)/K^* \subset \Phi^*/K^*$ and analogously $G(\Phi^*, K^*) = = G(\Phi^*, B)/K^*$ Denote by $e = \bar{c}$ in the next the unity of the group $G(\Phi^*, B)$. Thus we have proved the

**Lemma 1.1.** If $\Phi^*$ is a (effective) differentiable groupoid of operators on the manifold $E$ then the associated fibred structure on $E$ is induced by a (effective) fibre bundle structure on $E$ if and only if $\Phi^*$ is locally trivial. The corresponding fibre bundle structure on $E$ is uniquely determined by $\Phi^*$ up to an isomorphism and it is a principal fibre bundle structure iff $\Phi^*$ operates transitively and simply on $E$.

It is again not difficult to see that if $\Phi^*$ is a differentiable groupoid of operators on the manifold $E$ then the groupoid $\Phi^*_E$ is locally trivial iff $\Phi^*$ is locally trivial and there exists a point $z_0 \in p^{-1}(c) \subset E$ and a differentiable mapping $g: p^{-1}(c) \rightarrow \Phi = = G(\Phi^*, B)$ such that $g(z) . z_0 = z$. Especially the local triviality of $\Phi^*_E$ implies the transitivity of the operation of $\Phi^*$ on $E$.

As usual, if $V_n$ and $V_p$ are two differentiable manifolds we denote by $J^r(V_n, V_p)$ or $\tilde{J}^r(V_n, V_p)$ or $J^r(V_n, V_p)$ respectively the manifold of all non-holonomic or semi-holonomic or holonomic respectively $r$-jets of local differentiable mappings from $V_n$ into $V_p$ ([4]). $\alpha$ and $\beta$ denote the source and the target mappings respectively. Further $J^r(V_n, V_p) = \{ X \in J^r(V_n, V_p) \mid \alpha(X) = s \}$ for any $s \in V_n$ and analogously in the semi-holonomic and holonomic cases. If the manifold $V_n$ consists of only one point $c$, i.e. $\dim V_n = 0$ we have by definition for each other manifold $V_p$ and each $x \in V_p$ exactly one element of $J^r(V_n, V_p)$ with target $x$ whatever be the integer $r > 0$. In this way one extends the formalism of the jet calculus to manifolds with non-negative dimension. If $V_n$ is again an arbitrary differentiable manifold we denote by $\Pi^r(V_n) \subset \subset J^r(V_n, V_n)$ the differentiable groupoid of all reversible non-holonomic $r$-jets the composition in it being the usual composition of jets. Denote further by $H^r(V_n)$ the subset of $\Pi^r(R^n, V_n)$ ($n = \dim V_n$) consisting of all reversible non-holonomic $r$-jets with source $0 \in R^n$. $H^r(V_n)$ is a principal fibre bundle over $V_n$ (c.f. [4]) the projection being the target mapping and its elements are called non-holonomic frames in $V_n$. Similar meanings for $\Pi^r(V_n), \Pi^r(V_n, V_n), \Pi^r(V_n)$ and $H^r(V_n)$. The symbol $f^r_{[x]}$ denotes always the $r$-jet of an identity with source and target $x$, the symbol $f^r_{[x]}[s]$ denotes the $r$-jet of the constant mapping taking a neighbourhood of $x$ into a point $s$, and
\[ f' \circ f = f'_2 \circ f_1 \]. In the notations sometimes to avoid confusion we shall write e.g. \( f^*(u \rightarrow f(u)) \) instead of the usual \( f^*f \). From the local expression of the composition of jets we derive the following

**Lemma 1.2.** Let \( V_m, V_n, V_p \) be differentiable manifolds and let \( f : V_n \rightarrow V_p \) be a differentiable injection (projection) of maximal rank, i.e. let \( f^* : T(V_n) \rightarrow T(V_p) \) be also a differentiable injection (projection). Then \( ff : J^r(V_m, V_n) \rightarrow J^r(V_m, V_p) \) is a differentiable injection (projection) of maximal rank. Similarly in the semiholonomic or holonomic cases.

**Corollary.** If \( V_n \) is injected and regularly imbedded into \( V_p \) then \( J^r(V_m, V_n) \) is regularly imbedded into \( J^r(V_m, V_p) \) and we can write then simply \( J^r(V_m, V_n) \subset J^r(V_m, V_p) \).

**Lemma 1.3.** Let \( V_p, B_1, B_2, B'_2 \) be differentiable manifolds, \( B_1 \) injected and regularly imbedded into \( B_2 \), and \( f, f' : B_2 \rightarrow B'_2 \) differentiable mappings such that \( \sigma : B_1 \ni \sigma(\xi) = f(\xi) \). Then \( X \in J^r(V_p, B_1) \subset J^r(V_p, B_2) \Leftrightarrow (ff)X = (ff')X \).

**Proof.** Denoting by \( i : B_1 \rightarrow B_2 \) the imbedding we have the imbedding \( f' i : J^r(V_p, B_1) \rightarrow J^r(V_p, B_2) \) and the relation \( f'i = f' \) which implies \((ff) \sigma(\xi) = (ff') \sigma(\xi)\).

Let \((E, B)\) be a pair of differentiable manifolds with a differentiable projection \( p_E = p : E \rightarrow B \) of maximal rank. Then we call \( E \) a fibred manifold over \( B \). If now \( E \) is such a fibred manifold over \( E \), especially if \( E = E(B, F, G', H) \) is a differentiable fibre bundle, denote by \( E E \) or \( E E \) or \( E E \) its \( r \)-th non-holonomic or semi-holonomic or holonomic prolongation respectively. This means that e.g. \( E E \) consists of all non-holonomic \( r \)-jets of local sections in \( E \) over \( B \). We have also \( E E = \{ F \in J^r(B, E) \mid (J^r(F, B) F = J^r(F, B) F \} \). We shall study below explicitly the fibre bundle structure of these prolongations (c.f. proposition 1.1).

The prolongation of a composition law in general is now defined as follows. Let \( \phi : M \subset B_1 \times B_2 \rightarrow B_3 \) be a composition given by \( \phi(z, z') = z \cdot z' \), where \( B_1, B_2, M \) are differentiable manifolds, \( M \) being injected and regularly imbedded into \( B_1 \times B_2 \), and \( \phi \) is differentiable. If now \( V_p \) is another differentiable manifold we define the prolongation of the composition \( \phi \) with respect to \( V_p \) as follows. Let \( Z \in J^r(V_p, B_1) \), \( Z' \in J^r(V_p, B_2) \) such that \( \alpha(Z) = \alpha(Z') \) and \( (Z, Z') \in J^r(V_p, M) \subset J^r(V_p, B_1 \times B_2) \)

\[ (1.2) \quad Z \cdot Z' = (J^r(\alpha, \beta)(\phi))(Z, Z') \in J^r(V_p, B_2) \).

Note that \( \alpha(Z \cdot Z') = \alpha(Z) = \alpha(Z') \) and \( \beta(Z \cdot Z') = \beta(Z) \cdot \beta(Z') \). If \( V_n \) is another differentiable manifold, \( X \in J^r(V_n, V_p) \), \( \beta(X) = \alpha(Z) \), we derive easily the relation important for explicit computations

\[ (1.3) \quad (Z \cdot Z')X = ZX \cdot Z'X \].
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Here and in the next if the composition is denoted without point or any other symbol (as \((Z, X) \rightarrow ZX\) in (1.3)) it means always the usual composition of jets, i.e. the composition in the “universal” category of all (non-holonomic) \(r\)-jets (c.f. \([8]\), where this category is denoted by \((J^r \rightarrow \infty, A^r \rightarrow \infty))\).

We see also that if \(Z\) and \(Z'\) are semi-holonomic or holonomic jets then the same is true about \(Z \cdot Z'\). E.g. if \(G^*\) is a Lie group then \(T_p^e(G)^*\), \(T_p^e(G)^*\) and \(T_p^e(G)^*\) (\(p\)-velocities on \(G\)) are Lie groups and if \(G^*\) operates (on the left) on the differentiable manifold \(V_n\) then \(T_p^e(G)^*\) or \(T_p^e(G)^*\) or \(T_p^e(G)^*\) operate on \(T_p^e(V_n)\) or \(T_p^e(V_n)\) or \(T_p^e(V_n)\) respectively.

More generally let \(\Phi^*\) be a differentiable groupoid. Then \(M \subset \Phi \times \Phi\) consists of composable pairs \((\theta, \theta')\), i.e. such that \(a\theta = b\theta'\). It is a regularly imbedded submanifold of \(\Phi \times \Phi\). In fact, \(M\) is the inverse image of the diagonal in \(B \times B\) under the projection \(a \times b : \Phi \times \Phi \rightarrow B \times B\) which is of maximal rank.

Remark. Note that the restriction of \(a \times b\) onto the diagonal in \(\Phi \times \Phi\) defines a mapping \((a, b)\) from \(\Phi\) onto \(B \land B \subset B \times B\), where \(B \land B\) consists of pairs \((e, e')\) such that there exists an element \(\theta \in \Phi\), \(\theta : e \rightarrow e'\). In \([8]\) the groupoid \(\Phi^*\) is called regularly differentiable (however, under more general assumptions concerning the underlying differentiable structure) if this mapping \((a, b)\) is a projection of maximal rank. Note that \(\Phi^*\) is transitive iff \(B \land B = B \times B\) and that it is locally trivial iff it is regularly differentiable and \(B \land B = B \times B\). E.g. the differentiable groupoid \(\Phi^*\) over a connected \(B\) as defined in \([17]\) is necessarily transitive, regularly differentiable and locally trivial.

In the preceding situation if now \(V_p\) is a differentiable manifold we can define the differentiable groupoid \(\mathcal{J}((V_p, \Phi)^*)\) with the composition law being the prolongation of the composition in \(\Phi^*\). The unities in \(\mathcal{J}((V_p, \Phi)^*)\) are exactly the elements of \(\mathcal{J}((V_p, B)\). Let us write simply \(a : \mathcal{J}((V_p, \Phi) \rightarrow \mathcal{J}((V_p, B)\) or \(b : \mathcal{J}((V_p, \Phi) \rightarrow \mathcal{J}((V_p, B)\) or \(\sigma : \mathcal{J}((V_p, \Phi) \rightarrow \mathcal{J}((V_p, \Phi)\) instead of \(j^e a\) or \(j^e b\) or \(j^e \sigma\) respectively. If now \(X \in \mathcal{J}((V_p, \Phi)\) then \(aX\) or \(bX\) or \(\sigma X\) is its right unit or left unit or its inverse respectively, i.e. \(aX = \sigma X \cdot X, bX = X \cdot \sigma X\). The composition \(X \cdot X'\) is defined iff \(aX = bX'\). This implies \(a(X') = a(X'), aX' = \sigma(bX') = \sigma(aX) = \sigma(\sigma X \cdot X) = \sigma(X)\). Thus we see according to lemma 1.2 and to its corollary that \(\mathcal{J}((V_p, \Phi)^*)\) is a differentiable groupoid and it is a disjoint union of the groupoids \(\mathcal{J}^s((V_p, \Phi)^*), s \in V_p\) If \(\Phi^*\) is transitive then each of these components is also transitive\(^1\) and if \(\Phi^*\) is locally trivial then the same is true about each \(\mathcal{J}^s((V_p, \Phi)^*)\) (c.f. ch. 3 in the more general case).

Analogously if \(\Phi^*\) is a differentiable groupoid of operators on the manifold \(E\) then the underlying manifold of \(\Phi^*_E\) (i.e. the manifold of composite pairs \((\theta, z), \theta \in \Phi, z \in E\)) is regularly imbedded into \(\Phi \times E\). Thus \(\mathcal{J}((V_p, \Phi)^*)\) becomes a differentiable groupoid of operators on the manifold \(\mathcal{J}((V_p, \Phi)^* E)\) the operation being given by the

\(^1\) It can be shown in general that each groupoid is decomposable into a disjoint union of transitive groupoids. Here disjoint means that if two elements of the groupoid are composable then they necessarily belong to the same component of the decomposition.
prolongation of the operation law of $\Phi'$ on $E$. Note, however, that unless $V_p$ consists of only one point, $J^r(V_p, E)$ is not a fibre bundle over $J^r(V_p, B)$ since $J^r(V_p, \Phi^*)$ is not locally trivial. In fact, we have seen that the compositability of $X, X' \in J^r(V_p, \Phi)$ implies $\alpha(X) = \alpha(X')$. Nevertheless we make the following important remark. Since $H = H(\Phi^*, B)$ and $G = G(\Phi^*, B)$ are regularly imbedded into $\Phi$, this being an almost trivial consequence of the very definition of the differentiable structure in $\Phi^*$ and that of $H \subset \Phi$ and $G \subset \Phi$, we have $J^r(V_p, H) \subset J^r(V_p, \Phi)$ and $J^r(V_p, G) \subset \subset J^r(V_p, \Phi)$ and according to lemma 1.3 we have

\begin{equation}
X \in J^r(V_p, H) \iff aX = j^r_a(x) \left[ c \right] \nonumber \\
X \in J^r(V_p, G) \iff aX = bX = j^r_b(x) \left[ c \right].
\end{equation}

According to lemma 1.3 again (we take $B_2 = \Phi \times E, B_2' = B \times B$ and $B_1 = \Phi_E$) one can canonically identify $J^r(V_p, \Phi)_E = \Phi'$ with $E'$ equal to $J^r(V_p, E) - \Phi^*$. Hence if $\Phi^*$ operates transitively on $E$ then each $J^r_s(V_p, \Phi)$ operates transitively on $J^r_s(V_p, E), s \in V_p$. All these considerations remain valid, of course, also in the semi-holonomic and holonomic cases.

If $\Phi^*$ is a differentiable groupoid as before denote $\tilde{\Phi}^r \subset J^r(B, \Phi)$ the subset of all $X$ for which $aX = j^r_x, x = \alpha(X)$ and $bX \in \tilde{\Phi}'(B)$. We define the composition $(X, X') \rightarrow (X \bullet X')$ by

\begin{equation}
X \bullet X' = \left( XbX' \right). X'
\end{equation}

for $X, X' \in \tilde{\Phi}^r, \alpha(X) = \beta(bX')$. This defines a differentiable groupoid $\tilde{\Phi}^r \cdot r$-th non-holonomic prolongation of $\Phi^*$ (c.f. [4], [8]). Since $X = X, aX = XaX \cdot aX = (XbaX), aX we see that the right unit of $X$ is $aX = j^r_x$ and similarly the left unit of $X$ is $bX(bX)^{-1} = j^r_x$ with $y = \beta(bX) = b \beta(X)$. The inverse of $X$ is $\alpha X(bX)^{-1}$. Thus the unities in $\tilde{\Phi}^r \cdot r$ are exactly all the $r$-jets of identities on $B$. Identifying as usually the jet $j^r_x$ with $x \in B$ we can assume $B$ to be the submanifold of unities in $\tilde{\Phi}^r$. Analogously one defines the $r$-th semi-holonomic prolongation $\tilde{\Phi}^s \cdot r$ and the $r$-th holonomic prolongation $\tilde{\Phi}^h \cdot r$ of the differentiable groupoid $\Phi^r$. Any of the prolongations of $\Phi^r$ is transitive if $\Phi^r$ is transitive and we have also the

Lemma 1.4. If the differentiable groupoid $\Phi^r$ is locally trivial then each of its prolongations $\tilde{\Phi}^r \cdot r$ or $\tilde{\Phi}^s \cdot r$ or $\tilde{\Phi}^h \cdot r$ is locally trivial.

Proof. We shall give it only in the non-holonomic case. Let $c \in B$ and the open covering $\{U_\alpha\}$ of $B$ be given by the local triviality of $\Phi^r$. Let $c \in U_\alpha$ and let $U$ be any of the sets $U_\alpha$. We may suppose that $U_\alpha$ is diffeomorphic with $U$. Define $\Theta_U : u \in U \rightarrow \Theta_u \in \tilde{\Phi}^r$ by $\Theta_u = j^r_x \bar{\Theta}_u$ where $\bar{\Theta}_u(x) = \theta_\alpha(x), \theta_x^{-1}$, whereby $\theta_x$ for $x \in U_\alpha$ and $\theta_y$ for $y = \phi(x) \in U$ are given by the local triviality of $\phi$ and $\phi : U_\alpha \rightarrow U$ is a diffeomorphism for which $\phi(c) = u$. We have $a\Theta_u = j^r_x(a\bar{\Theta}_u) = j^r_x(x \rightarrow \theta^{-1}_x) = j^r_x; \quad b\Theta_u = j^r_x(b\bar{\Theta}_u) = j^r_x(b\Theta_\phi) = j^r_x \Theta_\phi \in \tilde{\Phi}'(B)$ and thus $\Theta_u \in \tilde{\Phi}^r$ (even $\Theta_u \in \Phi^r$) and $u \rightarrow \Theta_u$ is differentiable if we chose suitably the dependence of $\phi$ upon $u$. Since moreover $(b\Theta_u)(b\Theta_u)^{-1} = j^r_x$ with $y = b\bar{\Theta}_u(c) = b\Theta_\phi(c) = \phi(c) = u$ the lemma is proved.
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Let $\Phi^*$ be a locally trivial differentiable groupoid. It can be considered as a fibre bundle with the basis $B \times B$ (cf. the alternative $A$ above) and hence $G(\Phi^*, B)$ can be identified with the group $G(\Phi^*, R^n)$, where $n = \dim B$ and $\Phi^*$ is the trivial groupoid $R^n \times R^n \times G$ with $G = G(\Phi^*, B)$ and the composition $(x, y, 0)$ : $(x', y', \theta') = (x', y, \theta \cdot \theta')$ defined iff $y' = x$. Thus $a(x, y, \theta) = x$, $b(x, y, \theta) = y$ in $\Phi^*_0$. We have on the other hand the identification $J'(R^n, \Phi_0) = R^n \times J'_0(R^n, \Phi_0) = R^n \times \times J'_0(R^n, R^n) \times J'_0(R^n, R^n) \times T'_n(G)$, where $X \in J'(R^n, \Phi_0)$ is identified with the quadruple $(a(X), aX, bX, X_0) \in T'_n(G)$. If the $X$ belongs moreover to $\Phi^*_0$ then it can be characterized by the triple $(a(X), bX, X_0) \in R^n \times J'(R^n, R^n) \times T'_n(G)$, where $bX$ is invertible and if one choses $c = 0$ in $R^n$ one can characterize the element $X \in G(\Phi^*_0, R^n)$ by the pair $(bX, X_0) \in \mathcal{L}_n^* \times T'_n(G)$, where $\mathcal{L}_n^* = \{y \in \Pi'(R^n) \mid a(y) = = \beta(y) = 0\}$. The composition $X \cdot X'$ is at the same time taken into the pair $(b(X \cdot X'), X_0 \cdot X_0') = (bXbX', X_0bX' \cdot X_0')$. The composition in the group $G(\Phi^*_0, R^n) = = (\mathcal{L}_n^* \times T'_n(G))'$ is thus given by (c.f. [4])

\[(1.5) \quad (y, S) \cdot (y', S') = (yy',Sy'.S').\]

In order to get explicite form of this representation $G(\Phi^*, B) \rightarrow (\mathcal{L}_n^* \times T'_n(G))'$ suppose that $c \in B$ and the open subset $U_c$ of $B$, $c \in U_c$ together with $u \rightarrow \theta_u$, $u \in U_c$ are given by the local triviality of $\Phi^*$ and denote by $\phi$ the r-jet of a diffeomorphism of $U_c$ into $R^n$ with source $c$ and target 0 and $\Sigma = J'_0(u \rightarrow \theta_u)$. We may suppose always that $c \in B$, $\varphi$ and $\Sigma$ connected with the locally trivial differentiable groupoid $\Phi^*$ are fixed. It is now not difficult to derive from the above considerations that if $Y \in G(\Phi^*, B) \subset \Phi^*$ then the corresponding pair $(y, S) \in \mathcal{L}_n^* \times T'_n(G)$ is given by

\[(1.6) \quad y = \varphi bY\varphi^{-1}; \quad S = \{a\Sigma bY. Y. \Sigma\}; \quad \varphi^{-1}.\]

The associated principal fibre bundle $H(\Phi^*, B)$ can be identified analogously with the manifold of all elements in $\widehat{H}'(B) \times \mathcal{D}'H$ which are projected onto the diagonal in $B \times B$. We denote this manifold by $\widehat{H}'(B) \times \mathcal{D}'H$. In fact, considering now the locally trivial groupoid $\Phi^*$ as a fibre bundle over $B$ (the alternative $B$ above) we have $\Phi^* = \{X \in \Phi^* \mid bX \in \Pi'(B) \text{ and } H(\Phi^*, B) = \{X \in \Phi^* \mid a(X) = c\}$. We see that $H(\Phi^*, B)$ can be identified with the set of elements $X \in J'_0(R^n, H)$ for which $P_HX \in \mathcal{D}'H$, i.e. with the set of pairs $X_1 \in \Pi'(B)$, $X_2 \in \mathcal{D}'H$ for which $a(X_2) = \beta(X_1)$, where $H = H(\Phi^*, B)$. Explicitly if $X \in H(\Phi^*, B)$ and $\varphi$, $\Sigma$ are given as above in (1.6) we get for the corresponding $X_1 \in \Pi'(B)$, $X_2 \in \mathcal{D}'H$ the formula

\[(1.7) \quad X_1 = bX\varphi^{-1}; \quad X_2 = (X \cdot \Sigma)(bX)^{-1}.\]

Hence our identifications imply immediately that $\Pi'(B) \times \mathcal{D}'H$ is a principal fibre bundle (associated de facto with the groupoid $\Phi^*$) with the structure group $(\mathcal{L}_n^* \times T'_n(G))'$. Explicitly, the pair $(y, S)$ operates (on the right) on the pair $(X_1, X_2)$ as

\[(1.8) \quad (X_1, X_2) \cdot (y, S) = (X_1y, X_2 \cdot S(X_1y)^{-1}).\]
In fact, from (1.7) for the composition, using (1.6) and (1.7) for the components, we get
\[ b(\mathcal{X} \circ \mathcal{Y}) = b(\mathcal{X}b(\mathcal{Y})) = b(\mathcal{X}b(\mathcal{Y})) = \mathcal{X} \circ \mathcal{Y} \circ b(\mathcal{X}b(\mathcal{Y})) = \mathcal{X} \circ \mathcal{Y} \circ b(\mathcal{X}b(\mathcal{Y})). \]

If \( \Phi^* \) is again a differentiable groupoid (not necessarily locally trivial) operating on the manifold \( E \) and \( X \in \Phi^* \), \( F \in \mathcal{D} E \), define
\[
(1.9) \quad X \bullet F = (X \cdot F)(bX)^{-1}.
\]

We have \( X \bullet (X' \bullet F) = (X \cdot (X' \cdot F)(bX')^{-1})(bX)^{-1} = (XbX' \cdot X' \cdot F)(bX')^{-1}. \)

Analogous results hold in the semi-holonomic and holonomic cases. Thus we have the

**Proposition 1.1.** If \( \Phi^* \) is a differentiable groupoid of operators on the manifold \( E \) then \( \Phi^* \bullet \) or \( \Phi^* \circ \) or \( \Phi^* \odot \) is a differentiable groupoid of operators on \( \mathcal{D} E \) or \( \mathcal{D} E \) respectively. If \( \Phi^* \) is locally trivial then \( \mathcal{D} E \) is a fibre bundle over \( B \) with the fibre type \( \mathcal{T}^n(F) \), associated principal fibre bundle \( \mathcal{H} B \times \mathcal{T}^n(G) \) and structure group \( (L_n \times T^n(G))^* \). The composition in \( (L_n \times T^n(G))^* \) is given by (1.5), the operation of \( (L_n \times T^n(G))^* \) on \( \mathcal{T}^n(F) \) on the left as \( (y, S) \in \mathcal{L}^n \times \mathcal{T}^n(G), f \in \mathcal{T}^n(F) \Rightarrow \)
\[
(y, S) \bullet f = (S \cdot f)^{-1}.
\]

Remark. We call an explicite chart of the fibre bundle \( E(B, F, G^*, H) \) a triple \( (U, h_x, \varphi) \), where \( (U, \varphi) \) is a chart of the basis \( B \) and \( x \rightarrow h_x \) is a differentiable section over \( U \) in \( H \), \( h_x : F \rightarrow E_x \) (c.f. [18]). If there is given such an explicite chart then the local section \( \sigma : U \rightarrow E \) can be identified with a differentiable mapping \( \sigma_0 : U \rightarrow F \) and for a fixed \( q \in U \) the r-jet \( j^r \sigma \) can be identified with the system of "coordinates"
\[
i'(\sigma) = (\sigma_0(q), (\partial_\sigma \sigma_0)(q)) \in \mathcal{T}^n(F). \]
\( \)If \( (U, h_x, \varphi') \) is another explicite chart we get the differentiable mapping \( g\sigma_0 : U \rightarrow F \), where \( g : U \rightarrow G \) and \( j^r \sigma \) is now to be identified with the system of coordinates \( i'(\sigma) = ((g\sigma_0)(q), (\partial_\sigma (g\sigma_0))(q)) \). We may assume \( \varphi(q) = \varphi'(q) = 0 \) and denoting by \( y \) the r-jet at \( 0 \) of the change of the coordinates \( \varphi'^{-1} : x' \rightarrow x \) and \( S = j_0^0(g\varphi^{-1}) \) we derive easily the relation \( i'(\sigma) = (y, S) \circ i(\sigma) \), where the composition is defined by (1.10). Thus we see that the fibred structure in \( \mathcal{D} E \) with the structure group \( (L_n \times T^n(G))^* \) is defined by means of the operation of \( \Phi^* \) on \( \mathcal{D} E \) in (1.9) (where \( \Phi^* \) is now, of course, the associated groupoid of \( E(B, F, G^*, H) \)) is quite natural. It expresses the fact that the local coordinates of an r-jet should be the derivatives of the local coordinates of the section with respect to the local coordi-
nates in the basis. Conversely, it could be shown that this request determines the composition law in $(L'_\alpha \times T_{\phi}(G))^\bullet$ as given by (1.5) and the definition of the $r$-th holonomic prolongation of the associated groupoid.

Let $\Phi^*$ be again in general a differentiable groupoid of operators on the manifold $E$. Applying the prolongation procedure to the differentiable groupoid $\Phi'_E$ we obtain the differentiable groupoid $\Phi^*_{E}$ defined as follows. $\Phi^*_{E}$ consists of all elements $X \in J^{r}(E, \Phi)$ for which $aX = j^r_{\alpha}(x) \phi$ and $X \cdot j^r_{\alpha}(x) \in \Pi^{r}(E)$. Note that the first condition implies for each $X \in \Phi_E$ the property $a\beta(X) = \beta(aX) = \phi \alpha(X)$, i.e. $\beta(X) \in \Phi$ is composable with $\alpha(X) \in E$. The submanifold of unities in $\Phi^*_{E}$ is identified with $E$ and the composition is given by

$$(1.11) \quad X \bullet X' = X(X' \cdot j^r_{\alpha}(x)) \cdot X'$$

defined iff $\beta(X') \cdot \alpha(X') = \alpha(X)$. The right and left units of the element $X \in \Phi^*_{E}$ are $\alpha(X)$ and $\beta(X) \cdot \alpha(X)$ respectively. One can see that $\Phi^*_{E}$ is really a submanifold of $J^{r}(E, \Phi)$ such that $\alpha$ and $\beta \cdot \alpha$ are projections form $\Phi^*_{E}$ onto $E$ of maximal rank and hence $\Phi^*_{E}$ is a differentiable groupoid.

We finish this chapter with the following remark concerning the effectiveness, transitivity and simplicity of the operation of the prolongations. If $\Phi'$ is a differentiable groupoid of operators on the manifold $E$, $V_p$ another differentiable manifold and $\Phi^*$ the stable subgroupoid defined in (1.1), denote by $K(J^r(V_p, E))$ and $K(\Phi^*_{E})$ the kernel of the operation of $J^r(V_p, \Phi')$ on $J^r(V_p, E)$ and $\Phi^*$ on $\Phi^*_{E}$ respectively defined analogously as that in (1.1). Now one shows easily by induction on $r$ that the elements $X$ of the stable subgroupoid $J^r(V_p, K)$ of $J^r(V_p, \Phi')$ satisfy

$$(1.12) \quad J^r(V_p, \Phi/K)^* = J^r(V_p, \Phi')^* J^r(V_p, K)^*.$$ 

An application of lemma 1.3 yields the following result. If $\Phi'$ operates simply on $E$ then $J^r(V_p, \Phi')$ operates simply on $J^r(V_p, E)$. Especially if $\Phi'$ is locally trivial and operates simply and transitively on $E$ (i.e. $E$ is a principal fibre bundle) then also each $J^r(V_p, E)$ is a principal fibre bundle. But $\Phi^*_{E}$ is not a principal fibre bundle since its structure group is $(L'_\alpha \times T_{\phi}(G))^\bullet$ and its fibre type is $T^*_{\alpha}(F) = T^*_{\alpha}(G)$. In fact, the local triviality (c.f. lemma 1.4) and the transitivity of $\Phi'$ are preserved also by its prolongation $\Phi^*_{E}$ but not so the simplicity as one can easily see from the explicite formula (1.9).

Analogous remarks relate to the semi-holonomic and holonomic cases.

---

[^2]: As a matter of fact, it remains a problem to prove this actually, i.e. to find an example where the two spaces, in the first or in the second case, are essentially different.
2. HIGHER ORDER CONNECTIONS IN THE SENSE OF CH. EHRESMANN

Let \( \Phi' \) be a differentiable groupoid of operators on the manifold \( E \). Denote as usual \( E_x = p^{-1}(x) \subset E \) for any \( x \in B \).

**Definition 2.1.** ([5]) A non-holonomic **infinitesimal displacement** of order \( r \) of the fibre \( E_x \) is any element \( \zeta \in J^r_\Phi(R^n, \Phi) \), \( n = \dim B \) for which \( \beta(\zeta) = \tilde{x} \), \( a\zeta = j_0^r[\tilde{x}] \).

We have analogous definitions of the semi-holonomic and holonomic infinitesimal displacements. Thus if e.g. \( \zeta \) is a holonomic infinitesimal displacement of \( E_x \) then it is the \( r \)-jet of a differentiable section \( u \rightarrow \eta_u \), where \( \eta_u : E_x \rightarrow E_{f(u)} \) and \( \eta_x \) is the identity of \( E_x \).

**Definition 2.2.** ([5]) A non-holonomic **element of connection** of order \( r \) at the point \( x \in B \) is any element \( X \in J^r(\beta^\Phi)(B, \Phi) \) for which \( \beta(X) = \tilde{x} \), \( aX = j^r_x \) and \( bX = j^r_x \).

We define again analogously the semi-holonomic and holonomic elements of connection. Especially if \( X \) is a holonomic element of connection of order \( r \) at \( x \in B \) then it is an \( r \)-jet at \( x \) of a differentiable section \( u \rightarrow \eta_u \), where \( \eta_u : E_x \rightarrow E_{f(u)} \) and \( \eta_x \) is the identity of \( E_x \). Denote by \( \tilde{Q}' = \tilde{Q}'(\Phi') \) or \( \tilde{Q}' \) or \( Q' \) the manifold of all non-holonomic or semi-holonomic or holonomic elements of connection respectively related to the differentiable groupoid \( \Phi' \). Let us restrict ourselves in the next only to locally trivial differentiable groupoids \( \Phi' \) which implies, according to lemma 1.1, that \( E \) is a differentiable fibre bundle \( E(B, F, G', H, \Phi') \). Then it can be shown (c.f. also [17] for \( r = 1 \)) that \( Q^* \) is a non-empty regularly imbedded submanifold of \( J^r(\beta^\Phi) \) and \( \alpha : Q^* \rightarrow B \) is a differentiable projection of maximal rank, \( \tilde{Q}' \) being a differentiable groupoid of operators on \( \tilde{Q}' \). The action of \( \tilde{Q}' \) upon \( Q^* \) is defined by the formula \( Y \in \tilde{Q}', X \in Q^*, \alpha(Y) = \alpha(X) = x \Rightarrow \)

\[
\text{(2.1)} \quad Y \circ X = (Y \cdot X \cdot j^r_x[\beta(\sigma Y)]) (bY)^{-1},
\]

and thus the projection of the associated fibred structure in \( \tilde{Q}' \) coincides with the source mapping \( \alpha : \tilde{Q}' \rightarrow B \). In fact we have for \( Y' \in \tilde{Q}' \), \( \alpha(Y') = \beta(bY) = y \) the relation \( Y' \circ (Y \cdot X) = (Y') \cdot bY \cdot Y \cdot j^r_x[\beta(\sigma Y)] \cdot j^r_x[\beta(\sigma Y')] (bY)^{-1} (bY')^{-1} = (Y' \cdot Y \cdot X \cdot j^r_x[\beta(\sigma Y \cdot \sigma Y')]) (bY')^{-1} \cdot b(Y' \cdot Y)^{-1} = (Y' \cdot Y) \circ X \), the other properties being evident. One can treat analogously the spaces \( \tilde{Q}' = \tilde{Q}' \cap J^r(B, \Phi) \) and \( Q' = \tilde{Q}' \cap J^r(B, \Phi) \).

**Remark.** We shall show that \( \tilde{Q}' \) need not be an effective groupoid of operators on \( \tilde{Q}' \) even if \( \Phi' \) operates effectively on \( E \). Denoting now by \( K = K(\tilde{Q}') \) the kernel of the operation of \( \tilde{Q}' \) on \( \tilde{Q}' \) defined analogously as in (1.1) we have for each \( S \in K \) the relation \( bS = aS = j^r_x \) and \( K \) consists of only holonomic jets. Let us find this kernel explicitly in the special case when \( E \) is a vector bundle the structure group being \( G^* = \GL(m, R) \), where \( m \) is the dimension of the fibre type \( F \). Chosing local coordinates in \( B \) and a local chart of \( E \) we get from (2.1) for \( S = j^r_x A \in K \) the relation

\[
\text{(2.2)} \quad j^r_x(A \cdot B \cdot A(x)^{-1}) = j^r_x B,
\]
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where $A(u)$ and $B(u)$ are matrices, $B(x)$ is the unity matrix. Especially for $r = 1$ we have from (2.2)

\begin{equation}
(2.3) \quad dA(x) \cdot B(x) \cdot A(x)^{-1} + A(x) \cdot dB(x) \cdot A(x)^{-1} = dB(x).
\end{equation}

Taking $dB(x) = 0$ we get $dA(x) = 0$ and also that $A(x)$ commutes with all the matrices $dB(x)$ which implies that $A(x)$ is necessarily diagonal. Thus $K$ contains elements $S = j_A A$, where $A(u) : E_u \to E_u$ is a homothety of fibres the coefficient being independent of $u$. This is also an immediate consequence of (2.3). Especially $K$ is not trivial and $\Phi \cdot$ is not an effective groupoid of operators on $Q^1$.

Since we have supposed, returning to the general case, the groupoid $\Phi$ to be locally trivial, the same is true about $\tilde{\Phi}$ or $\Phi_0$ or $\Phi_1$ or $\Phi_2$ or $\Phi_3$ or $\Phi_4$ (c.f. lemma 1.4) and thus $\tilde{\Phi}$ or $\tilde{\Phi}^*$ or $\tilde{\Phi}$ are fibre bundles with fibre types being identifiable with $\tilde{T}_{n,d}(G)$ or $\tilde{T}_{n,d}(G)$ or $\tilde{T}_{n,d}(G)$ respectively (c.f. [5]), where $\tilde{T}_{n,d}(G) = \{ f \in T_n(G) \mid \beta(f) = e \}$ etc. In the non-holonomic case this identification is given as follows. If $X \in \tilde{\Phi}$, $\alpha(X) = c$ and $\varphi$, $\Sigma$ are fixed as in (1.6), where we may suppose $\beta(\Sigma) = e$, we have for the corresponding $f \in \tilde{T}_{n,d}(G)$ the formula

\begin{equation}
(2.4) \quad f = (\sigma \Sigma \cdot X) \varphi^{-1}.
\end{equation}

It is not difficult to see that this gives a one-to-one correspondence. Since the structure group of $\tilde{\Phi}$ can be identified with $(\tilde{G} \times \tilde{G})_0$ according to (1.6), we derive for $(y, S) \in \tilde{G} \times \tilde{G} \cdot (G)$ and $f \in \tilde{T}_{n,d}(G)$ the composition

\begin{equation}
(2.5) \quad (y, S) \cdot f = (S \cdot f) y^{-1} \cdot j_0[\beta(\sigma S)].
\end{equation}

In fact, we have $(y, S) \cdot f = (\sigma \Sigma \cdot (Y \cdot X)) \varphi^{-1} = (\sigma \Sigma \cdot Y \cdot X \cdot j_0[\beta(\sigma Y)]) (b Y)^{-1} \cdot \varphi^{-1} = \sigma \Sigma Y \cdot b Y \cdot j_0[\beta(\sigma Y)] (b Y)^{-1} \cdot \varphi^{-1} = \sigma \Sigma Y \cdot \varphi^{-1} \cdot (b Y)^{-1} \cdot f_0[\beta(\sigma S)].$

We shall connect with the fibre bundle $\tilde{\Phi}$ its inverse $\tilde{\Phi}^* = \tilde{\Phi}^*(\Phi') \subset J^r(B, \Phi)$ defined by the condition $X \in \tilde{\Phi}^* \Leftrightarrow \alpha X \in \tilde{\Phi}$. The elements $X \in \tilde{\Phi}^*$ are called non-holonomic coelements of connection of order $r$ at the point $x = \alpha(X)$ and they satisfy $aX = j_{x'}^*, bX = j_{x}^*$. The groupoid $\tilde{\Phi}^\bullet$ is again a differentiable groupoid of operators on $\tilde{\Phi}^*$ if we define for $Y \in \tilde{\Phi}, X \in \tilde{\Phi}^*$, $\alpha(Y) = \alpha(X) = x$

\begin{equation}
(2.6) \quad Y \cdot X = \sigma(Y \cdot \sigma X) = (j_{x}^*[\beta(Y)] \cdot X \cdot \sigma Y) (b Y)^{-1},
\end{equation}

(c.f. [17] for $r = 1$). We have again the identification of the fibre type of $\tilde{\Phi}^*$ with $\tilde{T}_{n,d}(G)$, however the correspondence (2.4) goes now into $f = (X \cdot \Sigma) \varphi^{-1}$ and this gives

\begin{equation}
(2.7) \quad (y, S) \cdot f = j_0[\beta(S)] \cdot (f \cdot \sigma S) \varphi^{-1},
\end{equation}

and analogously in the semi-holonomic and holonomic cases. Thus we have the
Proposition 2.1. Let $\Phi^*$ be a locally trivial differentiable groupoid of operators on the manifold $E$ which becomes in this way a fibre bundle $E = E(B, F, G^*, H, \Phi^*)$. Then $\tilde{Q}(\Phi^*) = \tilde{Q}(B, T^r_{B,G}(G), (L^*_r \times T^r_{B,G}(G))^\bullet, \tilde{H}(B) \times \mathcal{S}^*H, \Phi^\bullet)$ and $\tilde{Q}^*(\Phi^*) = \tilde{Q}^*(B, T^r_{B,G}(G), (L^*_r \times T^r_{B,G}(G))^\bullet, \tilde{H}(B) \times \mathcal{S}^*H, \Phi^\bullet)$ are fibre bundles, the action of the structure group upon the fibre type being given by (2.5) and (2.7) respectively. Analogous results hold for $\tilde{Q}', \tilde{Q}'^*, \tilde{Q}', \tilde{Q}'^*$. 

Let $T^r_{B,G}(\Phi) = \{Z \in T^r_{B,G}(\Phi), \beta(Z) = \bar{x}\}$. One can assign to each element $X \in \tilde{Q}'$, $\alpha(X) = x$ an element $Z \in T^r_{B,G}(\Phi)$, uniquely up to the operation of $L^*_r$, for which $aZ = j^*_r[x]$ and $bZ$ is invertible, i.e. an $n^r$-contact element of $\Phi$ with the origin $\bar{x}$, zero horizontal projection $a$ and invertible vertical projection $b$. Conversely, each such contact element defines uniquely an element of $\tilde{Q}'$. Denoting by $P^r_\Phi$ the set of those contact elements, we have the one-to-one correspondence $X \in \tilde{Q}' \leftrightarrow X \tilde{H}(B)_{x(x)} \in P^r_\Phi$. Especially $P^r_\Phi$ is a differentiable manifold with the differentiable groupoid of operators $\Phi^\bullet$ acting upon it according to $Y \in \tilde{Q}', X \tilde{H}(B)_{x(x)} \in P^r_\Phi, \alpha(Y) = \alpha(X) \Rightarrow$

$$Y \cdot X \tilde{H}(B)_{x(x)} = (Y \cdot X) \tilde{H}(B)_{x(x)}.$$ 
Thus $P^r_\Phi$ becomes a fibre bundle $P^r_\Phi(B, T^r_{B,G}(G), L^*_r \times T^r_{B,G}(G))^\bullet, \tilde{H}(B) \times \mathcal{S}^*H, \Phi^\bullet)$. Analogously there is an isomorphism between the fibre bundles $\tilde{Q}'$ and $P^r_\Phi(B, T^r_{B,G}(G), L^*_r \times T^r_{B,G}(G))^\bullet, \tilde{H}(B) \times \mathcal{S}^*H, \Phi^\bullet)$, where $P^r_\Phi = \{Z \in T^r_{B,G}(\Phi) \mid x \in B, bZ = j^*_0[x], aZ \text{ invertible}\}$. Thus we get a commutative diagram

$$
\begin{array}{ccc}
\tilde{Q}'(\Phi^*) & \longrightarrow & P^r_\Phi(B) \\
\downarrow & & \downarrow \\
\tilde{Q}'^*(\Phi^*) & \longrightarrow & P^r_\Phi(B)
\end{array}
$$

where in the rows there are canonical isomorphisms and in the columns canonical antiisomorphisms of fibre bundles with the basis $B$, their structure group being induced by the operation of $\Phi^\bullet$. Analogous results are again obtained in the semi-holonomic and holonomic cases.

Definition 2.3. ([5]) A non-holonomic (accordingly semi-holonomic and holonomic) connection of order $r$ in the locally trivial differentiable groupoid $\Phi^*$ is given by a differentiable section $B \rightarrow \tilde{Q}'(\Phi^*)$ (accordingly $B \rightarrow \tilde{Q}'^*(\Phi^*)$ and $B \rightarrow Q'(\Phi^*)$), or, equivalently, by a differentiable section $B \rightarrow \tilde{Q}'(\Phi^*)$ (accordingly $B \rightarrow \tilde{Q}'^*(\Phi^*)$ and $B \rightarrow Q'^*(\Phi^*)$), or by a differentiable section $B \rightarrow P^r_\Phi(B)$ (accordingly $B \rightarrow P^r_\Phi(B)$ and $B \rightarrow P^r_\Phi(B)$), or by a differentiable section $B \rightarrow P^r_\Phi(B)$ (accordingly $B \rightarrow P^r_\Phi(B)$ and $B \rightarrow P^r_\Phi(B)$).

Note that a non-holonomic element of connection of order $r$ at the point $x \in B$ gives rise to a correspondence which assigns to each non-holonomic velocity of order $r$ in $B$ with origin $x \in B$ a non-holonomic infinitesimal displacement of order $r$. 
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of the fibre $E_x$. Consequently a non-holonomic connection of order $r$ gives rise to a differentiable mapping of the manifold of non-holonomic velocities of order $r$ in $B$ into the manifold of all non-holonomic infinitesimal displacements of order $r$ of fibres of $E$, the fibre being taken at the origin of the mapped velocity. However, conversely each such differentiable mapping does not define in general a non-holonomic connection in $\Phi^r$ in the sense of Ehresmann. It defines always a $(\mathcal{E}, T_1^1)$-connection in $\Phi^r$ (c.f. ch. 3) which need not be a connection in the sense of Ehresmann. Analogously in the other two cases.

A non-holonomic or semi-holonomic or holonomic connection of order $r$ on the fibre bundle $E(B, F, G, H, \Phi^r)$ is a non-holonomic or semi-holonomic or holonomic connection of order $r$ respectively in the associated groupoid $\Phi^r$.

It can be seen, e.g. from the results of the following chapter, that if $r = 1$ and the groupoid $\Phi^r$ operates effectively on $E$ (i.e. $G^r$ operates effectively on $F$) this definition of a connection on the fibre bundle $E(B, F, G^r, H, \Phi^r)$ coincides with the one defined in [14]. On the other hand in general denoting by $K^r \subset \Phi^r$ the kernel of the operation as in (1.1) we see that $\mathcal{J}^r(B, \Phi) \rightarrow \mathcal{J}^r(B, \Phi/K)$, where $\Pi^r : \Phi \rightarrow \Phi/K$ is the natural projection, takes any connection in $\Phi^r$ into a connection in the associated effective groupoid of operators $(\Phi/K)^r$. Conversely, $X, X' \in \mathcal{O}^r(\Phi^r)$ are projected into the same element of connection with respect to the associated effective groupoid $(\Phi/K)^r$ iff $X' = X \cdot \xi$, where $\xi \in \mathcal{J}^r(B, K)$, $\alpha(\xi) = x$, $\beta(\xi) = \tilde{x}$ and $a\xi = b\xi = \mathcal{J}_x^r(\xi)$ (c.f. (1.12)).

It has been shown in [5] that if $\Phi^r$ is a locally trivial differentiable groupoid of operators on the manifold $E$ then a connection of any order and any type always exists. Note that if $\Phi^r$ is not locally trivial the $\mathcal{O}^r(\Phi^r)$ may be empty. E.g. if $K^r$ is the stable subgroupoid of a differentiable groupoid of operators defined above in (1.1) we see that it is itself a differentiable groupoid of operators (however, not even transitive), but $\mathcal{O}^r(K^r)$ is empty.

We have given here four equivalent characterizations of higher order connections on a fibre bundle $E$. We see that the connection depends essentially upon the principal fibre bundle associated with $E$ and in fact, one can define a higher order connection applying only the principal fibre bundle (c.f. [1], [2]) as it is the case with $r = 1$ e.g. in [14]. We shall obtain these characterizations as special cases of the results of the following chapter.

In order to accomplish these introductory parts we give now the definition of the projection and prolongation of a higher order connection as introduced by Ehresmann in [5] (c.f. also [1]) in a more detailed notation.

Thus let again $\Phi^r$ be a locally trivial differentiable groupoid. Denote by $\pi : \mathcal{J}^r(B, \Phi) \rightarrow \mathcal{J}^{r-1}(B, \Phi)$ the natural projection. Its restriction defines a bundle projection $\pi \mathcal{O}^r : \mathcal{O}^r \rightarrow \mathcal{O}^{r-1}$. In fact, if $X \in \mathcal{O}^r$ we have $\alpha(\pi X) = \alpha(X)$, $\beta(\pi X) = \pi \beta(X) = \tilde{x}$, $a\pi X = aX = \mathcal{J}_x^{r-1}$ and $b\pi X = \mathcal{J}_x^r$. Especially if $X : B \rightarrow \mathcal{O}^r$ is a non-holonomic connection of order $r$ then the non-holonomic connection of order $r - 1$ $\pi \mathcal{O}^r X : B \rightarrow \mathcal{O}^{r-1}$ is called the projection of $X$. Thus a non-holonomic connection of order $r$ defines by subsequent projections a sequence of connections of orders one to
If the starting connection is semi-holonomic then this sequence consists of semi-holonomic connections and if it is a holonomic connection the sequence consists of holonomic ones.

Conversely, given a non-holonomic connection \( X : B \to Q^1 \) we define its prolongation, which is a non-holonomic connection of order \( r + 1 \), as follows. Denote by \( X_1 : B \to Q^1 \) the projection of \( X \). If \( u \in B \) denote by \( v \to \xi_u(v) \) the local mapping from \( B \) into \( \Phi \) such that \( X_1(u) = j_u^r \xi_u \). Note that \( \xi_u(u) = \bar{u} \), and \( j_u^r(v \to a \, \xi_u(v)) = j_u^r \xi_u(v) \). Define

\[
X'(u) = j_u^r X \cdot j_u^r(v \to j_u^r[\xi_u(v)]) 
\]

The composition here is really defined since \( a j_u^r X = j_u^r a X = j_u^r(v \to j_u^r) \) and \( b j_u^r(v \to j_u^r[\xi_u(v)]) = j_u^r(v \to j_u^r) \). We have \( X'(u) \in \bar{Q}^{r+1} \). In fact \( u \to X'(u) \) is clearly differentiable and \( \alpha(X'(u)) = u \), \( \beta(X'(u)) = \bar{u} \cdot j_u^r[\xi_u(u)] = \bar{u} \), \( a X'(u) = a j_u^r(v \to j_u^r[\xi_u(v)]) = j_u^r(v \to a j_u^r[\xi_u(v)]) = j_u^r(v \to j_u^r[a \, \xi_u(v) = j_u^{r+1} \] and \( b X'(u) = j_u^r b X = j_u^{r+1} \).

Thus (2.10) defines the prolongation \( X' \) of the non-holonomic connection \( X \).

Proposition 2.1. ([5]) If \( \Phi^* \) is a locally trivial differentiable groupoid then each simple connection in it generated by a first order connection \( X : B \to Q^1 \) is a semi-holonomic connection.

Proof. Note that an element \( Y(u) \in \bar{J}(V_n, V_n) \), \( u \in V_n \), \( \alpha Y(u) = u \) is semi-holonomic by definition iff \( Y(u) = j_u^r \sigma_a = j_u^r(v \to \sigma_a(v)) \), where \( \sigma_a(v) \) is semi-holonomic for all \( v \) in a neighbourhood of \( u \) and

\[
j_u^r(v \to (\pi \sigma_a)(v)) = \sigma_a(u) \text{.} \tag{2.12}
\]

Now it is easy to prove by induction that if \( r \geq 1 \) then each \( X_r(u) \), \( u \in B \) is semi-holonomic. Suppose namely that \( X_r(u) \), \( r \geq 1 \) is semi-holonomic for all \( u \in B \) and write \( X_{r+1}(u) = j_u^r \sigma_a \). We see from the definition (2.11) of \( X_{r+1}(u) \) that \( v \to \sigma_a(v) \) is a semi-holonomic section and also that the relation (2.12) to prove follows from the same formula since \( \pi X_{r+1}(v) = X_r(v) \) and \( \xi_u(u) = \bar{u} \). Thus also \( X_{r+1}(u) \) is semi-holonomic for all \( u \in B \) and this completes the proof.

Finally let us make the following remark. If \( \Phi^* \) is a differentiable groupoid of operators on the manifold \( E \) such that \( \Phi^*_E \) is locally trivial one may construct the fibre
bundle \( \mathcal{O}'(\Phi^*_E) \) which can be canonically identified with the subspace of \( \mathcal{O}'(E, \Phi) \) consisting of such elements \( X \in \mathcal{O}'(E, \Phi) \), \( \alpha(X) = z \) for which \( aX = j^*_z[p(z)] \) and \( X \cdot j^*_z = j^*_z \). The corresponding associated groupoid of operators having been identified in chapter 1 with the subspace of such \( Y \in \mathcal{O}'(E, \Phi) \) for which \( aY = j^*_x(p) \) and \( Y \cdot j^*_E = \Pi' \), we get the composition rule \( Y \bullet X = (Y \cdot X \cdot j^*_z[\beta(\sigma Y)]) (Y \cdot j^*_z)^{-1} \),

which is well defined and can be obtained as a special case from the general composition rule (2.1).

3. \((\mathcal{V}, \mathcal{T})\)-CONNECTIONS ON FIBRE BUNDLES

Denote by \( \mathcal{C} \) the category of differentiable manifolds (including dimension zero), and by \( \mathcal{E} \) the category of fibred manifolds. Objects in \( \mathcal{E} \) are pairs \((B, C)\) of differentiable manifolds (identified with the pairs of identities on them) with a differentiable mapping \( p_B = p : C \to B \) which is onto, and morphisms in \( \mathcal{E} \) are pairs \((f, F) : (B_1, C_1) \to (B_2, C_2)\) of differentiable mappings such that \( pF = fp \). Further denote by \( \mathcal{E}^0 \) the subcategory of \( \mathcal{E} \) consisting of all locally trivial fibred manifolds with a Lie structure group, i.e., all fibre bundles. This is a complete subcategory. Finally denote by \( \mathcal{E}_L \subset \mathcal{E}^0 \) the subcategory of all vector bundles, \((B, C)\) being a vector bundle iff the structure group is a subgroup of a linear group. In this case the mappings \( F \) are supposed linear on each fibre of \((B_1, C_1)\).

Denote by \( \mathcal{J}' \) the category of differentiable sections in all the fibre bundles \( \mathcal{J}'(V_n, V_m) \) with basis \( V_n \). The objects or unities are differentiable manifolds or \( r \)-flots of identities on these manifolds. Let further \( \mathcal{J}' \in \mathcal{J}' \) denote any section \( x \to j^*_x[x] \). Thus each \( \mathcal{J}' \) is a section in \( \mathcal{J}'(V_n, V_n) \). One defines analogously the subcategories \( \mathcal{J}' \subset \mathcal{J}' \) of \( \mathcal{J}' \).

**Definition 3.1.** A connector \( \mathcal{T} \) is a covariant functor from the category \( \mathcal{C} \) into the category \( \mathcal{E} \) with the following properties:

(T1) \( \mathcal{T} \) assigns to each differentiable mapping \( f \) a morphism \((f, \mathcal{T}(f))\) of \( \mathcal{E} \), especially to the manifold \( B \) a fibred manifold \((B, \mathcal{T}(B))\);

(T2) there exists for each differentiable manifold \( B \) a differentiable injection \( \iota_B = \iota : B \to \mathcal{T}(B) \) such that \( p\iota = \text{id}_B \), and if \( f \) is a differentiable mapping then \( \mathcal{T}(f) \iota = \iota f \);

(T3) if \( f \) is a differentiable mapping which is injective of maximal rank (i.e., inducing an injection of the corresponding tangent bundles) then the same is true about \( \mathcal{T}(f) \);

\(^3\) For the sake of simplicity we omit the composition symbol in the notation of the categories \( \mathcal{C}, \mathcal{E} \) and their subcategories since the composition is here evident.
(T4) if \( B \) consists of only one point, \( B = \{ c \} \) then the same holds about \( \mathcal{T}(B) \), i.e. \( \mathcal{T}(B) = \{ w \} \).

We say that the connector \( \mathcal{T} \) is into \( \mathcal{V} \) if \( \mathcal{V} \) is a subcategory of \( \mathcal{E} \) and \( \mathcal{T} \) takes values in \( \mathcal{V} \).

First note that if \( \mathcal{T} \) is into \( \mathcal{V} \subset \mathcal{E}^0 \) then (T2) implies that each \( \iota_2 \) is injective of maximal rank. According to (T3) if \( B_1 \) is a submanifold injected and regularly imbedded into \( B_2 \) then we can suppose also \( \mathcal{T}(B_1) \subset \mathcal{T}(B_2) \), i.e. denoting by \( j : B_1 \to B_2 \) this inclusion we identify \( \mathcal{T}(B_1) \) with \( \mathcal{T}(j) \mathcal{T}(B_1) \subset \mathcal{T}(B_2) \). Note that this identification takes \( p_{B_1} \) into the restriction of \( p_{B_2} \) and \( \iota_{B_1} \) into the restriction of \( \iota_{B_2} \) (c.f. (T1) and (T2)), and if \( f : B_2 \to B'_2 \) is a differentiable mapping then \( \mathcal{T}(f)|_{B_1} = \mathcal{T}(f)|_{\mathcal{T}(B_1)} \) since \( f|_{B_1} = fj \) implies \( \mathcal{T}(f|_{B_1}) = \mathcal{T}(f)|_{\mathcal{T}(j)} \). To simplify the notations this convention is employed throughout the paper. It justifies the following

**Lemma 3.1.** (c.f. lemma 1.3). Let \( B_1 \) be a submanifold injected and regularly imbedded into the differentiable manifold \( B_2 \). Let \( B'_2 \) be another differentiable manifold and \( f, f' : B_2 \to B'_2 \) differentiable mappings such that \( x \in B_1 \iff fx = f'x \), and let \( \mathcal{T} \) be a connector. Then \( X \in \mathcal{T}(B_1) \iff \mathcal{T}(f) X = \mathcal{T}(f') X \).

**Proof.** In fact, with the above notations, \( fj = f'j \) implies \( \mathcal{T}(f) \mathcal{T}(j) = \mathcal{T}(f') \mathcal{T}(j) \).

**Lemma 3.2.** If \( \mathcal{T} \) is a connector, then \( \mathcal{T}[k] = [ik] \), i.e. \( \mathcal{T} \) takes constant mappings into constant mappings.

**Proof.** We have \( [k] : B_1 \to B_2, \ k \in B_2 \implies \mathcal{T}\{k\} \subset \mathcal{T}(B_2) \). According to (T4), \( \mathcal{T}\{k\} \) consists of only one point \( \{ik\} \) and thus \( \mathcal{T}[k] : \mathcal{T}(B_1) \to \{ik\} \subset \mathcal{T}(B_2) \) must be of the form \( [ik] \).

**Definition 3.2.** A connector \( \mathcal{T} \) is called local if \( U \subset B \) open implies \( \mathcal{T}(U) = \{ X \in \mathcal{T}(B) \mid pX \in U \} \).

**Lemma 3.3.** Let \( f : B_1 \to B_2 \) be differentiable and let there exist an open covering of \( B_2 \) such that for each \( U \) of this covering there exists a differentiable mapping \( g_U : U \to B_1 \) satisfying \( fg_U = \text{id}_U \). Then \( \mathcal{T} \) being a local connector, \( \mathcal{T}(f) : \mathcal{T}(B_1) \to \mathcal{T}(B_2) \) is a projection of maximal rank.

**Proof.** We have \( \mathcal{T}(f) \mathcal{T}(g_U) = \text{id}_\mathcal{T}(U) \) hence each \( \mathcal{T}(U) \) belongs to \( \text{Im} \mathcal{T}(f) \) and since the \( \mathcal{T}(U) \) cover \( \mathcal{T}(B_2) \), \( \mathcal{T}(f) \) is onto.

**Lemma 3.4.** If \( \mathcal{T} \) is a connector into \( \mathcal{E}_\perp \), then \( \iota x \) is the zero element in \( \mathcal{T}(B)x \) for each differentiable manifold \( B \) and each \( x \in B \).

**Proof.** Take \( B_1 = \{ c \} \), i.e. \( \dim B_1 = 0 \). Then \( \iota c \) is the zero element in \( \mathcal{T}(B_1) \). If now \( f : B_1 \to B \) is such that \( f(c) = x \) we have \( \iota x = \iota f(c) = \mathcal{T}(f) \iota c \) and this is again a zero element since \( \mathcal{T}(f) \) is linear on \( \mathcal{T}(B_1) \).
Now we are passing to the most general definition of a connection on a fibre bundle or, as a matter of fact, in a locally trivial differentiable groupoid. As in the preceding denote by $E$ any fibre bundle with the basis $B$, fibre type $F$, structure group $G'$ and associated principal bundle $H$. Let $\Phi' = H H^{-1}$ be its associated groupoid.

**Definition 3.3.** Let $E = E(B, F, G', H, \Phi')$ be a fibre bundle and let $\mathcal{T}$ be a connector into $\mathcal{V} \subset \mathcal{E}$. A $(\mathcal{V}, \mathcal{T})$-connection on $E$ is a mapping $\mathcal{X} : \mathcal{T}(B) \to \mathcal{T}(\Phi)$ such that

\begin{align*}
(C1) & \quad (\sim, \mathcal{X}) \text{ belongs to } \mathcal{V} ; \\
(C2) & \quad \mathcal{T}(b) X = \text{id}_{\mathcal{T}(B)} ; \\
(C3) & \quad \mathcal{T}(a) \mathcal{X} = \text{id} ,
\end{align*}

where $a, b : \Phi \to B$ have the usual meanings.

First note that if $\mathcal{V} \subset \mathcal{V}' \subset \mathcal{E}$ then each $(\mathcal{V}, \mathcal{T})$-connection is a $(\mathcal{V}', \mathcal{T})$-connection and if $\mathcal{V} \subset \mathcal{V}'$ is a complete subcategory and $\mathcal{T}$ is into $\mathcal{V}$ then each $(\mathcal{V}', \mathcal{T})$-connection is a $(\mathcal{V}, \mathcal{T})$-connection. Thus one could restrict himself to the case when all the objects in $\mathcal{V}$ are of the form $(B, \mathcal{T}(B))$.

**Theorem 3.1.** Let there exist an isomorphism $(i, I)$ of the category $\mathcal{J}^r$ (or $\mathcal{J}$, or $\mathcal{J}$) onto the category $\mathcal{V}$ satisfying

\begin{align*}
(3.1) & \quad i(Z) x = \beta(Z_x) ; \\
(3.2) & \quad I(\mathcal{J} f) = \mathcal{T}(f) ; \\
(3.3) & \quad I(\mathcal{J}) = \text{id} ,
\end{align*}

where $Z : x \to Z_x$ is a differentiable section in some $\mathcal{J}(n, m)$ (or $\mathcal{J}(V_n, V_m)$, or $\mathcal{J}(V_n, V_m)$). Then there is a one-to-one correspondence between $(\mathcal{V}, \mathcal{T})$-connections and non-holonomic (or semi-holonomic, or holonomic) connections of order $r$ in the sense of Ch. Ehresmann (c.f. definition 2.3).

**Proof.** We shall deal only with the non-holonomic case. A $(\mathcal{V}, \mathcal{T})$-connection determines uniquely a section $Z$ in $\mathcal{J}(B, \Phi)$. From (3.1) and (C1) we get $\beta(Z_x) = \bar{x}$. Since $\mathcal{X} = I(Z)$ we get from the covariance of $(i, I)$ and from (3.2) the transformation of (C2), (C3) into $bZ = I^{-1}(\text{id}_{\mathcal{T}(B)})$, $aZ = I^{-1}(\text{id} )$ respectively and hence according to (3.3) the required conditions for $Z \in \mathcal{J}$. Conversely let $Z$ be a section in $\mathcal{J} \subset \mathcal{J}(B, \Phi)$. Then $i(Z) x = \bar{x}$ because of (3.1) and $\beta(Z_x) = \bar{x}$. Thus $\sim, I(Z) \in \mathcal{V}$. The relations (C2), (C3) are established analogously as in the above case.

Now we are going to give some concrete examples of connectors and $(\mathcal{V}, \mathcal{T})$-connections which will not only serve as an illustration to the general theory developed in the sequel, but also give rise to several equivalent formulations of the definition.
of higher order connections, as contained in [1], [2], [12], from a unified point of view.

Define the local connector $J^*_l(V_p, .)$ as follows. $V_p$ is a fixed differentiable manifold and $s$ is a fixed point in it. The assignment is given by $B \to (B, J^*_l(V_p, B))$ and $J^*_l(V_p, f) Z = ffZ$, where in the last term we have the composition of jets. The projection $p$ is in this case the target mapping $\beta$ and for $x \in B$ we define $x = j^*_s[\alpha] \in J^*_s(V_p, B)$. It is not difficult to see that this is really a local connector. In fact $J^*_l(V_p, f) x = ffj^*_l[x] = j^*_s[f(x)] = \alpha(f(x))$ and (T3) follows from the local expression for the composition of jets (c.f. lemma 1.2), the other properties being evident. Analogously one defines $J^*_r(V_p, .)$ and $J^*_r(V_p, .)$.

If $E$ is a fibre bundle we can define a $(\mathcal{E}, J^*_l(V_p, .))$-connection in it which generalizes the notion of a non-holonomic connection of order $r$. Since $\mathcal{E}$ does not satisfy the assumptions of theorem 3.1, we need to restrict the category $\mathcal{E}$ in order to obtain the Ehresmann's higher order connections. For this purpose we connect with each $J^*_l(V_p, .)$ a category denoted by $\mathcal{C}_p(V_p, .)$, where the objects are exactly all the fibre bundles $(B, J^*_l(V_p, B))$ and morphisms are all those of the form $(f, F)$ with $F: J^*_s(V_p, B) \to J^*_s(V_p, B_2)$ given by $F(x) = Z_{\beta(x)}X$, where $x \to Z_x$ is a differentiable section in $J^*_l(B_1, B_2)$ and $f(x) = \beta(Z)$. Denoting $i(Z) = f$ and $i(Z) = F$ we see at once that theorem 3.1 applies to $\mathcal{C}_p(V_p, .)$. We get again the same definitions and results in the semi-holonomic and holonomic cases.

We call a jet $Z \in J^*_l(B_1, B_2)$ injective if the relation $Z \in J^*_l(B_1, B_2)$ is injective. If this holds for some $B$ then it holds for each differentiable manifold.

We write also $\bar{T}^*_k$ instead of $\bar{T}^*_0(R^k, .)$ and analogously in the semi-holonomic and holonomic cases. Thus elements of $\bar{T}^*_k(B)$ are non-holonomic $k'$-velocities on $B$.

Denote by $\bar{T}_{r,k}(B)$ the vector bundle over $B$ of $k'$-vectors on $B$, i.e. the vector bundle dual to the vector bundle of $k'$-covelocities (non-holonomic), $\bar{T}_{r,k}(B)_x = \bar{T}^*_k(B)_x^*$ and $\bar{T}^*_k(B)_x = \{\xi \in J^*_l(B, R^k) \mid \beta(\xi) = 0\}$. This defines a local connector assigning to $B$ the vector bundle $(B, \bar{T}_{r,k}(B))$ and to the differentiable mapping $f$ the mapping $(f, \bar{T}_{r,k}(f))$ defined by $\langle \bar{T}_{r,k}(f), Z, \xi \rangle = \langle Z, \xi f^*_xf \rangle$, $p(Z) = x$, $\alpha(\xi) = f(x)$, $\alpha$ being defined as the zero element in $\bar{T}_{r,k}(B)_x$. We shall show explicitly only (T3). Thus suppose $\langle Z, \xi f^*_xf \rangle = \langle Z', \xi f^*_xf \rangle$ for all $\xi$ with $\alpha(\xi) = f(x)$, where $f$ is injective of maximal rank. This means that there exists a $g$ defined in a neighbourhood of $f(x)$ such that $gf = id$ in a neighbourhood of $x$ and thus $f^*_xf \xi f^*_xf = f^*_xf \xi f^*_xf$. Consequently if $\xi$ is any element of $\bar{T}_{r,k}(B)_x$ we have $\xi' = \xi f^*_xgf \xi f^*_xf$ and hence $\langle Z, \xi' \rangle = \langle Z', \xi' \rangle$. This means that $\langle Z, \xi \rangle = \langle Z', \xi \rangle$, i.e. $\bar{T}_{r,k}(f)$ is injective. More generally, if $A$ is a fixed vector space, denote by $\bar{T}_{r,k}(B, A)$ the vector bundle of all linear mappings from $\bar{T}_{r,k}(B)_x, x \in B$ into $A$. This gives rise (at least if $A$ is of finite dimension) to local connectors...
The local connectors $T_{r,k}(\cdot, A)$ and $T_{r,k}(\cdot, A)$ are defined analogously.

We connect again with each $T_{r,k}(\cdot, A)$ a category $\mathcal{C}_{r,k}(\cdot, A)$, where the objects are exactly all the vector bundles $(B, T_{r,k}(B, A))$ and morphisms are all those of the form $(f, F)$ with $F : T_{r,k}(B_1, A) \to T_{r,k}(B_2, A)$ given by $\langle F(x), \xi \rangle = \langle X, \xi Z_x \rangle$, where $x \to Z_x$ is a differentiable section in $J^r(B_1, B_2)$ and $f(x) = \beta(Z_x)$. Now theorem 3.1 applies again to $\mathcal{C}_{r,k}(\cdot, A)$. Analogously in the semi-holonomic and holonomic cases.

Lemma 3.5. Each linear mapping $J^1(B_1, R^k) \to J^1(B_2, R^k)$ preserving the targets of jets can be uniquely expressed as $\xi \to \xi X$, where $X \in J^1(B_2, B_1)$, $\beta(X) = x$.

Proof. In fact, we get in a fixed system of coordinates $\xi^h \to \eta_j^h = \xi^h X_j^i$ and $X_j^i$ are thus the components of the required $X$.

This lemma shows that there is a natural isomorphism between the connectors $T^1_k$ and $T_{1,k}(\cdot, R^k \otimes R^k)$ since each element of $T_{1,k}(B, R^k \otimes R^k)$ can be interpreted as a linear mapping $J^1(B, R^k) \to J^1(B, R^k)$ preserving the zero target in $R^k$. More precisely, there are isomorphisms $T_{1,k}(B, R^k \otimes R^k) \leftrightarrow T^1_k(B)$ commuting with the morphisms of the categories and taking the first corresponding connector into the second one. In this way one can entirely identify the pairs $(C_{1,k}(\cdot, R^k \otimes R^k))$, $T_{1,k}(\cdot, R^k \otimes R^k)$ and $(C_{1,k}(R^k, \cdot))$, $T^1_k$. Moreover lemma 3.5 shows that both these categories are complete subcategories of $\mathcal{C}_{1,k}$ and according to theorem 3.1 both they are in a one-to-one correspondence with the usual first order connections.

Returning to the general case let $\mathcal{T}$ be a connector as above. If $B_1, B_2$ are differentiable manifolds, there is a canonical morphism in $\mathcal{E}$

$$(3.4) \quad (\text{id}_{B_1 \times B_2}, \mathcal{T}(\pi_1) \times \mathcal{T}(\pi_2)) : (B_1 \times B_2, \mathcal{T}(B_1 \times B_2)) \to (B_1 \times B_2, \mathcal{T}(B_1) \times \mathcal{T}(B_2)).$$

If $\mathcal{T}$ is local, this morphism is onto (lemma 3.3). We denoted here as usual by $\pi_1$ or $\pi_2$ the canonical projection of the cartesian product onto its first or second component respectively. On the other hand if $x \in B_1$ is a fixed point, denote by $j^* : B_2 \to B_1 \times B_2$ the canonical injection taking $\eta$ into $(x, \eta)$ and analogously define $j^* : B_1 \to B_1 \times B_2$ for a fixed $y \in B_2$.

Definition 3.4. A connector $\mathcal{T}$ is called regular if for any two differentiable manifolds $B_1$ and $B_2$ the morphism (3.4) is one-to-one. A connector $\mathcal{T}$ is called semi-regular if for any two differentiable manifolds $B_1$ and $B_2$ there exists a morphism $J_{1,2} : \mathcal{T}(B_1) \times \mathcal{T}(B_2) \to \mathcal{T}(B_1 \times B_2)$ such that $J_{1,2}(\mathcal{T}(\pi_1) \times \mathcal{T}(\pi_2)) \mathcal{J}_{1,2} = \text{id}_{\mathcal{T}(B_1) \times \mathcal{T}(B_2)}$ and

$$(3.5) \quad \mathcal{T}(j^*)_Y = J_{1,2}(x, Y); \quad \mathcal{T}(j^*)_X = J_{1,2}(X, Y)$$

for each $x \in B_1$, $y \in B_2$, $X \in \mathcal{T}(B_1)$ and $Y \in \mathcal{T}(B_2)$.
Note that each regular connector is semi-regular since $\pi_\Delta(\mathcal{F}(\pi_1) \times \mathcal{F}(\pi_2))$.

$\mathcal{F}(j^p) Y = \mathcal{F}(\pi_1) \mathcal{F}(j^p) Y = \mathcal{F}(\pi_1 j^p) Y$ and this is equal to $\mathcal{F}([X]) Y = iX$ if $i = 1$ and to $Y$ if $i = 2$.

**Lemma 3.6.** If the connector $\mathcal{F}$ is onto $\mathcal{F}_X$ then it is semi-regular if $(x, Y) \mapsto \mathcal{F}(j^p) Y$ and $(X, y) \mapsto \mathcal{F}(j^p) X$ are differentiable mappings from $B_1 \times B_2$ and $\mathcal{F}(B_1) \times B_2$ respectively into $\mathcal{F}(B_1 \times B_2)$.

**Proof.** First note that in this case (3.4) defines a linear mapping from $\mathcal{F}(B_1 \times B_2)$ into $\mathcal{F}(B_1) \oplus \mathcal{F}(B_2)$. Now it suffices to put $J_{1,2}(X + Y) = \mathcal{F}(j^p) X + \mathcal{F}(j^q) Y$.

Especially the connectors $\mathcal{T}_{r,\Delta}(\cdot, A)$, $\mathcal{T}_{r,\Delta}(\cdot, A)$ and $\mathcal{T}_{r,\Delta}(\cdot, A)$ are semi-regular. We shall show recurrently that each connector $J_{r,\Delta}(\cdot, A)$ is regular. Thus suppose that $J_{r,\Delta}(\cdot, A)$ is defined for all $x$ in a neighbourhood of $s$ and satisfies $(J_{1,2})^{-1}_x : J_{1,2}^{-1}(V_p, B_1) \times J_{1,2}^{-1}(V_p, B_2) \to J_{1,2}^{-1}(V_p, B_1 \times B_2)$ is defined for all $x$ in $\mathcal{F}(\pi_1) Z = Z$ for each $Z \in J_{1,2}^{-1}(V_p, B_1 \times B_2)$ and $J_{1,2}^{-1}(V_p, B_1 \times B_2)$ is defined for all $x$ in $\mathcal{F}(\pi_1) Z = Z$ for each $Z \in J_{1,2}^{-1}(V_p, B_1 \times B_2)$. If we now put $J_{1,2}(x, y) = j_1'(x \to (J_{1,2})^{-1}_x (x, y))$ where $X = j_1'(x)$ and $Y = j_2'(y)$, we get easily the required relation also for $J_{1,2}(x, y)$. Thus we have established the regularity of $\mathcal{F}(V_p, \cdot)$ and de facto also of $\mathcal{F}(V_p, \cdot)$ and $\mathcal{F}(V_p, \cdot)$.

In general the connectors $\mathcal{T}_{r,\Delta}(\cdot, A)$ need not be regular. Namely the relation $J_{1,2}(\mathcal{F}(\pi_1) Z + \mathcal{F}(\pi_2) Z) = Z$ is now of the form $\langle Z, \zeta j'(j^p) j^p \rangle + \langle Z, \zeta j'(j^p) j^p \rangle = \langle Z, \zeta \rangle$ for each $Z \in \mathcal{T}_{r,\Delta}(B_1 \times B_2) (\pi_1, \pi_2)$, $pZ = (x, y)$. But it can be seen that even for holonomic $\zeta$ the expression $\zeta j'(j^p) j^p \zeta$ need not be equal to $\zeta$ unless $r = 1$. In fact if $r = 1$ we have $\zeta = j_1'(x) \sigma$ and $j'(j^p \sigma)$ need to be equal to $\zeta$ which is the same as that of $u \to \sigma(u, y) + \sigma(x, v)$ which is the same as that of $(u, v) \to \sigma(u, v)$. This mens that $\mathcal{T}_{r,\Delta}(\cdot, A)$ is regular iff $r = 1$. One can also see that there is a commutative diagram

\[
\begin{array}{ccc}
T_k^1(B_1) \times T_k^1(B_2) & \xrightarrow{\phi} & T_k^1(B_1 \times B_2) \\
\downarrow & & \downarrow \\
T_k^1(B_1 \times B_2) & \xrightarrow{\phi} & T_k^1(B_1 \times B_2)
\end{array}
\]

where the correspondences in the rows are given by the natural isomorphisms between $T_k^1$ and $T_k \Delta(\cdot, R_k \otimes R_k)$, and those in columns are given by the regularity of the corresponding connectors.

Let now again $\mathcal{F}$ be a general connector and suppose it is semi-regular. We shall define the prolongation of a composition law as follows. Let the composition $\phi : M \subset B_1 \times B_2 \to B_2$ be given by $\phi(z, z') = z \cdot z'$, where $B_1, B_2, M$ are differentiable manifolds, $M$ being injected and regularly imbedded into $B_1 \times B_2$ and $\phi$ is differentiable. Suppose now $Z \in \mathcal{F}(B_1)$, $Z' \in \mathcal{F}(B_2)$, $J_{1,2}(Z, Z') \in \mathcal{F}(\pi_1) Z$ and put

\[
Z \cdot Z' = \mathcal{F}(\phi) J_{1,2}(Z, Z') \in \mathcal{F}(B_2).
\]
We have \( p(Z \cdot Z') = \varphi p J_{1,2}(Z, Z') = \varphi(pZ, pZ') = pZ \cdot pZ' \) and \( \iota Z, \iota Z' = \iota(z, z') = \iota(z \cdot z') \). In the case of three components this composition is associative if the underlying composition is associative.

Suppose now that the semi-regular connector \( \mathcal{F} \) is also local and let \( \Phi^* \) be a differentiable groupoid, \( a \) and \( b \) as usual being its right and left unit projections respectively. Applying the above procedure we get in this way a differentiable groupoid structure in \( \mathcal{F}(\Phi) \), the units being, by means of lemma 3.3, exactly all the elements of \( \mathcal{F}(B) \subset \mathcal{F}(\Phi) \), where \( B \) is the manifold of all units in \( \Phi^* \). The composition \( Z \cdot Z' \) of two elements \( Z, Z' \in \mathcal{F}(\Phi) \) is defined iff \( \mathcal{F}(a) Z = \mathcal{F}(b) Z' \). In fact if we take in lemma 3.1 \( B_1 = M, B_2 = \Phi \times \Phi, B_2 = B, f = a \pi_1 \) and \( f' = b \pi_2 \), we have \( Y \in \mathcal{F}(M) \Leftrightarrow \mathcal{F}(a \pi_1) Y = \mathcal{F}(b \pi_2) Y \) and thus \( J_{1,2}(Z, Z') \in \mathcal{F}(M) \Leftrightarrow \mathcal{F}(a) \mathcal{F}(\pi_1) \). \( J_{1,2}(Z, Z') = \mathcal{F}(b) \mathcal{F}(\pi_2) J_{1,2}(Z, Z') \), i.e. \( \mathcal{F}(a) Z = \mathcal{F}(b) Z' \). The inverse of \( Z \) is \( \mathcal{F}(\sigma) Z \), where \( \sigma : 0 \to 1 \) in \( \Phi^* \). Further from \( b(z, z') = b z, i.e. b \varphi(z, z') = = b \pi_1(z, z') \) we get for \( \mathcal{F}(a) Z = \mathcal{F}(b) Z' \) the relation \( \mathcal{F}(b)(Z \cdot Z') = \mathcal{F}(b \pi_1) \). \( J_{1,2}(Z, Z') = \mathcal{F}(b) Z \) and analogously \( \mathcal{F}(a)(Z \cdot Z') = \mathcal{F}(a) \mathcal{F}(\pi_1) \). From these relations we obtain now easily all the axioms of the differentiable groupoid \( \mathcal{F}(\Phi)^* \) with the right and left unit projections \( \mathcal{F}(a) \) and \( \mathcal{F}(b) \) respectively. Note that if \( \mathcal{F} \) is into \( \mathcal{E}_L \) then the above composition in \( \mathcal{F}(\Phi)^* \) defines a linear mapping of a subbundle of \( \mathcal{F}(\Phi) \otimes \mathcal{F}(\Phi) \) into \( \mathcal{F}(\Phi) \).

If the differentiable groupoid \( \Phi^* \) is a differentiable groupoid of operators on the manifold \( E \) then \( \mathcal{F}(\Phi) \) is a differentiable groupoid of operators on the manifold \( \mathcal{F}(E) \), the composition \( Z \cdot X, Z \in \mathcal{F}(\Phi), X \in \mathcal{F}(E) \) being defined iff \( \mathcal{F}(a) Z = \mathcal{F}(b) X \), where \( p : E \to B \) is the natural projection. Suppose now that \( \Phi^* \) is locally trivial, i.e. let \( \{U\} \) be an open covering of \( B \) such that for each such \( U \) there exists a differentiable mapping \( \theta_U : U \to \Phi \) with \( a \theta_U = c, b \theta_U = \text{id}_U \). For each \( U \) we define now \( \Theta_U : \mathcal{F}(U) \to \mathcal{F}(\Phi) \) as \( \Theta_U = \mathcal{F}(\theta_U) \). We have \( \mathcal{F}(a) \Theta_U = \mathcal{F}(a \theta_U) = \mathcal{F}([c]) = \mathcal{F}(\iota c) \) and \( \mathcal{F}(b) \Theta_U = \mathcal{F}(\text{id}_U) = \text{id}_{\mathcal{F}(U)} \). Thus also \( \mathcal{F}(\Phi)^* \) is locally trivial and if \( E = E(B, F, G^*, H, \Phi^*) \) then analogous considerations as in the first chapter lead to the conclusion that \( \mathcal{F}(E) \) is a fibre bundle

\[
\mathcal{F}(E) \mathcal{F}(B) \mathcal{F}(\varphi)^{-1} \mathcal{F}(G)^*, \mathcal{F}(H), \mathcal{F}(\Phi)^* .
\]

Hereby \( \mathcal{F}(H) \subset \mathcal{F}(\Phi) \) is a principal fibre bundle characterized by the equation \( \mathcal{F}(a) Z = \iota c \) and \( \mathcal{F}(G)^* \subset \mathcal{F}(\Phi)^* \) is a Lie group characterized by the equations \( \mathcal{F}(a) Z = \mathcal{F}(b) Z = \iota c \). On the other hand if \( g \in G \) is fixed, we have \( g : H \to H \) and thus \( \mathcal{F}(g) : \mathcal{F}(H) \to \mathcal{F}(H) \).

Lemma 3.7. If the local connector \( \mathcal{F} \) is semi-regular then for each \( g \in G \) and \( Z \in \mathcal{F}(H) \) we have

\[
\mathcal{F}(g) Z = Z \cdot \iota g .
\]

Proof. From \( g : z \to \varphi p z \) we get \( \mathcal{F}(g) Z = \mathcal{F}(\varphi) \mathcal{F}(p) Z \) which by means of (3.5) and (3.7) is equal to \( \mathcal{F}(\varphi) J_{1,2}(Z, \iota g) = Z \cdot \iota g .\)
Note that if $\mathcal{F} = T^1$ then the operation given by (3.9) corresponds to the classical one denoted e.g. in [14] by $R_g$. Analogously if $h \in H^{-1}$ then $\mathcal{F}(h) Z = Z \cdot \imath h$ for each $Z \in \mathcal{F}(H)$.

Denote by $\mathcal{F}_e(G)$ the subset of all elements $Z_0$ in $\mathcal{F}(G)$ for which $pZ_0 = e = \bar{e}$. Each element $Z \in \mathcal{F}(G)$ can be uniquely written as $Z = Z_0 \cdot \imath g$, where $g \in G$ and $Z_0 \in \mathcal{F}_e(G)$. In fact it suffices to take $Z_0 = Z \cdot \imath pZ$ and $g = \imath pZ$.

**Lemma 3.8.** If the local semi-regular connector $\mathcal{F}$ is into $\mathcal{E}_L$ then for each $Z_0, Z'_0 \in \mathcal{F}_e(G)$ we have $Z_0 \cdot Z'_0 = Z_0 + Z'_0$.

**Proof.** From lemma 3.6 we have $Z_0 \cdot Z'_0 = \mathcal{F}(\phi)(\mathcal{F}(\phi') Z_0 + \mathcal{F}(\phi') Z'_0) = Z_0 + Z'_0$.

**Corollary.** If the local semi-regular connector $\mathcal{F}$ is into $\mathcal{E}_L$ and $Z_0 \in \mathcal{F}_e(G)$, $X \in \mathcal{F}(H)$ then $X \cdot Z_0 = X + \imath pX \cdot Z_0$.

Note again that if $\mathcal{F} = T^1$, $\mathcal{F}_e(G)$ is the Lie algebra of $G$ and $h \to \imath h$. $Z_0$ is the fundamental vector field $Z_0^*$ corresponding to $Z_0 \in \mathcal{F}_e(G)$ (cf. [14]).

We can now define the infinitesimal $\mathcal{F}$-displacements of the fibre $E_\mathcal{F}$ as elements of $\mathcal{F}(\phi)^+$, where $\mathcal{F}(\phi)^+ = \{ Z \in \mathcal{F}(\phi) \mid pZ \in B, \mathcal{F}(\phi) Z = \imath pZ \}$. Denote further by $\mathcal{F}(H)/G^*$ the set of all right cosets with respect to the action of $G^*$ upon $\mathcal{F}(H)$ endowed with the natural coset differentiable structure. If we now denote

\[
\begin{align*}
\tilde{\phi} & : Z \to Z \cdot \imath \sigma pZ \\
\pi_G & : Z \to Z \cdot \imath G \\
\mathcal{F} & : Z \cdot \imath G \to Z \cdot \imath pZ \text{ its inverse being} \\
\mathcal{F}^{-1} & : Z \to Z \cdot \imath \theta, \text{ where } \theta \in H \text{ is any such that } b\theta = pZ,
\end{align*}
\]

we get a commutative diagram

\[
\begin{array}{ccc}
\mathcal{F}(H) & \xrightarrow{\varepsilon} & \mathcal{F}(H)/G^* \\
\downarrow{\tilde{\phi}} & & \\
\mathcal{F}(\phi)^+ & \xrightarrow{\mathcal{F}} & \mathcal{F}(H)/G^* \\
\end{array}
\]

We have $(\mathcal{F}(B), \mathcal{F}(H)) \in \mathcal{E}$, $(\mathcal{F}(B), \mathcal{F}(\phi)^+) \in \mathcal{E}$, $(\mathcal{F}(B), \mathcal{F}(H)/G^*) \in \mathcal{E}$, $(B, \mathcal{F}(H)) \in \mathcal{E}$, $(\imath d_B, \pi_G) \in \mathcal{E}$, $(\imath d_B, \tilde{\phi}) \in \mathcal{E}$ and also

\[(3.10) \quad (B, \mathcal{F}(\phi)^+) \in \mathcal{E}, \quad (B, \mathcal{F}(H)/G^*) \in \mathcal{E}, \quad (\sim, \mathcal{F}) \in \mathcal{E}, \quad (\imath d_B, \mathcal{F}) \in \mathcal{E},\]

where $J : \mathcal{F}(\phi)^+ \to \mathcal{F}(\phi)$ is the natural injection. It is not difficult to see that if $\mathcal{F}$ is into $\mathcal{E}_L$ then in (3.10) the category $\mathcal{E}$ can be replaced by $\mathcal{E}_L$.

**Theorem 3.2.** Let $\mathcal{F}$ be a local semi-regular connector. Then each $(\mathcal{V}, \mathcal{F})$-
connection $\mathcal{X}$ on a fibre bundle $E(B, F, G^r, H, \Phi^s)$ can be uniquely characterized by a differentiable section $\mathcal{Y}$ in the fibred manifold $(\mathcal{T}(B), \mathcal{T}(\Phi^s))$ satisfying

\[(3.11) ~ (\sim, J\mathcal{Y}) \in \mathcal{V}^r,
\]

or by a differentiable section $\mathcal{Z}$ in the fibred manifold $(\mathcal{T}(B), \mathcal{T}(H)|G^r)$ satisfying

\[(3.12) ~ (\sim, J\mathcal{Z}) \in \mathcal{V}^r.
\]

The theorem is an immediate consequence of our previous discussion. Note that if $\mathcal{V} = \mathcal{E}$ then the conditions (3.11) and (3.12) are automatically fulfilled and if $\mathcal{V} = \mathcal{E}_L$ they can be replaced by $(\text{id}_B, \mathcal{Y}) \in \mathcal{E}_L$ and $(\text{id}_B, \mathcal{Z}) \in \mathcal{E}_L$ respectively. Note that in the case $\mathcal{V} = \mathcal{E}_L$ and $\mathcal{T} = T_{q,1}$ this theorem yields the definition of semi-holonomic connections of order $q$ brought in [12], in general not equivalent with that of Ehresmann (cf. theorem 3.1).

**Definition 3.5.** A category $\mathcal{V} \subset \mathcal{E}$ is called local if it has the following properties:

1. If $(f, F) : (B_1, C_1) \rightarrow (B_2, C_2)$ belongs to $\mathcal{V}$ and $U \subset B_1$ is open, then also the restriction $(f|_U, F|_{p^{-1}(U)}) : (U, p^{-1}(U)) \rightarrow (W, p^{-1}(W))$, where $f(U) \subset W \subset B_2$ and $W$ is open, belongs to $\mathcal{V}$.

2. If $\{U\}$ is an open covering of the differentiable manifold $B_1$, $(B_1, C_1)$ and $(B_2, C_2)$ belong to $\mathcal{V}$ and if in each $U$ there is a morphism $(f_U, F_U) : (U, p^{-1}(U)) \rightarrow (B_2, C_2)$ from $\mathcal{V}$ such that these morphisms coincide in the intersection of their domains, then $(f, F) : (B_1, C_1) \rightarrow (B_2, C_2)$, obtained from them by “superposition”, also belongs to $\mathcal{V}$.

Note that the categories $\mathcal{E}, \mathcal{E}_0, \mathcal{E}_L, \mathcal{C}_L(V_p, \cdot), \mathcal{C}_L'(V_p, \cdot), \mathcal{C}_L(V_p, \cdot), \mathcal{C}_L'(V_p, \cdot), \mathcal{C}_{r,h}(\cdot, A), \mathcal{C}_{r,h}(\cdot, A)$ and $C_{r,h}(\cdot, A)$ are all local. In general if $\mathcal{V}$ is isomorphic with $\mathcal{J}^r$ or $\mathcal{J}^r$ or $\mathcal{J}^r$, then it is local.

**Theorem 3.3.** Let $\mathcal{T}$ be a local semi-regular connector into a local category $\mathcal{V}$. Then each $(\mathcal{V}, \mathcal{T})$-connection $\mathcal{X}$ on a fibre bundle $E(B, F, G^r, H, \Phi^s)$ can be uniquely characterized by prescribing for each $h \in H$ a subspace $\mathcal{T}(H)_h^+$ of $\mathcal{T}(H)_h$ satisfying

1. $\mathcal{T}(h) \mathcal{T}(H)_h^+ = \mathcal{T}(h)_h$;
2. $\mathcal{T}(H)_h^+ = \mathcal{T}(H)_h^+ \cdot g$ for each $g \in G$;
3. there exists an open covering $\{U\}$ of $B$ such that for each $U$ there is an injective morphism $(\varepsilon_U, \varepsilon_U) : (U, \mathcal{T}(U)) \rightarrow (H, \mathcal{T}(H))$ belonging to $\mathcal{V}$ and satisfying $b \varepsilon_U = \text{id}_U$ and $\varepsilon_U(\mathcal{T}(B)_h) = \mathcal{T}(H)_h^+_{\varepsilon_U(\cdot)}$.

**Proof.** Let $\mathcal{X}$ be a $(\mathcal{V}, \mathcal{T})$-connection on $E$. Let $U$ be any fixed open subset of $B$ given by the local triviality of $\Phi^s$, i.e. $u \rightarrow \theta_u$ is a differentiable mapping $U \rightarrow \Phi$ with $a \theta_u = e$ and $b \theta_u = u$. Denote by $\mathcal{T}_U$ the restriction of $\mathcal{X}$ to $\mathcal{T}(U) \subset \mathcal{T}(B)$. Since $\mathcal{V}$ is local, $(\sim, \mathcal{T}_U) : (U, \mathcal{T}(U)) \rightarrow (a^{-1}(U) \cap b^{-1}(U), \mathcal{T}(a^{-1}(U) \cap b^{-1}(U))) \subset$
\[ (3.13) \quad \mathcal{E}_U Z = \mathcal{X}_U Z \cdot u \theta_{pZ}. \]

In fact, denote by \( \Phi = \{ y \in a^{-1}(U) \cap b^{-1}(U) \mid ay = z \in U \} \) and let \( f_z = f_{v|\Phi}. \)

Analogously as in lemma 3.7 we have \( \mathcal{F}(f_z) Y = Y \cdot u \theta_z \) for all \( Y \in \mathcal{F}(\Phi) \) and since \( \mathcal{F}(a) \mathcal{X}_U Z = u p Z \) we get the relation (3.13) for each \( Z \in \mathcal{F}(U) \). From there we can easily see that \( \mathcal{F}(H)^+ = \mathcal{E}_U (\mathcal{F}(B)_{bh}) \cdot u g, \) where \( h = \xi_U(bh) \) is defined independently of the choice of \( U \) containing \( bh \). We have also \( \mathcal{F}(b) \mathcal{E}_U Z = \mathcal{F}(b) \mathcal{X}_U Z = Z. \)

Conversely suppose there are given subspaces as in the theorem and define the connection \( \mathcal{X} \) by

\[ (3.14) \quad \mathcal{X} Z = j \mathcal{E}_U^* Z, \quad pZ \in U, \]

where \( \mathcal{E}_U^* = \mathcal{E}_U \mathcal{L}_U \) and \( \mathcal{E}_U = \mathcal{F}(b) \mathcal{E}_U : \mathcal{F}(U) \to \mathcal{F}(U) \) is one-to-one. In fact, since \( \mathcal{E}_U \) is injective this follows from (1). Note that \( (\xi_U, \mathcal{E}_U) \in \mathcal{V}. \)

Next we are going to show that \( \tilde{p} \mathcal{E}_U^* Z \) does not depend on the choice of \( U \). Thus let \( pZ = z \in U \cap U'. \) If \( \xi_U(z) = \xi_U(z) \cdot \gamma \) for some \( \gamma \in G, \) we have \( \mathcal{E}_U (\mathcal{F}(B)_\gamma) = \mathcal{E}_U (\mathcal{F}(B)_\gamma) \cdot \nu \gamma \) and thus also \( \mathcal{E}_U^* (\mathcal{F}(B)_\gamma) = \mathcal{E}_U^* (\mathcal{F}(B)_\gamma) \cdot \nu \gamma. \) This means that for each \( Z \in \mathcal{F}(B) \) one finds \( F(Z) \) such that \( \mathcal{E}_U^* (F(Z)) = \mathcal{E}_U^* Z \cdot \nu \gamma. \) But since \( \mathcal{F}(b) \mathcal{E}_U^* = \mathcal{F}(b) \mathcal{E}_U = \text{id}_{\mathcal{F}(U)} \) we get \( F(Z) = Z \) and thus \( \mathcal{E}_U^* Z = \mathcal{E}_U^* Z \cdot \nu \gamma \) which implies \( \tilde{p} \mathcal{E}_U^* Z = \tilde{p} \mathcal{E}_U^* Z. \)

Note that we have also

\[ \mathcal{E}_U^* (\mathcal{F}(B)_\gamma) \cdot u g = \mathcal{F}(H)^+_{\xi_U(bh), \gamma}. \]

The relation \( p \mathcal{X} Z = \tilde{p} \mathcal{E}_U Z \) is evident, \( \mathcal{F}(b) \mathcal{X} Z = \mathcal{F}(b) \mathcal{E}_U^* Z = Z \) and \( \mathcal{F}(a) \mathcal{X} Z = \mathcal{F}(a) (\mathcal{E}_U^* Z \cdot u \sigma p \mathcal{E}_U Z) = u \sigma p \mathcal{E}_U Z = u p Z. \) We first show that \( (\sim b, j \tilde{p}) \) belongs to \( \mathcal{V}. \) In fact, for each fixed \( h \in H, (\sim b, \mathcal{F}(h^{-1})) \in \mathcal{V} \) and \( j \tilde{p} |_{h^{-1} = (h^{-1})} = \mathcal{F}(h^{-1}) \) and thus according to the locality of \( \mathcal{V} \) we have \( (\sim b, j \tilde{p}) \in \mathcal{V}. \) Further for each fixed \( U \) we have the decomposition \( (\sim U, \mathcal{F}(U)) = (\sim b |_{bh^{-1}(U)}, j \tilde{p} |_{\mathcal{F}(bh^{-1}(U))}). \)

\( (\xi_U, \mathcal{E}_U) \) and hence again from the locality of \( \mathcal{V} \) we get \( (\sim, \mathcal{X}) \in \mathcal{V} \) and this completes the proof.

If \( \mathcal{F} = R_{r,1} \) and \( \mathcal{V} = C_{r,1}(\cdot, R) \) then the assumptions of this theorem are those of the definition of a non-holonomic connection of order \( r \) in the form given in [1] and [2]. If here \( r = 1 \) then, as we have seen, one may replace \( C_{1,1}(\cdot, R) \) by \( \mathcal{E}_L \) without loss of generality and the \( \mathcal{F}(H)^+_h \) are exactly the horizontal linear subspaces of the tangent spaces to \( H \) (cf. [14]).

Suppose again that \( \mathcal{F} \) is a local semi-regular connector into \( \mathcal{V}. \) If \( \mathcal{X} \) is a \((\mathcal{V}, \mathcal{F})\)-connection on the fibre bundle \( E(B, F, G; H, \Phi) \) we call

\[ (3.15) \quad \nabla_{\mathcal{X}} Z = \mathcal{F}(\sigma) \mathcal{X} \mathcal{F}(\tilde{p}) Z \cdot Z \]

the absolute differential of \( Z \) with respect to \( \mathcal{X}. \) The morphism \( (\text{id}_E, \nabla_{\mathcal{X}}) : (E, \mathcal{F}(E)) \to 136 \)
\( (E, \mathcal{I}(E)) \) belongs to \( \mathcal{E} \) and if \( \mathcal{V} \subset \mathcal{E}_L \) then it belongs even to \( \mathcal{E}_L \). Note that the composition in (3.15) is defined since \( \mathcal{I}(a) \mathcal{I}(a) \mathcal{I}(p) \mathcal{I}(p) Z = \mathcal{I}(b) \mathcal{I}(p) \mathcal{I}(p) Z = \mathcal{I}(p) Z \). Moreover we have, using the prolongation of \( \mathcal{I}(\theta \cdot z) = b\theta \), the relation
\[ \mathcal{I}(p) \mathcal{I}(a) \mathcal{I}(p) \mathcal{I}(p) Z = \mathcal{I}(b) \mathcal{I}(a) \mathcal{I}(p) \mathcal{I}(p) Z = t_p \mathcal{I}(p) Z = t_p p Z, \]
which means that
\[
(3.16) \quad \nabla \mathcal{I}Z \in \mathcal{I}(E_{tpZ}).
\]

Analogous results are obtained if one replaces \( E \) by \( H \). If \( Z \in \mathcal{I}(H) \) we define again a horizontal projection, called its absolute differential with respect to \( \mathcal{X} \),
\[
(3.17) \quad \nabla \mathcal{X}Z = \mathcal{I}(a) \mathcal{I}(b) Z \cdot Z \in \mathcal{I}(H_{bZ}).
\]

Define now for each \( Z \in \mathcal{I}(H) \) the element
\[
(3.18) \quad \omega(Z) = \iota \sigma p Z \cdot \nabla \mathcal{X}Z.
\]

Note that the composition in (3.18) is always defined since \( \mathcal{I}(a) \iota \sigma p Z = t b p Z = \mathcal{I}(b) \nabla \mathcal{X}Z \).

**Theorem 3.4.** Let \( \mathcal{I} \) be a local semi-regular connector into a local category \( \mathcal{V} \).
Then each \((\mathcal{V}, \mathcal{I})\)-connection \( \mathcal{X} \) on a fibre bundle \( E(B, F, G', H, \Phi^*) \) can be uniquely characterized by a differentiable mapping \( \omega : \mathcal{I}(H) \to \mathcal{I}(\Phi, \mathcal{I}(\Phi)) \) which satisfies

1. \( \omega(Z \cdot Y) = \iota \sigma p Y \cdot \omega(Z) \cdot Y \) for each \( Z \in \mathcal{I}(H) \) and \( Y \in \mathcal{I}(G) \);
2. \((\sim b, \mathcal{X}) : (H, \mathcal{I}(H)) \to (\Phi, \mathcal{I}(\Phi)) \) belongs to \( \mathcal{V} \), where \( \mathcal{X}Z = Z \cdot \mathcal{I}(a) \omega(Z) \cdot \iota \sigma p Z \).

The correspondence between \( \omega \) and \( \mathcal{X} \) is given by (3.18).

**Proof.** Let \( \mathcal{X} \) be a connection and let \( \omega \) be given by (3.18). Since \( \mathcal{I}(b) \omega(Z) = \mathcal{I}(b) \iota \sigma p Z = \iota \sigma p Z = \iota c \) and \( p \omega(Z) = \sigma p Z \cdot p \mathcal{I}(a) \mathcal{I}(b) Z \cdot p Z = \sigma p Z \cdot \iota c \sim p \mathcal{I}(b) Z \cdot p Z = \iota c p Z = e \) we have really \( \omega : \mathcal{I}(H) \to \mathcal{I}(\Phi, \mathcal{I}(\Phi)) \). Further \( \omega(Z \cdot Y) = \iota (\sigma p Y \cdot \sigma p Z) \cdot \mathcal{I}(a) \mathcal{I}(b) Z \cdot Y \) and this gives (1). Analogously (2), since \( \mathcal{X}Z = \mathcal{X} \mathcal{I}(b) Z \).

Conversely let \( \omega \) be given as in the theorem and let \( \{U\} \) be a covering of \( B \) given by the local triviality of \( \Phi^* \). Thus for each \( U \) we have again a differentiable section \( \theta_U : U \to H \) and define \( \mathcal{X}_U = \mathcal{X} \mathcal{I}(\theta_U) : \mathcal{I}(U) \to \mathcal{I}(\Phi) \). We have clearly \((\sim, \mathcal{X}_U) \in \mathcal{V} \) and if \( Z \in \mathcal{I}(U) \cap \mathcal{I}(U') \) we get \( \mathcal{I}_U Z = \mathcal{I}_U Z \). In fact, we have namely \( \mathcal{I}(b) X = \mathcal{I}(b) X', \) where \( X = \mathcal{I}(\theta_U) Z \) and \( X' = \mathcal{I}(\theta_U) Z \) and this implies \( Y = \mathcal{I}(a) X \). \( Y' \in \mathcal{I}(G) \). Thus using (1) one derives \( \mathcal{X}X' = \mathcal{I}(X \cdot Y) = X \cdot Y \cdot \mathcal{I}(a) (\sigma p Y \cdot \omega(X) \cdot Y \cdot \sigma p X = X \cdot \mathcal{I}(a) \omega(X) \cdot \sigma p X = X \cdot \mathcal{I}(a) \omega(X) \cdot \sigma p X = \mathcal{X}X \). Therefore we can apply (2) of definition 3.5 and this gives \((\sim, \mathcal{X}) \in \mathcal{V} \). One verifies now easily the relations \( \mathcal{I}(a) \mathcal{X} = \iota p \) and \( \mathcal{I}(b) \mathcal{X} = \iota d \mathcal{I}(b) \) and completes the proof.
Note that if $i^* = e$ then (2) is satisfied automatically and if $\psi = \delta_L$ then (2) can be replaced by assuming $\omega$ to be linear (cf. theorem 3.5). In general (1) in theorem 3.4 induces $\omega(th, Y) = \omega(th) \cdot Y$ for each $h \in H$ and $Y \in \mathcal{F}(G)$ and $\omega(Z \cdot u_g) = \text{Ad} \left( (g^{-1}) \omega(Z) \right)$, where $Z \in \mathcal{F}(H)$, $g \in G$ and $\text{Ad} \left( (g^{-1}) \right) Y = u_g^{-1} \cdot Y \cdot u_g$.

**Lemma 3.9.** Let $\mathcal{F}$ be a local semi-regular connector into $\delta_L$ and let $\omega : \mathcal{F}(H) \rightarrow \mathcal{F}(G)$ be linear and satisfy

\begin{align*}
(3.19) & \quad \omega(th, Y) = Y \text{ for each } h \in H \text{ and } Y \in \mathcal{F}(G), \\
(3.20) & \quad \omega(Z \cdot u_g) = \text{Ad} \left( (g^{-1}) \right) \omega(Z) \text{ for each } Z \in \mathcal{F}(H) \text{ and } g \in G.
\end{align*}

Then $\omega$ satisfies (1) of the theorem 3.4.

**Proof.** We have for $Y \in \mathcal{F}(G)$ denoting $g = pY$ and $Y_0 = Y \cdot \sigma pY$ the relation $\omega(Z, Y) = \omega(Z \cdot Y_0)$ which equals by (3.20) and the corollary of lemma 3.8 to $\text{Ad} \left( (g^{-1}) \right) (\omega(Z) + \omega(tpZ, Y_0))$ and this is by means of (3.19) and lemma 3.8 equal to $\text{Ad} \left( (g^{-1}) \right) (\omega(Z) \cdot Y_0)$ which is the required result $\sigma pY \cdot \omega(Z) \cdot Y_0 \cdot tpY$.

If $\mathcal{F}$ is into $\delta_L$ and $\omega$ is linear then necessarily $\omega(th) = te$ for each $h \in H$. The following lemma shows the relation between theorem 3.3 and theorem 3.4.

**Lemma 3.10.** Let $\mathcal{F}$ be a local semi-regular connector into a local $\psi$. If $\mathcal{X}$ is a $(\psi, \mathcal{F})$-connection on a fibre bundle $E$ then $\mathcal{F}(H)^+$ given by theorem 3.3 and $\omega$ given by theorem 3.4 satisfy

\begin{align*}
(3.21) & \quad Z \in \mathcal{F}(H)^+ \iff \omega(Z) = te.
\end{align*}

**Proof.** With the notations in the proof of theorem 3.3 we have by means of (3.13) $Z \in \mathcal{F}(H)^+ \iff Z = \mathcal{X}V \cdot \theta_{\psi V}$ for some $V \in \mathcal{F}(B)_{bh}$ and consequently $\omega(Z) = \omega(p\mathcal{X}V \cdot \theta_{\psi V}) = \mathcal{F}(\sigma) \mathcal{X}V \cdot \mathcal{X}V \cdot \theta_{\psi V} = \omega_{\psi V} \cdot \mathcal{F}(\sigma) \mathcal{X}V \cdot \mathcal{X}V \cdot \theta_{\psi V} = t \sim a_{\psi V} = te$. Conversely if $\omega(Z) = te$ then $V_{\psi Z} = tpZ$, i.e. $Z = \mathcal{X}(b)Z \cdot tpZ$ and there exists in a neighbourhood of $bpZ$ a local section $x \rightarrow \theta_x$ such that $a_{\psi}(x) = c$, $b_{\psi}(x) = x$ and $\theta_{bpZ} = pZ$. Thus $Z \in \mathcal{F}(H)^+_{pz}$.

**Definition 3.6.** A category $\psi \subset \delta$ is called fine if it has the following property:

Let $(f, F) : (B_1, C_1) \rightarrow (B_2, C_2)$ belong to $\delta$ and let for each $z \in B_1$ there exist $(f_z, F_z) : (B_1, C_1) \rightarrow (B_2, C_2)$ belonging to $\psi$ such that $f_z(z) = f(z)$ and $F_z|_{\psi^{-1}(z)} = \text{Id}$, then $(f, F)$ belongs to $\psi$.

Note that all the categories $\delta, \delta_L, \mathcal{C}_r(V_p, \cdot), \mathcal{C}_s(V_p, \cdot), \mathcal{C}_r(A), \mathcal{C}_s(A), C_{r,a}(\cdot, A), C_{s,a}(\cdot, A)$ are fine.

**Theorem 3.5.** Let $\mathcal{F}$ be a local semi-regular connector into a fine category $\psi \subset \delta_L$. Then each $(\psi, \mathcal{F})$-connection $\mathcal{X}$ on a fibre bundle $E(B, F, G', H, \Phi')$ can be uniquely
characterized by a linear differentiable mapping \( \omega : \mathcal{F}(H) \to \mathcal{F}(G) \) satisfying (3.19), (3.20) and
\[
(3.22) \quad \mathcal{V} \ni (id_H, \iota p \cdot \omega) : (H, \mathcal{F}(H)) \to (H, \mathcal{F}(H)),
\]
where the correspondence between \( \mathcal{X} \) and \( \omega \) is given again by (3.18).

**Proof.** According to lemma 3.9 we need to show only that \((\sim, \mathcal{X}) \in \mathcal{V}\) implies (3.22) and that (3.22) implies (2) of theorem 3.4. Thus let \( \mathcal{X} \) be a connection and since \( \mathcal{F} \) is into \( \mathcal{D} \) we can write \((id_H, \iota p \cdot \omega) = (id_H, \nabla_x) = (\phi, \mathcal{F}(\phi)) (\sim b \times \times id_H, \nabla_1 + \nabla_2)\), where \( \nabla_1 Z = \mathcal{F}(\iota p Z) \mathcal{F}(\sigma) \mathcal{F}(b) Z \) and \( \nabla_2 Z = \mathcal{F}(\sim the connection is fine and \((\sim b \times id_H, \nabla_1) \in \mathcal{D} \) we conclude that it belongs to \( \mathcal{V} \) whereby for each \( h \in H \) we put \( f_h(x) = (\sim bx, h) \) and \( F_h(X) = \mathcal{F}(\iota p^b) \mathcal{F}(\sigma) \mathcal{F}(b) X \). Analogously \((\sim b \times id_H, \nabla_2) \in \mathcal{V} \) and hence also \((id_H, \nabla_x) \in \mathcal{V} \). Observing that on the other hand \( \mathcal{F}(Z) = Z \cdot \mathcal{F}(\iota p Z) \omega(Z) \) we prove analogously the second implication and complete the proof.

This characterization of a connection coincides de facto in the case \( \mathcal{X} = \mathcal{T} \) and \( \mathcal{V} = \mathcal{C}_{r,1}(-, R) \) with the one given in [1] and [2], and if \( \mathcal{V} = T^1 \) it corresponds to the well known classical property (cf. [14]).

We finish the paper with the following definitions and theorem which lead to a generalization of the notion of contact elements in order to give another characterization of some \((\mathcal{V}, \mathcal{F})\)-connections.

**Definition 3.7.** Let \( \mathcal{I} \) be a semigroup with a single unit element, \( \mathcal{I} \subset \mathcal{I} \) the subgroup of all its invertible elements, and let there be given in \( \mathcal{I} \) a differentiable structure compatible with the algebraic structure and inducing in \( \mathcal{I} \) a Lie group structure. We say that \( \mathcal{I} \) is a semigroup of operators on a category \( \mathcal{V} \subset \mathcal{D} \), or, briefly, that it operates on \( \mathcal{V} \) if there is a differentiable mapping \( C \times \mathcal{I} \to C \) denoted by \( (X, \gamma) \to X\gamma \) for each object \((B, C) \in \mathcal{V} \) satisfying
\[
(1) \quad p(X\gamma) = pX \text{ for each } X \in C \text{ and } \gamma \in \mathcal{I};
\]
\[
(2) \quad (X\gamma) \gamma' = X(\gamma \gamma') \text{ and } X1 = X \text{ for any } X \in C, \gamma, \gamma' \in \mathcal{I} \text{ and } 1 \text{ denoting the unit element in } \mathcal{I};
\]
\[
(3) \quad (f, F) \in \mathcal{V} \Rightarrow F(X\gamma) = F(X) \gamma \text{ for each } X \in C \text{ and } \gamma \in \mathcal{I}.
\]

Note that if \( \mathcal{I} \) operates on \( \mathcal{V} \) then \( \mathcal{I} \) becomes a Lie group of right transformations in each \( C \). If \( \mathcal{F} \) is a local semi-regular connector into \( \mathcal{V} \) we shall say that it is \( \mathcal{I} \)-related if \( \iota x \gamma = \iota x \) for each \( x \in B, \gamma \in \mathcal{I} \) and \( J_{1,2}(Z, Z') \gamma = J_{1,2}(Z\gamma, Z'\gamma) \) for each pair \( B_1, B_2 \) of differentiable manifolds and each \( (Z, Z') \in \mathcal{F}(B_1) \times \mathcal{F}(B_2), \gamma \in \mathcal{I}. \) This implies immediately that if \( (Z, Z') \to Z \cdot Z' \) is the \( \mathcal{F} \)-prolongation of a composition law then \( (Z, Z') \gamma = Z \gamma \cdot Z' \gamma \).

Point (3) of the above definition shows that each morphism \((f, F) : (B, C) \to (B', C') \) which belongs to \( \mathcal{V} \) induces a morphism
\[
(3.23) \quad (f, F\mathcal{I}) : (B, C|\mathcal{I}) \to (B', C'|\mathcal{I})
\]
of the right $\Gamma$-cosets, endowed with the natural coset differentiable structure, which belongs to $\mathcal{E}$.

**Definition 3.8.** Let $(B, C) \in \mathcal{V}$. An element $X \in C$ is called regular if $X\gamma = X\gamma'$ for $\gamma, \gamma' \in \Gamma$ induces $\gamma = \gamma'$. An element $X \in C$ is called incident with an element $X' \in C$ if there exists $\gamma \in \Gamma$ such that $X = X'\gamma$.

Denote by $C^* \subseteq C$ the subset of regular elements in $C$. Each injective morphism of $\mathcal{V}$ takes regular elements into regular ones, and if a coset in $C/\Gamma$ contains a regular element then all its elements are regular. Such a coset is then also called regular.

**Definition 3.9.** An object $(B, C)$ of $\mathcal{V}$ is called $\Gamma$-simple if there exists in each fibre of $(B, C)$ exactly one regular coset such that all the elements of this fibre are incident with some (and consequently with each) element of this coset.

**Definition 3.10.** A category $\mathcal{V}$ on which the semigroup $\Gamma$ operates is called $\Gamma$-complete if for each $(f, F): (B, C) \rightarrow (B', C')$ from $\mathcal{E}$ with $(B, C), (B', C')$ belonging to $\mathcal{V}$, $(B, C)$ being $\Gamma$-simple and $F$ satisfying $F(X\gamma) = F(X)\gamma, \gamma \in \Gamma$ we have $(f, F) \in \mathcal{V}$. Finally note that if $\mathcal{T}$ is $\Gamma$-related then $\mathcal{T}(\Phi)^+\Gamma$ being defined as above is invariant under the action of $\Gamma$. Especially one can define $\mathcal{T}(\Phi)^+\Gamma \subseteq \mathcal{T}(\Phi)/\Gamma$ and regular elements or cosets in $\mathcal{T}(\Phi)^+$.

**Theorem 3.6.** Let $\mathcal{T}$ be a $\Gamma$-related semi-regular local connector into a $\Gamma$-complete category $\mathcal{V}$. If $(B, \mathcal{T}(B))$ is $\Gamma$-simple then a $(\mathcal{V}, \mathcal{T})$-connection on a fibre bundle $E(B, F, G, \Phi')$ can be uniquely characterized by a differentiable section $\mathcal{X}_\mathcal{T}$ in $(B, \mathcal{T}(\Phi)^+\Gamma)$ such that $\mathcal{T}(b)\mathcal{X}_\mathcal{T} = \mathcal{T}(B)^+\Gamma$.

**Proof.** Let $\mathcal{X}_\mathcal{T}: \mathcal{T}(B) \rightarrow \mathcal{T}(\Phi)$ be a $(\mathcal{V}, \mathcal{T})$-connection on $E$ and define $\mathcal{X}_\mathcal{T}(Z) = X_z$, where $X_z$ is any regular element in $\mathcal{T}(B)_z$. This definition is clearly independent of the choice of $X_z$ and defines a differentiable section $\mathcal{X}_\mathcal{T}$ in $(B, \mathcal{T}(\Phi)^+\Gamma)$.

Conversely let $\mathcal{X}_\mathcal{T}$ be a differentiable section in $(B, \mathcal{T}(\Phi)^+\Gamma)$. We shall define $\mathcal{X}_\mathcal{T}$ for each element of $\mathcal{T}(B)^*$. Thus let $Z \in \mathcal{T}(B)^*$. There exists exactly one element $X = \mathcal{X}(Z)$ in the coset $\mathcal{X}_\mathcal{T}(pZ)$ such that $\mathcal{T}(b) X = Z$. In fact if $X'$ is any element in the coset $\mathcal{X}_\mathcal{T}(pZ)$ then $\mathcal{T}(b) X' = Z\gamma$ for some $\gamma \in \Gamma$ since $\mathcal{T}(b) X'$ belongs to the only regular coset in $\mathcal{T}(B)_z$. Now if we put $X = X'\gamma^{-1}$ we find the required value of $\mathcal{X}$ at $Z$. Moreover we see immediately from the regularity of $Z$ that this value is uniquely determined by $Z$. Since $(B, \mathcal{T}(B))$ is $\Gamma$-simple we can completely define $\mathcal{X}$ by $\mathcal{X}(Z\gamma) = \mathcal{X}(Z)\gamma$. If now $Z$ varies differentiably in a neighbourhood of $z \in B$, as well as the above defined $X'$, we see from the local expressions that the same is true about $X$ and by means of the $\Gamma$-completeness of $\mathcal{V}$ we get $(\sim, \mathcal{X}) \in \mathcal{V}$ which now means that it defines a $(\mathcal{V}, \mathcal{T})$-connection on $E$.

**Theorem 3.7.** Let $\mathcal{T}$ be a $\Gamma$-related semi-regular local connector into a local
Theorem 3.3. If \( \mathcal{F}(B) \) is a \( \Gamma \)-simple connection on a fibre bundle \( E(B, F, G, H, \Phi') \), then a differentiable section \( h \to N_h \) in \( (H, \mathcal{F}(H)/\Gamma) \) with the properties

1. \( N_{hg} = N_h \cdot tg \) for each \( g \in G \);
2. \( \mathcal{F}(b) N_h = \mathcal{F}(B)^* \Gamma \).

Note that (2) implies \( N_h \in (U)^* \Gamma \).

Proof. Let \( h \to N_h \) be such a section and for each \( h \in H \) define \( \mathcal{F}(H)_h^+ \) as the set of all elements in \( \mathcal{F}(H)_h \) which are incident with an element of \( N_h \). Especially \( N_h \subset \mathcal{F}(H)_h^+ \). We shall show that the conditions of theorem 3.3 are satisfied. We have clearly \( \mathcal{F}(b) \mathcal{F}(H)_h^+ = \mathcal{F}(B)_{bh} \) since for a fixed \( X \in N_h \) the \( \mathcal{F}(H)_h^+ \) consists of exactly all the elements \( X \gamma, \gamma \in \Gamma \) and \( \mathcal{F}(b) X \) is regular. Further \( \mathcal{F}(H)_{bh} = \mathcal{F}(H)^*_{bh} \).

Construct the \((\xi_U, \Xi_U)\) as follows. If \( \{U\} \) is a sufficiently fine covering of \( B \) by open sets we have for each \( U \) a differentiable section \( \xi_U \) in \((U, H)\). Further if \( h \to X_h \) is a local differentiable section in \((H, \mathcal{F}(H))\) with a suitable domain such that \( X_h \in N_h \), define for a fixed differentiable section \( z \to Z \) in \((U, \mathcal{F}(U)^*)\) the local mapping \( \Xi_U \) by \( \Xi_U(Z) = X_{\xi_U(x)} \gamma \). Now it is not difficult to see that the \((\xi_U, \Xi_U)\) thus defined has all the properties required in theorem 3.3.

Conversely let there be given the subspaces \( \mathcal{F}(H)_h^+ \) as in theorem 3.3. Let \( N_h \) be the set of all regular elements of \( \mathcal{F}(H)_h^+ \). They form a \( \Gamma \)-coset. In fact, there is a one-to-one mapping \( \Xi_U^* : \mathcal{F}(U)^* \to \mathcal{F}(H)_h^+ \) defined in the proof of theorem 3.3 and such that \((\xi_U, \Xi_U^*)\) belongs to \( \mathcal{V} \). Next we get easily \( N_{hg} = N_h \cdot tg \) and \( \mathcal{F}(b) N_h = \mathcal{F}(B)^* \Gamma \). Especially \( N_h \) is not empty. It remains to show that \( h \to N_h \) is differentiable. \( U \subset B \) being given as above define the mapping \( b^{-1}(U) \subset H \to \mathcal{F}(H)/\Gamma \) by \( h = \xi_U(x) \cdot g \to \pi_H(\Xi_U(Z(x)) \cdot tg) \), where \( x \to Z(x) \) is any differentiable section in \((U, \mathcal{F}(U)^*)\) and \( \pi_H \) is the natural projection \( \mathcal{F}(H) \to \mathcal{F}(H)/\Gamma \). This is a differentiable mapping and assigns to \( h \) the coset \( N_h \). This completes the proof.

We shall apply these considerations to the category \( \mathcal{C}^s_s(V_p, .) \). If we denote by \( J_s'(V_p) \) the semigroup of all non-holonomic \( r \)-jets from \( V_p \) into \( V_p \) with source and target \( s \), we get a semigroup of operators on this category and the connector \( J_s'(V_p, .) \) is \( J_s(V_p) \)-related. It is not difficult to see that an element \( X \in \mathcal{C}^s_s(V_p, B) \) is regular iff it is an injective jet and that \((B, J_s'(V_p, B)) \) is \( J_s'(V_p) \)-simple iff \( \dim V_p = \dim B \) and in this case an element \( X \) is regular iff it is invertible. One sees that the category \( \mathcal{C}^s_s(V_p, .) \) is also \( J_s'(V_p) \)-complete. In fact let \((f, F)\) be given as in definition 3.10. If \( z \in B \) is fixed and \( X \in J_s'(V_p, B)_z \) is invertible then there exists exactly one \( Z \in J_s'(B, B'), \alpha(Z) = z, \beta(Z) = f(z) \) such that \( F(X) = ZX \) and thus \( F(X \gamma) = ZX \gamma \). Since \( X \gamma \to F(X \gamma) \) is differentiable, one sees also that \( z \to Z \) is differentiable, i.e. \((f, F) \in J_s'(V_p, .) \). The elements of \( J_s'(R^k, B)^*/J_s'(R^k) = (T_s'')^*/L'_s \) are the usual non-holonomic \( k \)-contact elements of the manifold \( B \) (cf. [4]).

The situation is analogous in the semi-holonomic and holonomic cases. Note however that e.g. \( J_s'(V_p) \) is also a semigroup of operators on \( J_s'(V_p, .) \) but \( \dim V_p = 141 \).
= \text{dim } B \neq 0 \text{ does not imply that } (B, J^s_p(V_p, B)) \text{ is } J^s_p(V_p)-\text{simple, moreover, there do not exist in general } J^s_p(V_p)-\text{simple (or } J^s_p(V_p)-\text{simple) objects in the category } J^s_p(V_p, .). 

Especially } J^s_p(V_p, .) \text{ is trivially } J^s_p(V_p)-\text{complete.} 

If one takes in these special cases } V_p = R^n \text{ (} n = \text{dim } B) \text{ and } s = 0 \text{ one gets in theorem 3.6 the characterization of higher order connections by means of contact elements introduced by Ehresmann in } [5] \text{ (cf. also our definition 2.3), and in theorem (3.7) that given in } [1] \text{ and } [2]. 
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