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Czechoslovak Mathematikal Journal, 23 (98) 1973, Praha 

ON TRANSITIVE SUBMANIFOLDS OF ^^ AND 

ALOIS §VEC, Praha 

(Received June 12, 1972) 

1. THE MAIN THEOREMS 

In ^"j consider the coordinates (z^, . . . , z„), ẑ  = x^ + 1>̂ . Let ^ : ^" -> ^^" be the 
usual identification ^(z^,..., z„) = (xj, y^, . . . , x„, }̂ „). In ^^", we have the well known 
induced endomorphism / : ^^^ -> ^^", /^ = —id., given by 

ox* ay ' a / ax*' 

Denote by Г the pseudogroup of all local holomorphic diffeomorphisms in <̂ " 
(or c{r) in ^^" resp.), let Г^ с Г be the sub-pseudogroup of maps z[ = /^(zi , . . . , z„) 
satisfying 

a(z;,..., z;)| 
(1.1) det 

a (z i , . . . , z„) 
= 1 . 

Let M"" c= ^" be a real submanifold; let us write again iVf" instead of ^(M'"). 
Consider a point p e Af", the tangent space Tp = ТДМ'"), and define Тр as T̂ , n JTp, 

Lemma 1.1. Let VQ e Xp. In a neighbourhood U с M"* of p, consider a vector 
field V such that Vp = VQ and v^ e r^ for each qeU. The map iSp : Xp -> Tpjxp be 
given by L^pXvg) = 7ri([t;, Jv'jp), TCI : T^ -> Tpjxp being the projection; L^P\VQ) 
depends on VQ only. Let сГр с Tp be the linear hull of the set 7r7 (̂L f̂̂ (Tp)). The map 
Él^ : Tp -> TpJGp be defined by lil\vo) = n2{{v, \y, JvJ\p\ П2 : Tp-> Tpjdp being the 
projection; lip\vo) depends on VQ only. 

IJp^ and lip^ are the so-called Levi maps . 

Write GiM"") = {уеГ; y{M"') = M'"} and G^M"") = GiM"") n Г,. We propose\o 
prove the following two theorems. 
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Theorem 1.1. Consider the case n = 2, m = 3, i.e., M^ с ^^. Suppose L^^^ ф 0 
at each point p e M^. / / 6^{М^) is transitive on M^, then it is a Lie group with 
dim Gs{M^) ^ 4. Consider the following manifolds 

(1.2) N^, : z,z, + Z2Z2 = r^ {r>0), 

(1.3) Nl : Z1Z2 4- Z1Z2 = 2Ä {R> 0), 

(1.4) iV^ : /(Z2 - z,) = (z, -̂  z,y \2 

Let dim Gs(M^) == 4. T/ien r/iere /s exactly one manifold among the manifolds 
iV ,̂ iV|, No — denote it by N^ — with the following property: choose p e M^, q e JV ,̂ 
then there is a neighbourhood U с M^ of p and ay s Г such that y{p) = q, y{U) c: 
с N^. The groups G,{N% G^Nl), G,{Nl) are given by 

(1.5) z[ = azi - jßz, , z^ = e^X^Zi + äz^) , 

vv/iere a, j? e ^ , aöi + ßß = 1, a e R; 

(1.6) zi = e*-̂ (azi + ibz2) , Z2 = e'^(icz^ + JZ2) , 

w/iere a, b, c, d,fe ^, ad + be = 1; 

(1.7) z[ = ê '̂ zi + Ь 4- cf, 

z^ = 4e '̂̂ czi + ï(l - e^'"") zl + Z2 + d + Ic^i, 

where a, b, c, de ^, 

Theorem 1.2. Consider the case n = 3, m = 4, i.e., M"^ с <^̂ . Suppose dim т^ = 
= 2, L̂p̂> Ф 0, L̂p̂> ^Oat each point p e M^. / / G(M^) /5 transitive on M ^ G ( M ^ ) 
ÏS a Lie group and dim G(M''") ^ 5. Let ws consider a manifold M"^ with dim G{M'^) == 
= 5 and the manifold N"^ given by 

(1.8) Z2 - Z2 = z(^i - zi)^ , Z3 - Z3 = (zi - zi)^ » 

/ / peM"^, qeN"^ are arbitrary points, there is a neighbourhood U с M"^ of p 
andауеГsuch that y(U) с iV ,̂ y[p) = q, i.e., -W* one/iV"^ are locally F-equivalent, 
The group G{N'^) is 

(1.9) . z[ = az^ + Ь + cf, 

Z2 = 4aczi + a^Z2 + rf + 2c^i, 

Z3 = — 12ac^Zi -- 6a^cz2 + a^Zs + / — 4c^f, 

where a, b, c,d,fe M. 
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The first two chapters of this paper are devoted to the equivalence problems. The 
treatment is based on the theory of partial differential equations due to K. KURA-
NiSHl's notes Lectures on involutive systems of partial differential equations (Publ. 
da Soc. Math, de Sao Paulo, 1967) which are unfortunately not very well known. 
Chapter 3 contains the theory of structures induced on manifolds M^ с ^^ with 
respect to the pseudogroup Г s and the proof of Theorem 1.1; in chapter 4, the mani­
folds M^ cz ̂ ^ with dim Gj^i^) = 3 are studied. Finally, Theorem 1.2 is proved in 
the last chapter. 

From the literature, I mention just two papers of E. CARTAN devoted to the deter­
mination of all manifolds M^ с ^^ with dim G{M^) ̂  3 (Annali di Mat., 11, 1932, 
17-90 and Verh. int. math. Kongr. Zürich, t. II, 1932, 54-56). Unfortunately, these 
papers are written in such a way that I do not fully understand them. 

Parts of the results have been obtained during my stays in the USSR (State Univ. 
at Vilnius) and India (Delhi, Punjab and Bombay Univ. and Tata Inst, of Fund. 
Research). The paper has been written during my stay at the Humboldt-Univ. in 
BerHn (GDR). My thanks go to all these institutions. 

2. SYSTEMS OF PARTIAL DIFFERENTIAL EQUATIONS 

к fiber manifold is a triple (M, iV, Q), where: 
(i) M and N are analytic manifolds, dim M = n + m, dim N = n; 

(ii) ^ : M -> iV is an analytic map of M onto N; 
(iii) to each ye M there exists its coordinate neighbourhood U cz M such that 

" X ^ " ' 

ß2 

is commutative; here, {U, fii) and {Q{U), 112) are charts and pr^ is the natural projec­
tion. Denote by J* = J\M, iV, Q) the analytic manifold of all fc-jets of local sections 
of the fiber manifold (M, iV, Q)\ let us write J^ ^ M, Г^ = N. The triple {J\ J\ QJ), 
I > k, is agaih a fiber manifold, QI being the natural projection. 

Let X 6 J*, 3; = QI{X) e M , X = Q^^ ̂ {X) e N. The space ß;,(J'̂ ) cz Tx{J^) be defined 
by the exact sequence 

Let ^ e^Qx{J^)' Then there exists a neighbourhood U cz M of у and local sections 
f{t) : Q{U) -> M , r e ( -e , e), such that 

t = 0 
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The section f(t) be chosen in such a manner that jl''\f{t)) = öfc_i(X). Let U be 
such that we have local coordinates (x', / ) ; i = 1, . . . , n; a = 1, . . . , m; in it, ( / ) be 
the local coordinates in Q{U). In Q(U), the local section/(r) be given by / = f\x\ t). 
The mapping 

T : Qx{J') - Qy{M) ® S^T:{N) 
be defined by 

here, (XQ) are the coordinates of the point x and S^V is the /c-th symmetric tensor 
product of the space V. The mapping т does not depend on the choice of coordinates 
(x*, j " ) . It is an isomorphism which is called iht fundamental identification. 

Let R^ c: J'̂  be a submanifold. R^ is said to be regular at the point X e R^ if 
there is a neighbourhood Va ß of X and functions /^ : 7 -> ^ ; a = 1, ..., Л; 
with the following properties: 

(i) A + dim R^ = dim J \ 
(ii) Vn R^ = {Ye ß; fa{Y) = 0 for a = 1, . . . , Л}, 

(iii) d / i , . . . , d/^ G T^(J^) are linearly independent. 

A submanifold R^ c= J^ is said to be a partial differential equation of order к if it 
is regular at each of its points. The section f :U -> M, U с N being an open set, is 
said to be a solution of R^ if ix(/) ^ ^^ f<̂ i* e^ch xeU. 

Be given a function F :V-^ ^,V cz ß being an open set; further, let t; be a vector 
field on ^fe_i(F) с iV. The function d,F : (^ГО"^ (У) -^ ^ be defined as follows. 
Let X G ( ^ Г Т ^ (Ю' a^^ let / : N -> M be a local section such that X = jl'^\f), 
XQ = ^IV W - Consider the local section / / :N -^ ß. Then we have the local 
map FoffiN-^ M; set (d^F) (X) = v{F o / / ) | , . , , . 

The differential equation R^ being given in a neighbourhood V cz ß of its point 
X G R ^ as { Z G F ; fa{X) = 0 for а = 1, . . . ,Л}, define |?Я^|(^^..,)-,(^) = {Z G 
eiQl^T'iy) ^ J'^'l fa{Ql^\X)) = 0, {dJ,){X) = 0 for a = 1 , . . . , ^ and for 
each vector field v e T{Q^_^{V))}. It is easy to see that this definition does not depend 
on the choice of the neighbourhoods V and the functions /«; thus we have a well 
defined subset pR^ с ß"^^ which is called the prolongation of R^. 

Let R^ be a differential equation, X e R^; R^ be given — in a neighbourhood of the 
point Z — by means of the functions /^. Set 

C^{R') = {^ G Q^{ß); ^/, = 0 for a = 1, . . . , Л} . 

By means of the fundamental identification and the natural mappings, we get 

Cx(Ä*) = Ôx(./') = Ô,(M) ® S* r*(JV) ^ 

с Ô,(M) ® S-' T:{N) ® r;(JV) = Q^^.M-f"'") ® T:{N) ; 
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here, y = eoW- X = ett{X). Write 

and define 

M = (v4 ® E*) n(F ® S^E*) . 

Let ß i , . . . , e„ be a basis of E, let e^ ..., e" be the dual basis. Let £*^,. с £* be the 
subspace spanned by the vectors e*"** ,̂..., e". Set 

(2.1) ^(,) = ^ n ( F ® £„*„,), T, = dimA(,). 

The basis e^, ...,e„ is called quasi-regular with respect to A if 

(2.2) dim^7^ = TQ + .. . + T„_I ; 

the space A is said to be involutive if there is a basis which is quasi-regular with 
respect to it. 

Definition 2.1. The differential equation R'^ is called involutive at the point X e R^ 
if: (1) there is a neighbourhood V c: ß of X such that pR\v,, V^ = {Q\'^^Y^ ( F ) , is 
a submanifold of ß^^ and {pR^,, R^\v, Qk^^) is a fiber manifold; (2) the space 
CxiR'') is involutive. R^ is involutive if it is involutive at each point X G К*. 

Theorem 2.1. Let the differential equation R^ be involutive at XQ G JR\ Suppose 
that in a neighbourhood of the point XQ = Q^-I{XQ) eN we have local coordinates 
(x^, . . . , л;") such that djdx^l^^,..., djdx^lxQ is a quasi-regular basis. Then there is 
a neighbourhood V с ß of the point Xo such that, for each X e R^ nV, ô/^x^|^.,... 
..., 5/öx"|^; X = Q^_^[X); is a quasi-regular basis with respect to Cx{R^). 

Consider again the subspace A a F ® £*. Let ее E; the linear map 5^ : E* -> ^ 
by defined by ^^(e*) = e*(e) for e* e E*. W being a vector space, define the linear 
map ĝ : Ж ® E* -> Ж by means of ôjw ® e*) = e*(e) w. For each vector ее E, 
we have thus a linear map 0^: pA -^ A, this map being the restriction of ô^: A® 
(g) E* -> Л. 

Theorem 2.2. Let A c: F ® E* and let e^, ...,e„ be a basis of E. Consider the 
maps 

(2.3) 8^^^^:pAç^^~^ A^i); i = 0 , . . , , n - 1 . 

The basis e^y..., e„ is quasi-regular if and only if the maps (2.3) are onto. 

Be given a fiber manifold (M, N, g) and a submanifold Ni с N, dim N = 
= dimiVi + L Set J\ = (^^i)"^ (N^) с ß{E); {j\, N^, QI^) is again a fiber mani­
fold. Consider the maps o^ : J\ -^ J\M^, N^, Q); M^ = Q^^(Ni); defined as follows. 
Let Xe ß^, ^ - i ( ^ ) = xeN^. Then there is a local section f:N-^M such that 
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X =jl{f). Set a^{X) = Д / I N , ) , / | « , :JVi -> Mi being the restriction of / to N^. 
Now, Ä* с J* being a differential equation, define S* = (T*(R* n J^) <= /"(M,, 

Theorem 2.3. Let R^ c: J^(M, N, ^) be a differential equation of order one, sup­
pose that R^ is involutive at X e R^, Let N^ cz N be a submanifold such that: 
(i) X = Ql.i{X)eNi, (ii) dimN = dimiVi + 1, (iii) there is a quasi-regular basis 
e^,..., e„e Tx{N) with respect to Cx{R^) such that e^, ..., e„_i e T^Ni). Then 
S^ с J^(Mi, Ni, Q) is a differential equation involutive at X. Let сг̂  : iVj -> M^ 
be a solution of S^ defined in a neighbourhood of xe Ni. Then there exists a neigh­
bourhood и cz N of the point x and a solution G \U -^ M of the equation R^ such 
that a\^,r.u = (yi\N,nv 

3. INDUCED STRUCTURES 

Let us consider the space ^^ and its coordinates z,- = x, + /.x„+,-; i = 1, ..., n. 
Let ^^^ be the real representation of ^" with the coordinates (x,-, х„+,.) endowed with 
the automorphism / : ̂ ^^ -^ ^^", P = - i d . , given by 

(3.1) ^-r- = - » ^" = - T " ' i = ^,'"^n. 
dXi dx„+i dx„+i ôXi 

Further, consider the fiber manifold E = (^^^ x ^^", ^2", n^, Жу : ̂ ^" x ^^" -> 
•^ ^^" being the natural projection onto the first factor. In ^^" x ^^", we have the 
coordinates (x^, х„+^, y ,̂ y„+,-); the coordinates of the prolongation J^{E) are 
(^i. ^n+b Уь Уп^ь yip У1,пл-р Уп+1,р yn-^i,n+j)' The holomorphic mappings (p : 17 с 
c ^^" -» ^^" are now to be considered as the (local) sections of the fiber manifold E 
satisfying the Cauchy-Riemann equations R^ 

(3.2) y^j - y„+i,„+^. = 0 , y^^^^- + >'„ + ,. у = 0 ; ï,7 = 1, . . . , П . 

Now, let M'^ cz ̂ ^ = ^2n î g ^^ analytic submanifold, peM"^ its point. Consider 
the space 

T / M ' " ) = TlM"^) n / T^(M'") . 

This space is always of even dimension; let us restrict ourselves to submanifolds M"* 
with dim Tp(M'») = 2^ = const. To the submanifold M'" с ^«, we associate a G-
structure Бо(Л т̂>̂  as follows. The tangent frame 

lituated in BG{M'^) if and ( 
1, ..., ̂ . We have the following 

at the point P Ç jvfm i3 3i^^^t^^ ij^ ^^(д^,^ jf ̂ ^^ ^^j if t;,,..., ,,^ 6 T,(M-) and i;,^, 
= / i ; « f o r a ^ i — - . - ^ «£ j'v / 9-ra 

311 



Theorem 3.1. Let M"*, Й*" с <̂ " = ^^w j^^ f^Q analytic submanifolds, let 
dim Tp(M'") = dim тДМ'") = const, for рвМ"^, ре M"". Be given an analytic 
map ç'.W^ -^ M"" satisfying cp^ BG{M"') = BciM""). Let po e M"" be a fixed point. 
Then there exists a neighbourhood U e 0i^" of the point Po and a holomorphic 
mapping Ф :U ~> ^^" such that Ф|м^«пи == ^• 

This theorem follows directly from Theorem 2.3. It has been proved by B. CENKL 
and myself for m = 2n — 1 and by J. VANZURA for a general m; both papers are 
unpublished. 

The p r o o f of lemma 1.1 is easy. 
Now, let ф : <̂  -» <̂  be a (local) biholomorphic mapping given by z' = z'{z), i.e., 

x' + iy' = f{x, y) + ig{x, y). The mapping (p induces a mapping ф* : ^ ^ -> ^ ^ 
given by x' = / (x , y), y' = g(x, y). We have 

dz; 
dz 2 \dx dy ' ^ ^ 

dl_ , d l 
dx dy dx) \dyj 

D 

^ 
dx 

dg 
dx 

df 
dy 

Sg 
dy 

Щ 
dxj \dy 

i.e., D = A^. Thus the mapping ц> satisfies J = 1 if and only if D = 1. A similar 
(and, of course, a more complicated) calculation shows that the same property takes 
place for biholomorphic mappings cp :^^ -^ ^^. In the associated space M"^, we 
thus get a volume structure. On each hypersurface M^ с ^^ = .^'^ we naturally 
obtain, with respect to the pseudogroup Г^, a G-structure described in more detail 
in the next chapter. Its definition is as follows: a frame {t^i, î2> ^̂ з} at the point 
теМ^ belongs to BQ{M^) if and only if v^ e т^, V2 = /f i, v^ e Tj^M^) and the 
volume [^1,1^2, t̂ 3, /1^3] = 1. 

4. THE INDUCED G-STRUCTURE 

Be given a 3-dimensional manifold M together with a G-structure BQ, G being the 
group of matrices of the form 

(4.1) / a -ß 0\ 
iß a 0 , (a^ + )S )̂ 9)̂  = 1 . 
\y Ô cp] 

[vu V2, V3] and {wi, W2, W3} being two frames of Be at m e M, we have 

(4.2) Wi = avi - ßv2 , W2 = ßvi + аг2 , Wj = yv^ + ÔV2 + 9^3 I 
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the plane т^ с: TJ[M) spanned by the vectors v^, V2 is thus invariant as well the 
endomorphism /^ : т„, -> т^, /^ = —id., determined by /^ÜJ = V2, /„,^2 = " ^ i -

Consider a point Шо e M, its neighbourhood U cz M, and two sections {и^, V2,1^3} 
and {wi, W2, W3} of Б(у over U. We have (4.2), oc,..., ç being real-valued functions 
over t/. Let us write 

(4.3) [t;i, V2'] = ait^i + «21̂ 2 + ^3^3 » [^1» ^^2] = ^i>Vi + ^2>^2 + -^3^3 » 

[t;i, 1;з] = b^v^ + b2V2 + b^v^^ , [w^, W3] = B^Wi + B2W2 + Бз>Уз , 

[V2, vi\ = Ci_Vi + C2V2 + Сз̂ з , [W2, W3] = CjWi + C2M;2 + <̂ 3>̂ 3 • 

From the Jacobi identity 

[vu K » ^^з]] + ^ 2 , ^ 3 . î^i]] + [t^3, b^u 1̂ 2]] = 0 , 
we get 

(4.4) v^Ci — t;2bi + v^a^ + aiC2 + b^c^ — b^c^ — 02^1 = Ö, 

l̂ l<̂ 2 - ^̂ 2̂ 2 + ^3^2 + ^203 + 02^1 - Ьз^2 " «1^2 = 0 , 

^1^3 "" ^2^3 + ^3^3 + 3̂< 2̂ + ^3^1 "~ ^1^3 ~ ^2^3 = ^ 

and analoguous equations for A^,..., C3. Let us study the relations existing between 
« 1 , . . . , C3 and Ai,..., C3. We have 

[wi, W2] = [a^i - ^^2. ßVi + ai;2] = (•) ï̂ i + ( 0 î̂ 2 + (a^ + î )̂ <3з% » 

[wi, W3] = [ai^i - ßv2, yvi + ÔV2 + (pvi\ = {-)vi + {-)v2 + 

+ {a.Vicp - ß. V2(p + ccôa^ + occpb^ + ßya^ - ßcpc^) v^ , 

[w2, W3] = [ßv^ + (XV2, yvi + ÔV2 + (pv^l = ( ') ^1 + (•) ^2 + 

i.e., 

(4.5) (pA, = (a^ + ß') a, , 

фЛз = a . ri<p — j5 . V2(p + ocôa^ + acpb^ + ßya^ — ßcpc^ , 

<рСз = jS . Vi(p + a . i;2<P + ß^^3 + ß^^^ — aya^ + а(рсз . 

Le^ us restrict ourselves to the case a^ + 0, this being equivalent to the non-in-
tegrability of the field of the planes т^. We get — from (4.5) — the possibility to choose 
the section {w^, W2, W3} in such a way that A^ = 1, ^3 = C3 = 0. Suppose that the 
section {vi, V2, V2} has been already chosen in such a manner that a^ = 1, Ьз = C3 = 
= 0. Then the equation (4.5i) reduces to <p = a^ + ß^, and we get (p = 1, a^ + jŜ  = 
= 1 from (4.1). The equations (4.52,3) reduce to 0 = aô + ßy, 0 = ßo -- ay, i.e., 
(5 = 7 = 0. From this, we get 
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Lemma 4.1. The considered G-structure BQ may be reduced to the H-structure Вц 
the sections {vi, V2, v^} of which satisfy 

(4.6) [vi, V2] = a^Vi + a2V2 + v^, 

[vi, ^з] = biVi + b2V2 , 

[V2> Vi\ = CiV^ + C2t̂ 2 , 

H being the group of matrices of the form 

(4.7) /a - ^ 0\ 
Iß a 0 , oc^ + ß^ = 1 . 

\o 0 1 / 

The equations (4.4) reduce to 

(4.8) V2C1 — V2bi + ^3^1 + (31^2 — «2^1 = Ö , 

^1^2 — ^2^2 + ^^3^2 + ^2^1 ~ ^1^2 = 0 , 
C2 + bi = 0 . 

Now, let {vi, V2, v^} and {w^, W2, W3} be two sections of the reduction Gjj. Then 

[wi, W2] = \ßv^ ~~ ßv2, ßvi + OCV22 = (a . Viß — ß .v^a + a^) v^ + 

+ {-ß . V2OC + a . V2ß + «2) V2 + v^ = 

= (a^i + ДЛ2) t̂ i + ( " ^ 5 ^ 1 + a^2) î̂ 2 + 1;з. 

[wi, W3] = [ai^i - 1̂̂ 2. ̂ 3] = (-^^з« + ^Ь^ + ßci) Vi + 

+ {~v^ß + ab2 + ßc2)v2 = 

= (a^i + ßB2) v,+{-ßB,+ 0CB2) V2 , 

[W2, W3] = [ßvi + at;2. ^3] = ( - ^ 3 ^ + ßbi + ac^) î ^ + 

4- ( —t?3a + ^̂ 2̂ + (̂̂ 2) ^2 = 

= (aCi + ßC2) V, +{-ßC^-{- 0CC2) V2 . 

From the last two relations, we have 

4^1 - C2) - ß{b2 + сг) = ос(В, - С2) + ß(B2 + C l ) , 

/?(bi - C2) + oc(b2 + c,) = -ß(Bi ~ С2) + а(Б2 + С,), 
i.e., 

5 i - C2 = (a^ - iß )̂ (fti - C2) - 2ai5(è2 + Cl) , 

B2 + Cl = 2aß{b, ^ C2) + (a^ - jS )̂ (62 + c^) . 

Thus there exist sections {wi, W2, W3} such that Б^ — C2 = 0. Suppose that the 
section {fi, V2y 1̂ 3} has been already chosen in such a way that b^ — C2 = 0; from 
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(4.8з), we get bi = С2 = 0. Then 

oiß{b2 + Cl) = 0 , Б2 + Cl = (a^ - ß^) (b2 + Cl) . 

Suppose Ь2 -f- Cl Ф 0. Then ocß = О, i.e., a = 0, ß = s or ß = О, а = s resp.; 
s = ± 1 . 

Lemma 4,2. The considered G-structure BQ may be reduced to a K-structure Bj^, 
the sections {fi, V2, v^} of which fulfill 

(4.9) [t^i, ^2] = ^ii^i + a2ï;2 + 1̂3 » 

[v2,1^3] = ^lî^i . -V2b2 + v^a2 ~ a^b2 = 0 . 

The relation 62 + ^1 = 0 is invariant. If b2 + Ci Ф 0, К Ï5 the group of the 
matrices of the forn^ 

(4.10) /e 0 0\ / 0 - 8 0\ 
0 г 0 or e 0 O] with e = ± 1 . 

\ o 0 1/ \ o 0 1/ 

This lemma solves the equivalence problem for the G-structures with b2 + Ci Ф 0; 
in fact, to each such G-structure we have associated four {c}-structures, and the 
equivalence problem has been reduced to the equivalence problem of {c}-structures. 

Now, let us consider the more complicated case 62 + ^i = Ö- Let us write Ci = q, 
|?2 = —q\ the equations (4.9) are now 

(4.11) [DI, ^2] = ait;i + a2î 2 + ^ 3 . [уи ^ъ\ = -^^i^ \уъ %] = ^^i \ 

Let {wi, W2, W3} be another section of the reduced K-structure В^^\ suppose 

Wi = av^ - ßv2 , W2 = ßvi + CCV2, W3 = Уз ; cc^ + ß^ = 1 ; 

and 

[Wi, W2] = ^ iWi + ^2W2 + W3 , [Wi, W3] = - QW2 , [W2, W3] = Qw^ . 

We find 

{4.12) jSai = üia + ajS^i + ß^Ä2 , 
jÖa2 = V2OC — ß^'Äi + (xßA2 , 

ßq = -.v^a + ßQ, 

and it is easy to verify 
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Lemma 4.3. We have 

(4.13) V2ai - v^a^ + ci\ + al - q == ^^i^i - ^1^2 + A + ^l - Q -

Let us write 

(4.14) к = ^2^1 - Via2 + al + al - q, К = W2A1 - Wi^2 + Aj + Al - Q . 

Clearly, 
w^K = a . r jc -- ß . 172̂  , W2î  == ß . fi/<: + a . ^з/с, W3X = v^k . 

Thus we have (w^K)^ + (w2X)^ = (t^i/c)^ + (t^2^)^- If î^i^ = 0, t;2/c = 0, we get 
[уи ^i] fc = 0 and v^k = 0, i.e., к = const. In the case к Ф const., we are in the 
position to choose the section (w^, W2, ^3} in such a way that w^X = 0. Suppose, 
that the section {v^, V2, v^} has been already chosen in this way. Then ß = 0 and 
a = e = ± 1 , and we obtain 

Lemma 4.4. Be given a G-structure BQ, the reduction of which to the Kstructure 
of Lemma 4.2 is such that b2 + c^ = 0. Let к Ф const. Then we are able to reduce 
our G-structure to the L-structure BL, the sections of which satisfy v^k = 0; L is 
the group of matrices 

(4.15) 
±1. 

Thus we have reduced our study to the case к = const. Be given a G-structure BQ 
by means of a section {v^, V2, v^} satisfying (4.11) and v^k = V2k = v^k = 0. Con­
sider the system of partial differential equations 

(4.16) v^oc = ßai , V2C( = ßa2 , % a = —ßq — ßk 

for the unknown function a, ß being given by a^ + b^ = 1. It is easy to see that this 
system is completely integrable. Thus, there exists a section {wi, W2, W3} of our 
G-structure such that A^ = A2 = 0, Q = —k, and we have 

Lemma 4.5. Be given a G-structure BQ, and let its reduction to the K-structure of 
Lemma 4.2 be such that b2 -h Ci = 0 and к = const. Then there are sections of Bj^ 
satisfying 

(4.17) [i;i, V2'] = v^ , \уи 1̂ з] = kv2 , [1̂ 2. ̂ з̂] = - b i . 

All other sections satisfying (4.17) are given by w^ = avi — ßv2, W2 = ßvi + 0LV2y. 
W3 = V2, where a^ + j5^ = 1 and a = const. 

On the manifolds M and iV, be given G-structures BQ and Б^ resp. of the type 
described in Lemma 4.5; suppose fc = fc'. In a neighbourhood of a point mo e M„ 

316 



let us choose a section of BQ satisfying (4.17), siniilarly, in a neighbourhood of 
a point По eiV, let us choose a section (wj, U2, u^,} satisfying analoguous equations 
[^^1,^2] = W3, [ ^ь^з ] = ku2, [̂ 2» W3] = —fewj. Consider the manifold M x N 
and, in a suitable neighbourhood of the point (mo, По)> the vector fields 

Fl = M* + (XV* - ßv* , F2 = M* + î i;* + at;^ , V^ = u* + vl ; 

here, a = const., a^ + j8^ = 1 and the vector fields wf, t;f are given by the conditions 
(dTTi) ff = Vi, {ап2) vf = 0, (d^i) wf = м ,̂ (d7r2) wf = 0, n^ : M x N -^ M and 
П2 : M X N -^ N being the natural projections. It is easy to see that 

[ n , ^2] = 1̂3 , [^'i, ^3] = kV2, [V„ F3] = -kV, . 

Thus the distribution determined on a neighbourhood of (trio, По) e M x N by 
means of the vector fields F^, F2, F3 is completely integrable, and it has an integral 
manifold going through the point (шо, По). This integral manifold is then a local 
diflfeomorphism transforming BQ into BQ. 

Finally, let us investigate transitive G-structures. One type of these structures is 
given by Lemma 4.5. Consider the type given by Lemma 4.2 with 62 + ^i + Ö- The 
functions 

^i> 2̂» 2̂» ^1 being constant, we get ci2^i ~ ^1^2 — 0 from (4.9). Thus we 
obtain 

! theorem 4.1. Let BQ be a transitive G-structure on M, Then it is possible (in 
a suitable neighbourhood of each point UIQ e M) to choose its section {vi, V2, v^} 
in such a way that 

(4.18) [i^i, V2'} = av^ + ^3 , [üi, Гз] = 0 , \у2, v^'\ = cv^ ; 

a, с = const., с Ф 0 ; 
or 

(4.19) [i;i, V2'\ = 1̂3 » bu ^ъ\ = bv2 , [v2, v^] = c^i ; 

b, с = const., Ь ф О , с ф О , Ь + с ф О ; 
or 

(4.20) [t;i, V2] = t;3 , [t^i, 1̂ 3] = kv2 , [v2, %] = - Ь ^ ; 

fc = const. ; 
respectively. 

It is easy to verify that the transitive G-structures of all the types of Theorem 4.1 
do exist. First of all, consider the G-structure of the type (4.18) on a manifold M. 
Let ntQ e M, then there is a coordinate neighbourhood about niQ with local co­
ordinates (x, y, z) such that 

/A ^л\ ^^ / ^ д д д ô 
(4.21) Vi = — , V2 = [ах - cz) — + — + X — , 1̂3 = — . 

дх дх ду dz dz 
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To proceed further, a simple check shows us that the vector fields 

(4.22) u, = i ( l + 23; - 3x^) — + i(2x + z ~ 3xy) — + ^{y - xz) — , 
^x dy dz 
я я я 

"2 = K l - 2j; + 3x^) — + i(2x - z + 3x>;) — + f(>̂  + xz) —, 
5x 5y dz 

M3 = л; h 2 j h 3z — 
dx dy dz 

on M^ satisfy 

(4.23) [t/i, W2] = W3 . [Wb W3] = "2 , [w2, W3] = " i . 

In a suitable neighbourhood of the point (̂ тг, О, 0) e ^^ , consider the vectors fields 

гм^А\ • / \ 5 COS X / \ д sin X , Ч 5 
(4.24) Wi = sm (3; + z) 1 cos [y + z) cos ( j + z) — , 

dx sin X dy cos x dz 
f . d cos X . / 4 5 sin X . , ч 3 

W2 = COS [y + z) sm [y + z) 1 sin [y -{• z) — , 
dx sin X dy cos x dz 

= A A. 
dy dz 

the direct check proves 
(4.25) [wi, W2] = 2W3 , [wi, W3] = -2w2 , [w2, W3] = 2>Vi . 

Now, the Lie algebra (4.20) with к = 0 is realized by (4.21) with a = с = 0. The 
Lie algebras (4.19) and (4.20) with fc Ф 0 are of the form 

(4.26) [v,, V2'] = v^ , [vi, 1?з] = Bv2 , [v2, Гз] = Cv,; ВС + 0 . 

The realizations of the Lie algebras (4.26) are as follows: 

(4.27) 

1^1= y/B.Ui, V2 = yJC.U2, V3 = •J{BC).U3 for B > 0 , C > 0 , 

Vi= ^B.u„ Ü2 = v ( - C ) - « 3 , 1̂3 = y/{-BC).U2 for ß > 0 , C < 0 , 

«̂1 = y ( - ß ) • Wi, V2 = y c . W2, f3 = У ( - В С ) . W3 for Б < 0, C > 0 , 

vi= V ( - B ) . U 2 , f 2 = V ( - C ) . u i , Ü3 = -V(BC) .U3 for Б < 0 , C < 0 . 

Now, we are in the position to prove Theorem 1.1. The equivalence properties 
have been proved above. Now, let M c: ^^ be a 3-dimensional submanifold. It is, 
clear that dim Gs(M) ^ 4 and dim GJ(M) = 4 if and only if the induced G-structure 
Ba over M is of the type (4.20). Thus, it is sufficient to prove 
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Theorem 4.2. The hypersurfaces Ni, iV|, Ni с '^l, i.e., the hypersurfaces (z^ = 
= Xi + 1>1, Z2 = X2 + I>2) 

(4.28) iV,̂  •.xl + yl + xl + yl = r^ ir>0). 

Ni : X1X2 + У1У2 = R {R>0), 

Nl: y\- ly\ = 0 

have the induced G-structure which is reducible to the M-structure Bj^ (see Lemma 
4.5) of the type (4.20) with 

Proof. First of all, consider the hypersurface N^. On M"^, consider the vector fields 

и зô  V - ^ ( !__ A. ^ A _ J\ 
y/{2r) \ dxi dy^ dx2 ду2/ ' 

I / o д д д \ 
y ( 2 r ) \ ôx^ ду, дх2 ду2/ 

2 / д д д д \ 
У ( 4 г 2 ) \ axi ду, ÔX2 ду2/ 

These vector fields have the following properties: (i) they satisfy (4.20), к being the fc^ 
given by (4.29i); (ii) in the points of iV ,̂ the considered vector fields are tangent to it; 
(iii) /i?i = V2; (iv) [fi, i?2, V2, /f3] = 1 on N^. For N^ and iVo, we have similar results 
using the vector fields 

(4-31) t̂ i = ~j7Z i^i-z У1- ^2 — + У2 — Ь 
2^R\ dx^ dy^ dx2 ду2/ 

I / д д ô g \ 
2̂ = -r^wZ {У1-г~ + ^1 ~ У2- ^2 —- Ь 

2^R\ дх, ду, дх2 ду2/ 
1 / д д д д \ 

2l/R^\ дх, ду, дх2 ду2) v^ = 

or 

(4.32) v,=±(^+2y,±), v,^±(f+2y'], v, = l/2. ^2\дх, dxj l/2\8y, dyj ^ ^ 8x2 

respectively. 
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5. SIMPLY TRANSITIVE SUBMANIFOLDS 

Consider the space ^^ and the pseudogroup Г^ of its local maps. The relation 
between the one-parametric local subgroups of the pseudogroup Г and the holo­
morphic vector fields on ^^ is well known. Let 

я я 
(5.1) V = A{z,, Z2) —- + B{z,, Z2) — 

OZ^ dZ2 

be a holomorphic vector field on ^^; the corresponding local group G^ consisting of 
the transformations 

(5.2) (pt : zi = / ( z i , Z2, r ) , Z2 = g{zu Z2,t), r e ( - 8 , г) , 

is given by the differential equations 

ot 

^jiEllEllA = B(/(z„ z„ t), g{z„ z„ t)) , 
Ot 

f{z^, Z2, 0) = Zi , 0^(21, Z2, 0) = Z2 . 

Theorem 5.1. Consider the vector field (5.1) on C^. T/zen G„ с Г^ Ï / anJ only if 

(5.4) ^ / g 4 ^ , . z , ) ^ a 5 ( z „ z , ) \ ^ Q . 
V 5zi 5z2 / 

/lere, Re z = ^(z + z). 

Proof. Let us write 

^У^и ^2) V ~ ~ ~ ~ ' 

02^ 022 CZ2 äZi 

we have D(zi, Z2, 0) = 1. Then 

^ ^ J'f ^G + ^/ '̂бг 5V dg Of d'g dt dzi dt dz2 dzi 5^2 ^^ ^h ^^ ^^1 ^^2 ^^1 ^^ 

from (5.3), we have 

d'-f _ дЛ df дЛ dg d^f ÔA df дЛ dg + 5zi ôt dzi dz^ dz2 dz^ dz2 dt dz^ ÔZ2 dz2 dz2 

d^g ^ dB df_ dB^dg^ d^g _ dB df dB_ dg_ 

dzi dt dz^ dzi dz2 dz^ ' Ẑ2 dt dz^ dz2 dz2 dz2 
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Hence, 

dt \dzi 012/ 
and 

^^^..(^А + ^ + И + Щов. 
dt \Szi dz2 dzi ÔZ2J 

The theorem follows easily. 

Now, let us study submanifolds M^ с ^^• for which the Lie algebra of the group 
G,{M^) is given by (1.18), i.e., 

(5.5) [Î;I, 02] = av^ + 1̂3 , [ÜJ, У3] = 0 . 

[v2, vi\ = cv^ ; с Ф 0 . 

Lemma 5.1. Let ^ ^ he the Lie algebra of vector fields (5.1) on ^^ satisfying (5.4). 
Let L cz ^^ be the subalgebra (5.5). Then a = 0 or v^ = A[z^, Z2) v^ for some 
function A. 

Proof. It is always possible to choose the coordinates (z^, Z2) of ^^ in such a way 
that (at least locally) 

(5.6) . , = / - . 
oz^ 

Let 

/ \ ^ ni- \ ^ da dß . ^ 
i;3 = a ( z i , Z 2 ) - — + ^ Z i , Z 2 ) - — ; - — + - - - = x i , x e M . 

OZ^ dZ2 CZi OZ2 

We have dajdz-^ = 0, dßjdzi = 0 from (5.52). Thus the vector field ^3 may be written 
as 

(5.7) ^3 = a(z2) h (%/z2 + Я) — ; X, Xe ^ . 
dzi ÔZ2 

Suppose Я Ф 0. Let us choose a solution fi{z2) of the differential equation 

/58) ^K^i) _ Ф2). 
dzj xizj + Я 

and the transformation of coordinates given by Ci = z^ + /x(z2), C2 = ^2 ~" ^^ ^^''^ 
Of course, 

Ô(zi,Z2) ' 
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a n d we have 
') ') 

(5.9) V, = - - , v, = %/C2— 

in the new coordinates. Further, suppose x = 0, A =j= 0. In this case, let us consider 
the transformation of coordinates given by Ci = ^i + f^i^i)^ C2 = 2̂? K^i) being 
again a solution of (5.8). In the new coordinates, 

(5.10) ., = J - , v,=^^. 

T h u s , in suitable coord ina tes , the vector field v^ m a y be wri t ten as 

(5.11) V2 = xiz2— or v^ = À — or 1̂3 = a ( z 2 ) — respect ively . 

ÔZ2 dz2 dzi 

Suppose that 1̂3 is the vector field (5.11 j), let 

/^ .^4 / \ ^ / \ ^ do do ,, , ^ 
(5.12) V2=Q{Z,,Z2)-^ + G{Z,,Z2)~-\ ^ + =yi'i^ ус'еМ. 

dzi dz2 ozi dz2 
F r o m (5.5i 3), we ob ta in 
/r- .^\ ^Q da , . dq da 
(5.13) — = a , — = XIZ2 , —KIZ2 — = с , (J =• у — , 

dz^ dz^ ^ dz2 ' dz2 
a n d we get 

der r- / /• \ • ^^ A = X I — a , a = [X I — a) Z2 , i.e., = и 
dz2 dz^ 

from (5.122) and (5.13i ^ ) . It follows from (5.1З2) that x = 0, i.e., v^ = 0, this being 
impossible. Further, suppose that v^, is given by (5.II2) and V2 by (5.12). Then we 
obtain 

(5.14) —^ = a , — = A, - Я - ^ = с , — = 0 
dzi dzi dz2 dz2 

from (5.5i 3), a n d (5.14i 4) yield a = x'i, i.e., a = x' = 0 because of a e ^ . Q . E . D . 

Theorem 5.2. Consider the manifold N^ a ^^ given by 

(5.15) (z i - z^y + c^(z2 - Z 2 ) + 4 = 0 , 0 4 = c e ^ . 

Its group GS{N^) is 

(5.16) z[ = mzi ~ c^nz2 + p , ^2 = ^^i + ^^2 + ^ ' 

where m, n, p , qe Ш, m^ + c'n^ = 1. 
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Let М^ be a manifold such that the Lie algebra of GS{M^) js (5.5). Then a = 0, 
and the manifolds M^ and N^ are {localh^ F-equivalent. 

Proof. It is easy to see that (5.16) preserves N^. Using the usual coordinates Zi = 
= Xi + / j / , iV"̂  as a submanifold of ^"^ is given by 

(5.17) yl + c'yl = 1 . 

On .^/, consider the vector fields 

(5.18) v, = c'y,^-^-y,^, 
OX I с 0X2 

. d i d 
ду^ с ду2 

д д 
^3 = СУ1 —- + СУ2 —- . 

дх^ 0X2 

We see easily that the vector fields (5.18) have the following properties: (i) Iv^ = V2', 
(ii) they satisfy (5.5) with a = 0; (iii) restricted to the points of iV ,̂ they are tangent 
to it; (iv) we have [v^, V2, v^, Iv^j = 1 at the points of N^. Thus N^ is the model for 
manifolds M^ of the type (5.5) with a = 0. Now suppose that M^ admits the group 
Gs{M^), the Lie algebra of which is (5.5) with a ф 0. The manifold M^ may be 
constructed as follows. First of all, realize the Lie algebra L(5.5) as a subalgebra 
L с ^^ . The vector fields Vi,V2,1^3 being considered as vector fields on ^'^, they 
span an integrable 3-dimensional distribution A. Now, M^ is an integral manifold 
of A. According to Lemma 5.1, we may choose the coordinates (z|, Z2) in ^^ in such 
way that 

Vi = —-, v^ = a(zi, Z2) -— = (F + iG) ^^ . 
OZ^ OZ^ OZi 

These vector fields regarded as vector fields on ^/^ are 

(5.19) v,=:^, , 3 = . F A + G A . 
ox^ dxi dy^ 

Let 

(5.20) ,^ = A-^ + B~~ + C-^ + D ^ . 
dx^ dy^ ÔX2 ду2 

The distribution A is determined by the vector fields (5.19) and (5.20). Let M^ be its 
integral manifold. The plane т^ being obviously spanned by the vectors djdxi, djdy^ 
at each point m e M^, the distribution {т^} is integrable. This is a contradiction as 
we have excluded such manifolds from our considerations. Q.E.D. 
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Let us now study manifolds M^ such that the Lie algebra of С^{М^) is of the type 
(1.19). First of all, let us prove several lemmas. 

Lemma 5.2. Consider the Lie algebra L^ 

(5.21) [v^, V2] = V2 , [vu Vs] = ~v^, [v2,1^3] = -2v^ 

over M. The algebra L^ is decomposed in a 1-parametric set of hyperboloids 

(5.22) H,, = {xvi + yv2 + zvy, x^ - 4yz = k} , кеМ , 

with the following property: Let veHf,, v' e H^^'] к = k' if and only there is an 
automorphism j / : L"̂  -> L"̂  satisfying s^v = v'. The vector 

(5.23) t4 = K^2 -" ^ъ) \lk or i;_ = ^(i;^ + v^) ^l{-k) or 

VQ = V2 respectively 

is situated in Hj^for к > 0 or к < 0 or к = 0 respectively. 

Proof. L^ has the following automorphism: 

(5.24) 'ßi^i^i = ^^1 + t>V2 + CV2 , 

S/^V2 = A(V^ + ~V2 + ~-^-vA, 
\ a - \ a + 1 / 

ryf Ь с 
cs/jfj = в [v^ + — - — V2 + — î̂ 3 

\ a + I a - I 
a^ Ф 1 ^ Abe = a^ - 1 = ÄB ; 

(5.25) ^ 2 ^ 1 = ^1 + ciV2 , ^ 2 ^ 2 = bv2 , 

^ 2 ^ 3 — A[2avi + a^V2 + v^), Ab = 1 ; 

(5.26) ^ 3 ^ 1 = t̂ i + av^ , -^2^2 = A(2avi + V2 + ci^v^), 

^з^^з = bv^ , Ab = 1 ; 

(5.27) e5/4i?i = — t;̂  + at;2 , ^4i^2 = A{ — 2aVi + a'^V2 + 1̂ 3) , 

j^^v^ = bv2 , Ab = 1 ; 

(5.28) ^Й 5̂̂ 1 = ""^1 + г̂̂ З ? ^^5^2 = ^^3 ' 

51̂ 3 = A{~-2avi + V2 + ci^'v^) , Ab — I . 5 t-

The vector г; = xi;i + yvi + ZÎ;3 be called interior (or exterior resp.) if x^ — Ayz > 0 
(or x^ — 4yz > 0 respectively); the set of interior (exterior) vectors be denoted 
by H^ (H" respectively). (1) Consider the vector v = ocv^ + ßv2 + yv^ Ф HQ. (l^) 
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Let 7 ф 0. If i; G я •̂ , we have 4/jy -- a^ > 0; choosing ^2 (5.25) with 

V(4b7 - a^) A 

we obtain ^/2^^ = \(pi + Î̂ S) v''(4i5y - oĉ ). If veH~, we have a^ - 4j57 > 0; 
choosing ^2 (5.25) with 

Л = - - V(a^ - 4b7) , a = "" -— , Ь = - , 
27 ^(a^ - 4ßy) A 

we obtain j^2^ = i(^2 - 1̂3) V(°^^ ~ ^^57). (I2) Let 7 = 0, /? Ф 0. Then г^еЯ"; 
choosing ^ 3 (5.26) with Л = i|a|, a = - ^ " ^ sgn a, Ь = Л ~ ^ we obtain j^^v = 
= i\a\ .{v2 - г̂ з). (1з) Let j5 = 7 = 0. Then VEH"; choosing ^ j (5.24) with 
a = 0, b = ^ sgn a, с = —^ sgn a, Л = 1, ß = — 1, we obtain s/^v = i-\(x\ . {v2 — 
- Уз). (2) Suppose у е Я о , i.e., 4jß7 - a^ = 0. (2^) Let ß ^ 0, Choosing sé^ (5.26) 
with A = ß~^, a = - ^ a , b = ß, wo have j/31; = У2- (^2) Let ß = 0. Then a = 0; 
choosing J3/4 (5.27) with Л = 7, Ь = 7 ~ \ a = 0, we obtain ^/4?; = V2. Q.E.D. 

Lemma 5.3. Let (v, v) be a couple of vectors of the Lie algebra L^. For a suitable 
automorphism j / : L"̂  -» L"̂ , the couple w = .я/v, w = sév becomes one of the 
following couples: 

(5.29) w = k{v2 - У3) , w = hv2 + 12Щ , Щ1 + h) Ф 0 ; 

w = /c(i;2 - ^ъ). w = Jii;i + /2(^2 - ^̂ з) . /с/^ ф 0 ; 

w = k{v2 ~ v^ , w = 1(1?! ± V2) , kl ^ 0 ; 

w — k(v2 — v^) , w = Ivx + ^2 + ^3 5 /c Ф 0 ; 

w = /с(у2 " г̂ з) , w = l{v2 ~ v^), /c Ф 0 ; 

w = k{v2 + ?̂ з) , w == /IÎ;2 + /2^3 ? /: Ф 0 ; 

w = kv2 , w = J1Ü2 + ^2^3 •> kl2 =¥ 0 ; 

w = kv2 , w = Ivi , /cJ Ф 0 ; 

w = /ct;2 , w = /i;2 , /c Ф 0 ; 

w = 0 , w = /c(i;2 — V2) ; 

w = 0 , w = /<(ü2 + V2) ; 

w = 0 , w = kv2 . 

Proof. The automorphisms ^ : L"̂  -^ L^ satisfying 

(5.30) j^{v2 - Ü3) = 1^2-^3 or J/(Î ;2 + v^) = V2 + v^ or 

j^V2 = V2 respectively 
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are 

(5.31) sévx = av^ + ai;2 + ^^ъ •> 

sév2 = 2oiVi + i (^ + 0 2̂ + i (^ ~ 0 ^3 ' 

jafi;3 = locvi + K̂ ^ "" 1) ^̂2 + K« + 0 ^̂ з . a^ - 1 = 4a^ , 
or 

(5.32) j^v^ = av^ + (XV2 — OLV^, , 

,j/ü2 = -~2(xv^ + ^ + \)v2 - i(a - 1) v^ , 

.Q/t;3 = 2ai;i - ^(a - 1) V2 + \{a Л- \)v^ , 1 - a^ = 4a^ , 
or 

(5.33) sévi = г̂ 1 + ö!t̂ 2 1 ^ ^ 2 = î̂ 2 ? 

,sév^ — 2ai;i + ^^^2 + ^3 

respectively. Be given a vector и = l̂U^ + ^2^2 + ^з^з ^ ^^• (О There is an automor­
phism J3/(5.31) such that 

(5.34) sell = G^V2 + 0-2̂ 3 for (^2 + ^3)^ - ^1 > 0 

or 

(5.35) ^u = (T^v^ + 0-4(6̂ 2 - ^3) foi" (^2 + ^3)^ - ^1 < 0 

or * 

(5.36) s^u = (75{v, ± V2) for (^2 + ЯзУ = QI , QI{QI - ^3) + 0 
or 

(5.37) j^u = 2vi -h V2 + t̂ 3 for ^2 = ih ^ Qi = ^Qi ^ Qi "^ ^ 

respectively. Indeed, use the automorphism j / (5.31) with 

a = ~~{Q2 + ^3) {(^2 + Qsf - d } " ' ^ ' . a = iQ,{{Q2 + ^3)' - d } " ' ^ ' 
or 

a = e,{e? - (62 + e,y}-"' ' « = -Ke2 + ез) Ы - {о2 + Q^fy" 
or 

^ == (б'2 + ^ з ) ( ^ 2 - QI)"^ . a = - ^ Г ^ ^ 2 ^ з ( ^ 2 - ^ з ) " ^ 
or 

respectively, (ii) There exists an automorphism j ^ (5.32) such that 

(5.38) . j^ii = (T^V2 + cr7î;3 for QI + (^2 ~ QsY + 0 5 

it is sufficient to take 

a --= (̂ 2̂ - Q3) {QI + (QI - ОзУУ'^' , a = -ki{^i + (Ö2 - ^3)'}""'^' . 
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For Qi = 0, ^3 = Q2, we have ^u = и for each automorphism J3^ (5.32). (iii) There 
exists an automorphism s/ (5.33) such that 

= CTĝ i + сг91;з for Q2, Ф 0 

for ^3 = 0 , (?! Ф 0 

(5.39) 

or 

(5.40) j / w = (TiQÜi 

respectively; it is sufficient to take 

^ = ~iQ\Q3^ or a = —QJQÏ^ respectively. 

The lemma follows from what has been and from the preseding lemma. 

Theorem 5.3. Let ^ ^ be the Lie algebra of vector fields (5.1) satisfying (5.4) on ^â'^. 

Then, in a neighbourhood of a fixed point m e ^"^, we may choose holomorphic 

coordinates ( z j , Z2) such that m = (0, 1), 

(5.41) 
д д д 

v^ = z^- ^2 г~" ' ^3 == т " 
Z-, ÖZi ÔZi uz 2 

and V2 is one of the following vector fields: 

(5.42) Ü2 = 

V-, = 

CZo dz^ 

2 p + iq\ д ( ^ Qr , \ ("^ 
z\ + ^ - ^ b - ^ + - 2 - 1 ^ 2 - - ±qi] - r - ' М Ф О , 

z^ J oz^ \ p I 0Z2 

A + 

^2 У 

S — i 
,— + ( ~2z iZ2 + . . 

(5 + i) zl) dz^ \ s^ + 1 5^ + 1 / д 

2 . 2s \ д 
+ i -_ I — , 5 Ф 0 , 

z^ + - - - ~ + ( - 2 z i Z 2 + p + iq) -— 
Z 2 / OZ^ dZ2 

Z2J dzi 
' 1 ^ 2 dz. 

V2 = z\ h (--2zjZ2 + ip) -— ; p, q, r, s E РЛ . 
ôz^ dz2 

P r o o f . In a neighbourhood of the point m e ^ ^ , let us choose coordinates in such 

a way that (5.412). Now, let 

(5.43) 
д , д da db 

Vi = a —- + b — , —- + •— = XI , KEß 
dzi dz2 dzi dz2 
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From (5.2I2), we get the existence of functions (p{z2), ^(^2) such that a = z^ + 
+ (p{z2), b = 1 (̂22); the condition (5.4З2) assures the existence of a constant Xe^ 
such that 

(5.44) V, = (z, + <p(z,)) - - + {{xi - 1) Z2 + 1} ^ . 
dz^ 0Z2 

Let us consider a change of coordinates 
X 

Ci = Zi + Ф(22) , Cl == ^2 + . , -

0(22) being a solution of the differential equation 

{{Xi - 1) Z2 + X] Ф'{Z2) = Ф{Z2) (P{Z2) . 

We get by a direct calculation 

î̂ 3 = — . t̂ i = Ci — + \^^ - Ч C2 " -
aCi ' ' ö C x ^C2 

writing Ci = z,., we get 

(5.45) V, ==Zi-^~ + ( x / - l ) z 2 - ^ . 
ÖZ^ CZ2 

Let 

fc лг\ ^ r, ^ da dß f. r ^ 
(5.46) V2 =- a — + ß — , — + - ^ = x ' l , x' еМ , 

dz^ ÔZ2 dzi dz2 
From (5.213), we get 

da ^ ^ß ^r . л\ 
— = 2zi , - ^ = 2{xi - 1) Z2 , 
dzi dzi 

i.e., the existence of functions/(Z2), ^(^2) such that 

a - z? + /(Z2) , ß = 2{xi - 1) Z1Z2 + g{z2) . 

From (5.462), we get 2xfzi + ^'(^2) = >^h i.e., 

(5.47) X = 0 . 

Thus, ^(z2) = >t:'/z2 + d; from (5.211), 

(5.48) Z2/ ' (z2)= " 2 / ( z 2 ) , x' = 0 , 

i.e., we have (5.40) and 

(5.49) V2 = (zl + ^]-^ + {-2z,Z2 + d)-^; c,de^ 
\ zlj dz,_ dz2 
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Thus we have proved that we may choose (at least locally) coordinates in such a way 
that the vector fields t'l, Vj, V3 satisfying (5.21) are given by (5.40) and (5.49). But 
there is the possibility to choose another basis of L^ satisfying (5.21). We have 

2zi - ']v, + (-zl + ^- + d ^ v , ; 
Z2J V ^2 ^2/ 

in the point ẑ  = 0, Z2 = 1, 

(5.50) V2 + dv^ ~ cv^ = 0 . 

The choice of the new basis in L^ is now to be done in such a way that (5.50) has the 
canonical form \v + iw = 0, w and vv being given by (5.29). Q.E.D. 

Lemma 5.4. Let L^ be the Lie algebra (5.21). Let L ZD L^ be a Lie algebra with 
dim L = 4. Then there is a vector 1̂4 G L — L"̂  and numbers a2, «3, ^2 e M such 
that Lis given by (5.21) and 

(5.51) [i^i, v^^ = a^Vj + a^v^ , 

[t)2,1^4] = 2a2,Vi + 2̂1̂ 2 5 

[1̂ 3, v^ = la^v^ - 62^3 • 

Proof. We may write 

(5.52) [i;i, 1̂ 4] = a^v^ + «2^2 + a^v^ + a4i;4 , 

[i?2, î^J = bi^i + b2Î̂ 2 + Ьз̂ з̂ + b4ï;4 , 

[1̂ 3, Î;4] = c^v^ + C2î 2 + Сзг̂ з + C4i;4 . 

Consider the Jacobi identities 

(5.53) \v,, \у2, v^J\ + [1̂ 2, К , ^i]] + b^, \y^, t^2]] == 0 , 

[ui, [t̂ 3, 1̂ 4]] + \уъ^ [^4, ^i]] + K , [^b î^a]] = 0 , 

Ь^ъ [^ъ^ ^4]] + Ьъ. К , ^2]] + К . Ь^ъ ^^з]] = О • 

From (5.52) and (5.53), we get (5.51). Q.E.D. 

Lemma 5.5. Consider the Lie algebra L^ a S£^ given by the vector f elds (5.41) 
and (5.49). The Lie algebra L satisfying L^ a L a L^ and dim L = 4 exists if and 
only if с = d = 0. 

Proof. Let L exist, let 

re сл\ , д ^ д ЗА ÔB . 
(5.54) Г4 = Л — + Б — , — • + — = XI , КЕ^ , 

ôz^ dz2 dzi dz2 

329 



From (5.51 з), 

dz^ cz^ 

from (5.542), 

= XI — 202^:1 + 02 . 
dZ2 

Thus, there is a function c/)(z2) and a constant Я e ^ such that 

A = ^22^ — ^2^1 + (^(22) , Б = —2a2ZjZ2 + X/Z2 + bz2 + Я . 

F rom (5.511), we get 

/^ I \ dA ^ ' 2 1 
Zi(2fl22i - ^2) - Z2 " A -= a2Z^ + «2^ " - + ^3 , 

-2 

i.e., there exists a number ju e ^ such that 

5Z2 • Z 

— Z2 v В — a2d , 
dzo 

A = a2Zi - b2Zi + a2C -^ + «3 + /i — , 
Z2 ^2 

В = -2a2ZiZ2 4- x/z2 -f Ьг^2 + a2d . 

Finally, we obtain from (5.5I2) 

(z\ + ^ {2a2Z, - ^2) + ( - 2 z i Z 2 H- rf) ^ - 2^Zi + 2Bc \ 
\ Ч) ^^2 A 

^la^z^ ^b2\z\ 4- ^ V 

-2a->zjz2 - 2a2C — -\- à — Л- Iz.ib - Z2 — | + 2^Z2 = 
Z2 bz2 Ч W 

= - 2 a 3 Z 2 - 2 b 2 ^ ^ 2 + b2à. 

I.e. 

(5.55) «3 = ju = X(i = ;̂̂  =̂  0 . 

Suppose a^ = fi = X = 0. Then 1̂4 = ^2^2 ^ bzv^ and" dim L = 3. Hence «3 = 

= ß = с = d= 0 and 

(5.56) Î;4 = 02^2 - ^21^1 ^ i)i^2 T~~ • *' 

Of course, we have to suppose x Ф 0. Q.E .D. 
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Theorem 5.4. Let М^ cz ^^ be а hypersurface, let the Lie algebra of the group 
G,{M^) be of the type 

(5.57) [w|, 1/2] = W3 ' [wb W3] = bu2 , [w2, W3] = ^'"i . 

с ф О , Ь + с ф О , Ь > 0 or Ь < 0 , c < 0 . 

Then M^ is an orbit of the group G generated by the fields (5.41), (5.42); the field 

2 ^ . ^ 
«2 = ^1-Z 2ZiZ2 T— 

OZ, (7Z2 

/s to be excluded. 

Proof. If Ь > 0, let us choose a new basis 
1 1 1 1 

^1 = -77 Wi , г;2 = - W2 + г- "з . 1̂3 = ^2 ^з , 

if Ь < О, с < О, consider the basis 

1 1 1 l/b 

Then (5.21) is satisfied and the theorem follows from Theorem 5.3 and Lemma 5.5. 

6. TRANSITIVE SUBMANIFOLDS M'* с ^̂ ^ 

In ^^, consider the complex coordinates z,- = x,- + iyii / = 1, 2, 3. The space ^^ 
be identified with ^ ^ in the usual way. Thus, {djdXi, д\ду^ is the basis of ^ ^ and the 
known endomorphism / : ^ ^ -> ^^, P = —id., is given by 

/_A. = A / A = : _ A - i = i 2 3 
dXi dyi ' aj;,- dXi ' 

In ^^ = m^, consider a real submanifold M^. Write т,„ = Г^(М'^) n /ТДМ^), 
ТДМ"^) being the tangent space of M"̂  at m e M"̂ . Suppose dim т^ = 2 /or eac/i 
m G Af*. In the principal fiber bundle R{M'^) of the frames over M'^, let us choose 
(locally) a section (т = (Î;I, Î;2, 1̂ 3,1̂ 4) in such a way that t;i(m) G т^ and Iv^ = Vi-
The section a = (w^, W2, W3, W4) having the same property, we have 

(6.1) Vi = (xwi — ßwi, V2 = ßy^i + aw2 , 

t;^ = ywi + ^W2 + (pW3 + l/̂ W4 , 

1̂4 = AWi + BW2 + CW3 + DW4 

with (a^ + ß^) {(pD - фС) Ф 0. 
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W e m a y w r i t e , •. , • . . ' • • . 

(6.2) [t;^, V2] = a^v^ + a2V2 + a^v^ + a4i;4 , 

[t^i, г;з] = h^v^ + b2V2 + Ьз1;з + ^4^4 , 

Ь^и ^A] = ^1^1 + ^2^2 + <̂ 3̂ 3 + <̂ 4̂ 4 . 

[^2^ ^3] = l̂̂ l̂ + ^2^2 + <̂ 3̂ 3 + <̂ 4̂ 4 . 

[г̂ 2. ^4] = ^1^4 + 2̂«̂ 2 + З̂̂ З̂ + 4̂Î̂ 4 . 

[1̂ 3, г;4] = fi^i + /2^2 + /з^^з + /4^̂ 4 . 

the functions a^, . . . , /4 satisfying the Jacobi identities 

(6.3) [v^, [v2, vi\] + [v2, [v^, v^J] + [v^, [v^, 1̂ 2]] - 0 , 
[Vu \У2. 1̂ 4]] + [^2, к , î^l]] + к , \УЪ ^1^ = о , 

[î i, [1̂ 3, ^AJ] + к , к , t̂ i]] + к , [t̂ i. ̂ з̂]] = о , 
[г̂ 2, [t^3. ^^4]] + {^ъ, к , г̂ 2]] + к , [̂ 2» ^з]] = о . 

Let р Е М^ be а fixed point, VQ = AQ vj^p) + Бо Î^2(P) ^'^p ^ given vector. Let us 
choose a vector field t; = Лг̂ ^ + Bv2 such that y(m) e т^ for each m e M"̂ , and sup­
pose v[p) = VQ. Then /t; = —Bvi + ^^2, and we have 

{y,Iv'] = [̂ 1̂ 1 + Bv2, —Bv^ + ^1^2] = 

= (•) t̂ l + (•) ^2 + ( ^ ' + ^^) («3t̂ 3 + «4̂ 4̂) . 

If J^l^ Ф 0, we do not have «3 = ^4 = 0. Thus, we are in the position to choose о in 
such a way that a^ = 0, a^ Ф 0. The space G^ (for which definition see § 1) is spanned 
by the vectors vj^p), V2{p), v^ip). Further, we have 

[v, [v, IvJ] =:{')v,+{')v2 + i')vs+ {Ab^ + Bd^) (A^ + B^) a^v^ . 

If L̂p-̂  Ф 0, we do not have b^ ^ d^ = 0. For the vector v' = d^v^ - ^4^2, lil\v') = 
= 0. Let us choose the section a in such a way that L^p\v2) = 0, i.e., J4 = 0, 64 Ф 0. 

Thus, we consider - over M"̂  - only sections a = (y^, V2, v^, V4) satisfying (6.2) 
with «4 = й?4 = 0, аз Ф 0, ^4 Ф 0. For any other section (т = (w^, W2, W3, W4) 
with the same property, we have (6.1) with ^ = 0, i/̂  = 0 and, of course, 

(6.3) [wi, W2] = ^1^1 + 2̂>̂ 2 + аз\Уз , . . . , 

[W3, W4] ==/iWi +/2W2 +/3W3 +/4W4. 

Now, 

[vu ^2] = [awi, 0CW2] = (•) Wi + (•)^2 + «2^3W3 = 

= (•) Wi + (•) W2 + (̂ о^з^з » 
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[^u ^з] = [awi, yWi + ÔW2 + (pw^] = (•) Wi + (•) W2 4- (•) W3 + a(p£4W4 = 

= (•) Wi + (•) W2 + (•) W3 + Db4W4 , 

and we have oc^'a^ = <роз» ocpb^, = Db4.. The section a may be chosen in such a way 
that «3 = 1, 64 = 1; ^3 = £4 = 1 impHes <p = a^, D = a^. 

Over M"̂ , we thus consider sections a satisfying 

(6.4) [vi, 1̂ 2] = a^Vi + 021̂ 2 + ^3 » 

[üi, 1̂ 3] = bit^i + ^2^2 + Ьз^з + 1̂4 , 

[vu ^4] = c^v^ + C2V2 4- Сз1;з + 04^4 , 

[v2, v^] = div^ + d2V2 + d^v^ , 

[V2, V^] = ^ I Î ; I + 2̂1̂ 2 + ^3^3 + ^4^4 » 

[î^3, 1̂ 4] = / l t ^ l +/2t^2 +/3t^3 +/41^4. 

For another section д with the same properties, we have 

(6.5) awi 

Î ; . = 

Уз = ycoi + ÔW2 + â W3 , 

f4 = AWi + Bw2 4- CW3 4- â W4 , a Ф 0 . 
Now, 

^ 2 , ^з] = 

bu ^4] = 

awji, aw2] = oc{ocâi — W20i) w^ 4- a(aö2 4- w^a) W2 4- (x^w^ = 

a^i 4- 7) Wi 4- {oca2 4- <5) W2 4- oc^w^ , 

awi, ywi 4- >̂̂ 2 4- а̂ УУз] = 

) Wj + (•) W2 4- (2awia 4- <5 4- а^^з) У^З 4- â W4 = 

) Wi 4- (•) ^2 + (о̂ Ь̂з 4- С) W3 4- â W4 , 

aw2, ywj 4- ^H'2 4- a^vv3] = 

) Wj + (.) W2 4- (2aw2a - у 4- а^^з) н̂ з = 

0 ^ 1 4- (•)^2 + а '̂̂ з> з̂ . 

а>^ь y4wi 4- Bw2 4- a^W4] = 

•) Wj -I- (.) W2 4- (•) W3 4- a(3a^Wia 4- С 4- oc^C4) W4 = 

) ^1 4- (•) ^2 + (•) ^3 + а^С4>^4 » 
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and we obtain 

aw^a + cf}â2 = caai + à , 

— aw2a + 01}âi — ocui + y , 

2a^Wia + aô + а^Ьз = а^Ьз + С , 

2aw2(x — у + а (̂3з = а^з » 
3a^Wia + С 4- а^Сз = а^'с^. 

and 

За^ + а^(Ьз - 2^2) = а^(Ьз - ^аз) + С , 

— Зу + а^(Яз + 2ai) = а(^з + 2ai) , 

С + а^(с4 — З02) = а^(с4 — За2) — За5 . 

Thus we are in the position to choose a section a in such a way that 

(6.6) 63 = 2a2 , ^3 = "-2ai , C4 = 3a2 . 

a being another section satisfying (6.6), we have (6.5) with 

(6.7) у = Ô = С = 0. 

Now, 

[fi, t'a] = [awi, а^н^з] = a^^ — w^oc + (xBj) Wj 4- «^£2^2 + 

+ 2a^(wia + aa2) ^з + ci^^v^ = 

= (fe]L + ^ ) vvi + (afe2 + JB) W2 + 2a^a2^3 + ^^^4 > 

[Î;^, Г3] = [aw2, ос^^з] = ot^d^Wi + a^( —W3a + а^2) >̂ 2 + 2a^(w2a — оса^) w^ 

= aJ^Wj + а̂ 2>̂ 2̂ ~ 2a^fliW3 ; 

from these relations, we get 

a^g^ = ocb2 + В 
and 

a^(ßi - ^2) = a(bi - d2) + Л. 

The section cr may be chosen in such a way that 

(6.8) b2 = 0 , d2 = b,; 

a being another section with the same properties, we have (6.5) with (6.7) and 

(6.9) Л = Б = 0 . 
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Lemma 6.1. Let М^ а ^^ be а submanifold with dim т^ = 2, L^^^ ф О, L̂ ^̂  ф О 
for each реМ"^, Then there is a section о = (i^i, î2> ̂ з» ^4) ^/ ^(M'^) such that 
V2 = Ivi and 

(6.10) [i?!, 1̂ 2] = öii;i + ß2t^2 + ^3 . 

Ь ь ^з] = biî^i + 2021̂ 3 + Ч^ 

\Уи ^4] = <̂ iï̂ i + ^2^2 + ^3^3 + 3a2t;4 , 

[v2,1^3] = ^i^ï + bj^V2 - 2a^v^ , 

^ 2 . ^4] = eiV^ + 2̂1̂ 2 + ^3Î̂ 3 + 4̂*̂ 4 y 

[г^З. î^4] = / l l ^ l +/2Î^2 + / 3 ^ 3 + /4 Î^4-

â = (wi, W2, W3, W4) Ьешо' another section with the same properties, we have 

(6.11) Vi — aw I , V2 — ^W2 , î̂ 3 = a^W3, 1̂4 = a^W4 ; a Ф 0 . 

Now, 

[^1? ^2] = \p^\^ ^y^2\ = a(aöi — W2a) w^ + a(aa2 + w^a) W2 + а^уУз = 

= aa^Wj + aa2W2 + a^W3 , 

i.e., 

(6.12) W2a + aöj = a^ , w^a + aa2 = «2 ; 

[i?^, 1̂ 3] = [awi , а^ууз] = a^(--W3a + abj) w^ + 2a^(aa2 + ^^i^) ^ з + a^vv4 = 

= ab^Wj + 2а^а2Н'з + a^W4 , 
i.e., 

(6.13) -aw3a + a^Si = b^ ; 

[t}^, v^ = [awi, a^W4] = a^(-W4a + ac^) Wi + a'̂ C2W2 + а̂ С̂зН̂ з + 

+ 3a^(wia + aa2) W4 = aCiWi + ac2W2 + OL^'C^W^ + 3a^a2W4, 

i.e., 

(6.14) â C2 = C2 , а^Сз = c^ , 

(6.15) -a^W4a + a^Ci = c^ ; 

[г?2, v^l = [aw2, а̂ уУз] = (x^d^Wi + a^(->V3a + abi) W2 + 2a^(w2a - aâ^) w^ = 

= a^iWi + abiW2 — 2a^fliW3 , 

i.e., 

(6.16) oi4i = d, ; 

[t;^, t;^] = [aw2, a^W4] = ot'^ë^Wi + a^(-W4a + ae2) W2 + а'̂ з̂М з̂ + 

+ a^(3w2a + a^4) w^ = ae^Wj + (xe2W2 + а^^з^^з + â ^4W4 , 
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i.e., 

(6.17) a^^i = e^ , oc% = e^, 

a^(ci - 62) = Ci ~ e2, oc(3âi + ê^) = За^ + e^ 

by means of (6.15) and (6.12); 

[vs, y j = [a^W3, a^W4] = a^/iW^ + a /̂2W2 4- cc\~2w^(x + a/3) W3 + 

+ a'̂ (3w3a + а/з) w^ = ccf^w^ + 06/2^2 + cc%w^+ cc'f^w^ , 

i.e., 

(6.18) a^h = / 1 , oc^/2=/2 , 

а^(/з - 2c,) = /3 - 2c, , a\h + 3b,) = /4 + 3b, 

by means of (6.15) and (6.13). 

In what follows, let us restrict ourselves to manifolds M^ with dim G^M"^) > 4. 
Consider the equation (6.14,). If C2 Ф 0, we are able to speciaUze the section с in 
such a way that C2 = 1. We see at once that there is exactly one section a satisfying 
(6.10) with C2 = 1; in fact, we have a = 1 from C2 = C2 = 1. This section is clearly 
preserved by G{M'^), hence dim G{M^) ^ 4. Thus dim G{M'^) > 4 implies C2 = 0. 
From similar reasons, we get 

Lemma 6.2. Let M^ a ^^ be a submanifold with dim т^ = 2, li^^ 4= 0, L̂ ^̂  ф 0 
for each pe M^, suppose dim G^M"^) > 4. Then there exists a section G = (v,, t;2, 
1̂ 3,1̂ 4) such that V2 = Ivi and 

(6.19) [г;,, Vz] = a^v^ + a2̂ 2̂ + ^ъ . 

[ü,, v^'\ = bit;, + 2̂ 21̂ 3 + v^ , 

[i;,, Î;4] = c^v^ + 3a2i74 , 

[^2. г̂ з] = ^iî^2 - 2a,t;3 , 

[Î;2, ^4] = Ci^2 - 3ait;4 , 

[^3, v^~\ = 2C,Î;3 - 3b,i;4 . 

For another section д with the same properties, we have 

(6.20) Vi = aw, , V2 = aw2 , v^ = oc^w^, V4, = â W4 ; 
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further, 

(6.21) w^a + aâ2 = «2 » awaa — a^ß^ = — Ь̂  , 

W2a — aöi = —01, a'̂ W4a — a^Ci = —Ci . 

The functions a^, «2, bi, ĉ  satisfy 

(6.22) ^301 — t;2bi — a^bi = 0 , ^302 + ^i^i ~ ^2^1 "~ ^1 = 0 , 

у^«! + ^2^2 ~ bi = 0, v^a^ — V2C1 — la^Ci = 0 , 

v^a2 + v^Ci — 2a2Ci = 0 , v^bi — г̂ зС̂  — b^Ci = 0 . 

The equations (6.22) follow directly from (6.3). Consider now the system of partial 
differential equations 

(6.23) ViCc = (xa2 , V20i — —аа^ , 1̂ 3« = —ab^ , v^oc = — acj 

for a. Its integrability conditions are exactly (6.22), i.e., the system is completely 
integrable and its solution a is determined by the value a(mo) at a fixed point MQ G M"^. 
From this and from (6.21), we obtain 

Theorem 6.1. Let M"^ с ^^ be a submanifold with dim т^ = 2, L ĵ̂  ф 0, É^^ ф О 
for each p e M"^, dim G{M'^) > 4. Then there is a section a = (v^, V2, v^, v^) such 
that V2 = Ivi and 

(6.24) [v^, V2'] = v^ , [vi, v^l = 1̂4 , 

[vu V4] = [vi, v^] = [v2, ^4] = Ьз» v^] = 0. 

Any other section â of the same type is given by 

(6.25) Vi = awi , V2 = (XW2 , t̂ 3 = a^W3, V4. = a^w^. ; 0 Ф a = const. 

Hence, dim G(M^) = 5. 

It is obvious that two manifolds of the type described in this Theorem are (locally) 
Г-equivalent. 

Consider the manifold N"^ с ^^ given by 

(6.26) Z2 - Z2 = i{z^ - ZiY , Z3 - Z3 = (zi - ZiY . 

Considering it as a submanifold of ^^ , its equations are 

(6.27) y, = 2yl, y,= -Ay\; 
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here, Zi = Xi + ly .̂ On M^, consider the vector fields 

(6.28) ^^= ^4y, — - 6у2 — , 
ду1 ду2 ду^ 

OXi 0X2 0X3 

^3 = - 4 — + 2 4 ^ 1 — - , 
^ ^ 2 GX^ 

1̂4 = 24 — . 
5л'з 

It is easy to see that V2 = Iv^ and we have (6.23). Further, the vectors (6.27) are 
tangent to iV* at its points. Thus we have proved Theorem 1.2. 
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fakulta UK.) 

338 


		webmaster@dml.cz
	2020-07-02T23:02:13+0200
	CZ
	DML-CZ attests to the accuracy and integrity of this document




