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The aim of this paper is to show the links between the coincidence theory developed by J. Mawhin (see [8]) and the results obtained by L. Cesari and R. Kannan in [2], J. R. Ward, Jr. in [11], S. Ahmad in [1]. A result by J. Mawhin [9] is extended to Banach lattices, and a surjectivity result closely related to that by S. Fučík [5] is established.

1. SOME RESULTS ON LINEAR OPERATORS

Let \((X, \cdot |_X), (Z, \cdot |_Z)\) be real Banach spaces with the property that \(X \subseteq Z\) and there is an \(\varepsilon > 0\) such that

\[(1) \quad |x|_Z \leq \varepsilon |x|_X \quad \text{for all} \quad x \in X.\]

Hence \((X, \cdot |_X) \subseteq (Z, \cdot |_Z)\).

Let \(L: D(L) \subseteq X \to Z\) be a linear mapping which satisfies the following condition:

\((L_1)\) \(L\) is a Fredholm mapping of index zero, that is, (i) \(\ker L\) has a finite dimension;
(ii) \(\text{Im } L\) is closed and has a finite codimension such that \(\text{Ind } L = \dim \ker L - \dim \text{codim } \text{Im } L = 0\).

Then there exist continuous projectors \(P: X \to X, Q: Z \to Z\) such that

\[(2) \quad \text{Im } P = \ker L, \quad \ker Q = \text{Im } L\]

and

\[(3) \quad X = \ker L \oplus \ker P, \quad Z = \text{Im } Q \oplus \text{Im } L\]

as topological direct sums. Consequently, the restriction \(L_p\) of \(L\) to \(D(L) \cap \ker P\) is one-to-one and onto \(\text{Im } L\) so that its algebraic inverse \(K_p: \text{Im } L \to D(L) \cap \ker P\) is defined.

The properties of \(K_p\) will be determined by one of the following assumptions:

\((L_2)\) \(K_p: \text{Im } L \subseteq Z \to X\) is continuous.

\((L_2')\) There exists a continuous linear operator \(A: X \to Z\) such that \(L - A: D(L) \subseteq X \to Z\) is one-to-one and onto and such that the inverse operator \((L - A)^{-1}\).
$Z \to D(L) \subset X$ is continuous. This means that for some $M > 0$ and all $y \in Z$, 
\[ |(L - A)^{-1} y|_X \leq M|y|_Z. \]

**Lemma 1.** If the conditions (L₁), (L₂) hold, then

(i) both operators $L$, $L_p$ are closed;
(ii) the operator $K_p$ is continuous, that is, there exists a $\Lambda > 0$ such that for each $x \in D(L)$, $x = \tilde{x} + \check{x}$ with $\tilde{x} \in \ker L$, $\check{x} \in \ker P$,
\[ |\check{x}|_X \leq \Lambda |Lx|_Z. \]

**Proof.** (i) Since the proof of closedness of $L$ is similar to that of closedness of $L_p$, we only prove that the operator $L_p$ is closed. Let $\tilde{x}_n$ be a sequence in $D(L) \cap \ker P$ such that $\tilde{x}_n \to \tilde{x} \in \ker P$ in $X$ and $L\tilde{x}_n \to \tilde{y} \in Z$ for $n \to \infty$. By (L₂'), $A\tilde{x}_n \to A\tilde{x}$ in $Z$ and hence $(L - A)\tilde{x}_n \to \check{y} - A\check{x}$. Since $(L - A)^{-1}$ is continuous as a mapping from $Z$ to $X$, $(L - A)^{-1} (\tilde{y} - A\check{x})$ and thus, $\tilde{x} = (L - A)^{-1} (\tilde{y} - A\check{x}) \in D(L)$ as well as $(L - A)\tilde{x} = \check{y} - A\check{x}$ which implies $L\tilde{x} = \tilde{y}$.

(ii) By the closed graph theorem, $D(K_p) = \text{Im } L$ is a closed subset of the Banach space $Z$. Consequently, the continuity of $K_p$ follows from the closedness of the mapping $L_p$ which is the inverse of $K_p$.

Denote by $\|K_p\|$ the norm of the operator $K_p$.

(L$_2'$) There exists a continuous linear operator $A : X \to Z$ such that $L - A : D(L) \subset X \to Z$ is one-to-one and onto such that the inverse operator $(L - A)^{-1}$:

\[ Z \to D(L) \subset X \text{ is completely continuous}. \]

(L$_3$) The operator $K_p : \text{Im } L \subset Z \to X$ is completely continuous.

**Remark 1.** By Lemma 1, (L₁), (L₂) imply the assumptions (L₁), (L₂). The conditions (L₁), (L₂') guarantee that (L₁), (L₂') and (L₃) hold. In fact, if $y_n \in \text{Im } L$ is a bounded sequence and $\tilde{x}_n = K_p y_n$, then, by Lemma 1, $\tilde{x}_n$ is also bounded, and $(L - A)\tilde{x}_n = y_n - A\tilde{x}_n$ is a bounded sequence. Hence, by (L₂'), the sequence $\tilde{x}_n = (L - A)^{-1} (y_n - A\tilde{x}_n)$ contains a convergent subsequence and the implication $(L₁), (L₂') \Rightarrow (L₁), (L₃)$ is proved.

Further, we will assume

(L₄) $\text{Im } L \cap \ker L = \{0\}$

or a stronger condition

(L₄') $Z = \ker L \oplus \text{Im } L$.

A sufficient condition for (L₁), (L₂'), (L₃) and (L₄) will result from the following theorem. I will mean the identity on $Z$, while $q(A)$ and $\sigma(A)$ will denote the resolvent set and the spectrum, respectively, of a linear operator $A : D(A) \subset Z \to Z$.

**Theorem 1.** Let $(Z, |\cdot|_Z)$ be an infinitely dimensional real Banach space, let $L : D(L) \subset Z \to Z$ be a linear mapping such that

(H$_0$) for some $\lambda \in (-\infty, \infty)$ the operator $L - \lambda I$ is one-to-one and onto $Z$, $(L - \lambda I)^{-1}$ is completely continuous on $Z$.

and

(L₄) $\text{Im } L \cap \ker L = \{0\}$.  
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Denote by \( \{ \lambda_n \} \) the sequence of all eigenvalues of \((L - \lambda I)^{-1}\) (it may be finite or even void) and by \( \{ x_n \} \) the corresponding sequence of eigenvectors of \((L - \lambda I)^{-1}\), where each term \( \lambda_n \) occurs in the sequence \( \{ \lambda_n \} \) so many times as its multiplicity indicates.

Then the following statements are true:

(i) The operator \( L \) is closed, its resolvent set \( \varrho(L) \) is non void and for each \( \lambda_0 \in \varrho(L) \) the resolvent \((L - \lambda_0 I)^{-1}\) is a completely continuous operator defined everywhere on \( Z \).

(ii) The spectrum \( \sigma(L) \) consists of the eigenvalues \( \mu_n = \lambda + 1/\lambda_n \) of \( L \) only, and \( x_n \) are the corresponding eigenvectors.

(iii) \( L \) is a Fredholm mapping.

(iv) \( Z = \ker L \oplus \text{Im } L \).

Remark 2. By the Riesz-Schauder theory, [12], p. 284, \( \sigma((L - \lambda I)^{-1}) \) consists of an at most countable set of points of the complex plane with at most one accumulation point which may be 0. Clearly \( 0 \in \sigma((L - \lambda I)^{-1}) \), but it is not an eigenvalue of \((L - \lambda I)^{-1}\). Each nonzero number of \( \sigma((L - \lambda I)^{-1}) \) is an eigenvalue of \((L - \lambda I)^{-1}\) of finite multiplicity (there exist only finitely many linearly independent eigenvectors of \((L - \lambda I)^{-1}\) corresponding to a given eigenvalue).

Proof of the theorem. (i) By \((H_0)\), \( \lambda \in \varrho(L) \). Further, \((H_0)\) implies that \((L - \lambda I)^{-1}\) is a closed operator and thus, \( L - \lambda I \) is closed, too. The sum of a closed and of an everywhere (on \( Z \)) continuous operator is closed and therefore \( L = (L - \lambda I) + \lambda I \) is closed.

Let \( \lambda_0 \in \varrho(L) \). Then \( L - \lambda_0 I \) is a closed operator, its inverse \((L - \lambda_0 I)^{-1}\) is continuous, hence, by Theorem 4.2-E in [10], p. 174, the range \( \text{Im } (L - \lambda_0 I) \) of \( L - \lambda_0 I \) is a closed subset of \( Z \). Since it is dense in \( Z \), it is equal to \( Z \). Therefore we can apply the resolvent identity (Theorem 5.1-C in [10], p. 245)

\[
(L - \lambda_0 I)^{-1} - (L - \lambda I)^{-1} = (\lambda_0 - \lambda) (L - \lambda I)^{-1} \circ (L - \lambda_0 I)
\]

and again by \((H_0)\), \( (L - \lambda_0 I)^{-1} \) is completely continuous.

(ii) Consider the operators \((L - \lambda I)^{-1}\) and \((L - \lambda I)\). By \((H_0)\), 0 is not an eigenvalue of \((L - \lambda I)^{-1}\) and \( 0 \in \varrho(L - \lambda I) \). Further, \( \lambda_n \) is an eigenvalue of \((L - \lambda I)^{-1}\) and \( x_n \) is the corresponding eigenvector of this operator iff \( x_n = 1/\lambda_n \) is an eigenvalue of the operator \( L - \lambda I \) and \( x_n \) is its eigenvector. Consequently, \( \mu_n = \lambda + 1/\lambda_n \) are eigenvalues of \( L \), \( x_n \) are the corresponding eigenvectors, and there are no other eigenvalues of \( L \).

Let \( \mu = (\lambda + v) \in C \), where \( v \neq 0 \), \( v \neq 1/\lambda_n \). We can write

\[
L - (\lambda + v) I = \left[ \frac{1}{v} I - (L - \lambda I)^{-1} \right] \circ v(L - \lambda I)
\]

and since \( 1/v \neq \lambda_n \), the operator

\[
\frac{1}{v} I - (L - \lambda I)^{-1}
\]
is one-to-one. Therefore

\[ [L - (\lambda + v)I]^{-1} = \frac{1}{v} (L - \lambda I)^{-1} \circ \left[ \frac{1}{v} I - (L - \lambda I)^{-1} \right]^{-1} \]

and, by Theorem 5.5-F in [10], p. 266,

\[ \left[ \frac{1}{v} I - (L - \lambda I)^{-1} \right]^{-1} \]

is continuous on \( Z \). Hence \( \mu \in \varrho(L) \). The statement is proved.

(iii) If \( 0 \in \varrho(L) \), then by (i), \( L \) is one-to-one, \( \text{Im} \ L = Z \) and hence (iii) and (iv) are true. Thus we will consider the nontrivial case \( 0 \in \sigma(L) \).

Let \( \sigma_e(L) \) be the extended spectrum of the operator \( L \). If \( L \) were bounded, then so would be \( L - \lambda I \), and \( I = (L - \lambda I) \circ (L - \lambda I)^{-1} \) would be compact which contradicts the fact that \( Z \) is an infinitely dimensional Banach space. Hence \( \sigma_e(L) = \sigma(L) \cup \{ \infty \} \). Since \( 0 \) is an isolated point of \( \sigma_e(L) \), the sets

\[ \sigma_1 = \{ 0 \}, \quad \sigma_2 = \sigma_e(L) - \sigma_1 \]

are two spectral sets of the operator \( L \). Denote by \( E_{\sigma_1}, E_{\sigma_2} = I - E_{\sigma_1} \) the corresponding projections and let \( Z_1 = \text{Im} \ E_{\sigma_1}, Z_2 = \text{Im} \ E_{\sigma_2} \) be their ranges. Then \( Z_1, Z_2 \) are closed vector subspaces of \( Z \) and

(4) \[ Z = Z_1 \oplus Z_2. \]

Let \( L_1 = L|_{D(L) \cap Z_1}, L_2 = L|_{D(L) \cap Z_2} \). Then \( L \) is reduced by the subspaces \( Z_1, Z_2 \) and by Theorem 5.4-A, [10], p. 256,

(5) \[ D(L) = D(L_1) \oplus D(L_2), \quad \text{Im} \ L = \text{Im} \ L_1 \oplus \text{Im} \ L_2 \]

and

\[ \text{Im} \ L_1 \subset Z_1, \quad \text{Im} \ L_2 \subset Z_2. \]

Since \( L \) has only the point spectrum by Theorem 5.7-B, [10], p. 283, the operators \( L_1, L_2 \) have the same property and \( \sigma_e(L_i) = \sigma_i, i = 1, 2 \). As \( \infty \notin \sigma_1 \), \( D(L_1) = Z_1 \) and \( L_1 \) is continuous on \( Z_1 \), \( 0 \) is the unique eigenvalue of \( L_1 \). The operator \( L_1 - \lambda I \): \( Z_1 \to Z_1 \) is also bounded, and \( (L_1 - \lambda I)^{-1} \circ (L_1 - \lambda I) = I \big|_{Z_1} \) is compact. Therefore

(6) \[ Z_1 \text{ is a finitely dimensional vector subspace of } Z. \]

As to the operator \( L_2, L_2: D(L_2) \subset Z_2 \to Z_2 \), we have \( 0 \notin \sigma_e(L_2) \), hence \( 0 \in \varrho(L_2) \).

Since the reduction of a closed operator to a closed vector subspace is again a closed operator, \( L_2 \) is closed and the relation \( 0 \in \varrho(L_2) \) implies that the inverse operator \( L_2^{-1} \) exists. Moreover, it is continuous and again by Theorem 4.2-E, [10], p. 174, \( \text{Im} \ L_2 = Z_2 \). So we have

\[ L_2: D(L_2) \subset Z_2 \to Z_2, \quad L_2 \text{ is one-to-one and onto } Z_2, \]

and

(7) \[ Z = Z_1 \oplus \text{Im} \ L_2. \]
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Two cases should be considered. If $L_1x = 0$ for all $x \in Z_1$, then by (7),

$$Z = \ker L_1 \oplus \Im L_2.$$  

Let $Lx = 0$. Then $x = x_1 + x_2$, $x_1 \in \ker L_1$, $x_2 \in \Im L_2$, and $Lx_2 = 0$, which implies $L_2x_2 = 0$ and $x_2 = 0$. Thus $\ker L \subset \ker L_1 = Z_1$ and since $\ker L_1 \subset \ker L$ is obviously true, $\ker L = \ker L_1$. By (5) we have $\Im L = \Im L_2$ and, by virtue of (8), the last two equalities give

$$Z = \ker L \oplus \Im L.$$  

Thus, $L$ is a Fredholm mapping of index zero.

Suppose now that $\ker L_1 = Z_1$. Then for an $x \in \ker L$ we have $L^\epsilon x/\epsilon^n = 0$ for any $\epsilon > 0$ and $n \geq 1$. Hence $\lim_{\epsilon \to 0} (L^\epsilon x/\epsilon^n) = 0$ for each $\epsilon > 0$. By Lemma 5.8-C, [10], p. 292, this implies that $x \in Z_1$ and thus $\ker L \subset Z_1$. In view of (6), this implies that $\ker L$ is a finite-dimensional vector space and $L_{12}$ is one-to-one. Hence $L_{12}$ maps $Z_{12}$ onto $Z_{12}$, $Z_{12} = \Im L_{12} = \Im L_1$, and we have $Z = \ker L \oplus \Im L_2$. By (4), (7), (5), $Z = Z_1 \oplus Z_2 = \ker L \oplus \Im L_1 \oplus \Im L_2 = \ker L \oplus \Im L$. As (9) is true, each class of the factor space $Z|_{\Im L}$ is a set $z_1 + \Im L$ where $z \in \ker L$. Hence $\dim \ker L = \dim Z|_{\Im L} = \text{codim} \Im L$. Since $\ker L$ has a finite dimension and $\Im L$ is closed, $L$ is a Fredholm mapping of index zero.

Remark 3. If we replace (H$_0$) by a stronger assumption (compare with [11], p. 233)

(H$_1$) for some $\lambda \in (-\infty, \infty)$ the operator $L - \lambda I$ is one-to-one and onto $Z$, $\left( L - \lambda I \right)^{-1}$ is completely continuous as a mapping from $Z$ into $X$;

then this condition implies (L$_2^*$) and, in view of Theorem 1, (H$_1$) and (L$_4$) imply the conditions (L$_1$), (L$_2^*$), (L$_3$) and (L$_4$).

2. EXISTENCE STATEMENTS

Let $F : X \to Z$ be a mapping which is continuous and bounded, i.e., $F$ maps bounded sets into bounded sets. The existence statements for such a mapping will be based on a lemma which follows from Theorem IV.3 and Proposition II.18 in [8], pp. 43 and 22.

Lemma 2. Let the following conditions be satisfied. $X$ and $Z$ are real normed vector spaces, $L : D(L) \subset X \to Z$ is a Fredholm mapping of index zero, $\Omega$ is an open bounded subset of $X$ such that $0 \in \Omega$, $\Omega$ is symmetric with respect to 0. Further, $F : \bar{\Omega} \to Z$ is an $L$-compact mapping, $G : \bar{\Omega} \to Z$ is an $L$-compact mapping which is odd and such that $0 \notin (L - G)(D(L) \cap \partial \Omega)$ where $\bar{\Omega}$ is the closure of $\Omega$ and $\partial \Omega$ is the boundary of $\Omega$ (with respect to $X$).
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Further, let
\[ \lambda (L - F) x + (1 - \lambda) (L - G) x \neq 0 \text{ for all } (x, \lambda) \in (D(L) \cap \partial \Omega) \times (0, 1). \]

Then the equation
\[ Lx = Fx \]
has at least one root in \( D(L) \cap \overline{\Omega} \).

We recall that \( F : \overline{\Omega} \rightarrow Z \) is \( L \)-compact iff \( Q \circ F \) is continuous, \( (Q \circ F)(\overline{\Omega}) \) is bounded and \( K_P \circ (I - Q) \circ F \) is compact, where \( Q \) and \( K_P \) have the meaning as above.

**Theorem 2.** Let \( L \) satisfy the conditions \( (L_1), (L_3) \) and \( (L_4) \) and let \( F \) fulfill the following conditions:
\((F_1)\) There exist constants \( a, b > 0 \) such that
\[ a \|K_P\| < 1 \]
and
\[ |Fx|_Z \leq a|\bar{x}|_X + b \]
for all \( x = \bar{x} + \bar{x} \in D(L) \) with \( \bar{x} \in \ker L, \bar{x} \in \ker P \);
\((F_2)\) Let \( \varepsilon = \pm 1 \) and denote \( R_1 = \|K_P\| b/(1 - \|K_P\| a) \). There exists an \( R_2 > 0 \) with the following property: for all \( x = \bar{x} + \bar{x} \in D(L) \) and \( k \in \mathbb{R} \) such that
\[ |\bar{x}|_X \geq R_2, |\bar{x}|_X < R_1 \]
and
\[ \varepsilon F(\bar{x} + \bar{x}) + k \bar{x} \in \text{Im } L \]
one has
\[ k \leq 0. \]

Then the problem (10) has at least one solution.

**Proof.** First of all we assert that \( F \) is \( L \)-completely continuous on \( X \). This means that \( F \) is \( L \)-compact on each bounded subset of \( X \). The same is true for the mapping \( G : X \rightarrow Z \) which is defined by
\[ Gx = \varepsilon \frac{b}{2} \frac{1}{1 + |\bar{x}|_Z} \bar{x}, \quad x = \bar{x} + \bar{x}, \quad \bar{x} \in \ker L, \quad \bar{x} \in \ker P. \]

We see that \( G \) is odd and \( L \)-completely continuous.

Now we shall show that the set of all possible solutions of the family of equations
\[ Lx = (1 - \lambda) Gx + \lambda Fx, \quad \lambda \in [0, 1) \]
is a priori bounded independently of \( \lambda \). Let \( \lambda \in [0, 1) \) and let \( x \) be a possible solution of (14). Denote \( x = \bar{x} + \bar{x} \in \ker L, \bar{x} \in D(L) \cap \ker P \). Then by \((F_1)\),
\[ |Lx|_Z \leq (1 - \lambda) \frac{b}{2} \frac{|\bar{x}|_Z}{1 + |\bar{x}|_Z} + \lambda (a|\bar{x}|_X + b) < a|\bar{x}|_X + b. \]

Hence \((L_2)\) gives
\[ |\bar{x}|_X \leq \|K_P\||Lx|_Z < \|K_P\| a|\bar{x}|_X + \|K_P\| b, \]
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which yields
\begin{equation}
|\tilde{x}|_X < R_1.
\end{equation}

$R_1$ does not depend on $\lambda$. (14) implies
\begin{equation}
(1 - \lambda) \varepsilon b \frac{1}{21 + |\tilde{x}|_Z} \tilde{x} + \lambda F(\tilde{x} + \tilde{x}) \in \text{Im } L.
\end{equation}

If $\lambda = 0$, then $\tilde{x} \in \text{Im } L \cap \ker L$ and, by (L4), $\tilde{x} = 0$. For $0 < \lambda < 1$ we have
\begin{equation}
F(\tilde{x} + \tilde{x}) + \frac{1 - \lambda}{\lambda} \varepsilon b \frac{1}{21 + |\tilde{x}|_Z} \tilde{x} \in \text{Im } L.
\end{equation}

By (F2),
\begin{equation}
|\tilde{x}|_X < R_2.
\end{equation}

Now we choose $\Omega = \{x \in X: x = \tilde{x} + \tilde{x}, \tilde{x} \in \ker L, \tilde{x} \in \ker P, |\tilde{x}|_X < R_2, |\tilde{x}|_X < R_1\}$. Then we see that all assumptions of Lemma 2 are satisfied and hence there is a solution of (10) in $\Omega$.

Remark 4. In [2], L. Cesari and R. Kannan have proved an existence theorem. In that theorem $X = Z = S$ and $S$ is a real separable Hilbert space with the inner product $(\cdot, \cdot)$ and the norm $|\cdot|$. Further, $P = Q$ and the assumptions (L1), (L2), (L3) and (L4) are satisfied. The condition (F1) is supposed with $a = 0$ ($F(S)$ is bounded) and instead of (F2) the following assumption is used.

(F2) Let $\varepsilon = \pm 1$ and denote $R_1 = \|K_p\| b$. Then there exists an $R_2 > 0$ such that for all $x \in S$, $x = \tilde{x} + \tilde{x}$, $\tilde{x} \in \ker L$, $\tilde{x} \in \ker P$, $|\tilde{x}|_S \geq R_2$, $|\tilde{x}|_S \leq R_1$ we have
\begin{equation}
(\varepsilon F(\tilde{x} + \tilde{x}), \tilde{x}) \geq 0.
\end{equation}

We show that (F2) implies (F2) if $P$ is an orthogonal projection. Indeed, the condition (12) is equivalent to $(\varepsilon F(\tilde{x} + \tilde{x}) + k\tilde{x}, \tilde{x}) = 0$, since $PS = \ker L$ and $(I - P) S = = \text{Im } L$ are orthogonal to each other (Theorem 1, [12], p. 82). Then (18) implies (13). Hence Theorem 2 extends the result of the Cesari and Kannan theorem.

Remark 5. Theorem 2 still holds if the conditions (F1) and (F2) are replaced by the conditions (F3), (F4) given below, from which (F3) is weaker than (F1), but (F4) is stronger than (F2).

(F3) There exist constants $a, b > 0$ such that (11) holds and
\begin{equation}
|F(x)|_Z \leq a|x|_X + b
\end{equation}
for all $x = \tilde{x} + \tilde{x} \in D(L)$ with $\tilde{x} \in \ker L$, $\tilde{x} \in \ker P$.

(F4) Let $\varepsilon = \pm 1$ and denote $R_1 = \|K_p\| b/(1 - \|K_p\| a), d = \|K_p\| a/(1 - \|K_p\| a)$. There exists an $R_2 > 0$ with the following property: for all $x = \tilde{x} + \tilde{x} \in D(L)$ and $k \in R$ such that
\begin{equation}
|\tilde{x}|_X \geq R_2, \quad |\tilde{x}|_X < d|\tilde{x}|_X + R_1
\end{equation}
and (12) holds, the inequality (13) is true.
Indeed, by (F₃), for each solution \( x = \bar{x} + \tilde{x} \) of (14) we have instead of (15) the inequality

\[
|\tilde{x}|_X \leq \|K_P\| a|\bar{x}|_X + \|K_P\| b.
\]

Since \( |x|_X \leq |\bar{x}|_X + |\tilde{x}|_X \), this solution satisfies \( |\tilde{x}|_X \leq d|\bar{x}|_X + R_1 \). Now either \( |\tilde{x}|_X < R_2 \) and we proceed similarly as in the proof of Theorem 2 or \( |\tilde{x}|_X \geq R_2 \). By (F₄), the last case cannot arise as can be easily seen by inspecting (17).

Instead of (F₃) and (F₄) a couple of modified assumptions can be used. Thus the following theorem is true.

**Theorem 3.** Let \( L \) satisfy the conditions (L₁), (L₃) and (L₄) and let \( F \) fulfil the conditions

(F₅) there exist constants \( a, b > 0 \) such that

\[
|Fx|_Z \leq a|x|_X + b
\]

for all \( x = \bar{x} + \tilde{x} \in D(L) \) with \( \bar{x} \in \ker L, \tilde{x} \in \ker P \);

(F₆) let \( \varepsilon = \pm 1 \) and \( d_1 > 0 \). The constant \( a \) in the assumption (F₅) satisfies

\[
a < \frac{1}{\|K_P\|} \frac{d_1}{1 + d_1}.
\]

There exists an \( R_2 > 0 \) with the following property: for all \( x = \bar{x} + \tilde{x} \in D(L) \) and \( k \in R \) such that

\[
|\tilde{x}|_X \geq R_2, \quad |\bar{x}|_X \leq d_1|\tilde{x}|_X
\]

and (12) holds, the inequality (13) is true.

Then the problem (10) has at least one solution.

**Proof.** With respect to Remark 5 it suffices to show that (F₃) and (F₄) are satisfied. Clearly (19) implies (11). Thus (F₃) holds. Put \( R_1 = \|K_P\| b/(1 - \|K_P\| a) \), \( d_1 = K_P/(1 - \|K_P\| a) \). Then \( d < d_1 \) and since the inequality \( d|\tilde{x}|_X + R_1 \leq \leq d_1|\tilde{x}|_X \) holds for all sufficiently great \( |\tilde{x}|_X \), (F₄) is satisfied as well.

**Corollary 1.** Let \( X = Z = S \) be a real Hilbert space with the inner product \((\cdot, \cdot)\) and the norm \( |\cdot|_S = |\cdot|_X = |\cdot|_Z \). Let \( L \) satisfy the conditions (L₁), (L₃) and (L₄), let \( P : S \to \ker L \) be the orthogonal projection, and let \( F \) satisfy the conditions (F₅), and

(F₇) let \( \varepsilon = \pm 1 \), and \( d_1 > 0 \). The constant \( a \) in the assumption (F₅) satisfies

(19) and there exists an \( R_2 > 0 \) such that for all \( x = \bar{x} + \tilde{x} \in D(L) \) with \( \tilde{x} \in \ker L, \bar{x} \in \ker P \),

\[
|\tilde{x}|_S \geq R_2, \quad |\bar{x}|_S \leq d_1|\tilde{x}|_S
\]

(18) is true.

Then the problem (10) has at least one solution.

**Proof.** Similarly as in Remark 4 we get that (F₆) is satisfied.

With help of this corollary the following theorem on surjectivity can be proved which is closely related to that in [5], p. 74, given by S. Fučík.
**Theorem 4.** Let $X, Z, S, L$ and $P$ satisfy the same conditions as in Corollary 1 and let $F$ satisfy the conditions $(F_5)$.

$(F_5)$ let $\epsilon = \pm 1$. There exists a $d_1 > 0$ satisfying the following condition: For any $K > 0$ we have a $t_K > 0$ such that

$$
(\epsilon F(t(\bar{y} + \bar{y})), \bar{y}) \geq K
$$

for all $t \geq t_K$, $|\bar{y}|_S = 1$, $\bar{y} \in \ker L$, $\bar{y} \in D(L) \cap \ker P$, $|\bar{y}|_S \leq d_1$. The constant $a$ in the assumption $(F_5)$ satisfies (19).

Then the equation

$$
Lx = Fx + h
$$

has a solution $x \in D(L)$ for each $h \in S$.

**Proof.** Let $h \in S$ be arbitrary but fixed. It is sufficient to show that the equation $Lx = Gx$ is solvable, where $Gx = Fx + h$ for each $x \in S$. Clearly $G$ is continuous and bounded. Further, $|Gx|_S \leq a|x|_S + (b + |h|_S)$ for each $x \in S$. Thus $G$ satisfies $(F_5)$. As to $(F_7)$, we proceed as follows. $S$ is reflexive, therefore by the Eberlein-Shmulian theorem, there exist real numbers $k_1, k_2$ such that

$$
k_1 = \min_{\bar{y} \in \ker L} \left( h, \bar{y} \right), \quad k_2 = \max_{\bar{y} \in \ker L} \left( h, \bar{y} \right).
$$

Clearly $k_1 \leq 0$, $k_2 \geq 0$. Denote $-K_1 = \min(k_1, -1)$, $K_2 = \max(k_2, 1)$. Consider the case $\epsilon = 1$. Since $K_1 > 0$, by $(F_5)$ there exists a $t_{K_1} > 0$ with the above mentioned properties. Put $R_2 = t_{K_1}$ and consider an arbitrary $x = \bar{x} + \tilde{x} \in D(L)$ with $\tilde{x} \in \ker L$, $\bar{x} \in \ker P$, $|\bar{x}|_S \geq R_2$, $|\bar{x}|_S \leq d_1|\bar{x}|_S$. We denote $|\bar{x}|_S = t$ and define $\bar{y}, \bar{y}$ by $\tilde{x} = t\bar{y}$, $\bar{x} = t\bar{y}$. Clearly $t \geq t_{K_1}$, $|\bar{y}|_S = 1$, $\bar{y} \in \ker L$, $\bar{y} \in D(L) \cap \ker P$, $|\bar{y}|_S \leq d_1$. Then (20) yields

$$
(G(\bar{x} + \bar{x}), \bar{x}) = (G(t(\bar{y} + \bar{y})), t\bar{y}) = t[(F(t(\bar{y} + \bar{y})), \bar{y}) + (h, \bar{y})] \geq
$$

$$
\geq t[|F(t(\bar{y} + \bar{y})), \bar{y})| - K_1] \geq 0
$$

and hence $(F_7)$ is satisfied. In the case $\epsilon = -1$ we put $R_2 = t_{K_2}$ and proceed similarly. For a suitable $x = \bar{x} + \tilde{x}$ we come to the inequality

$$
(\epsilon G(\bar{x} + \tilde{x}), \bar{x}) = t[\epsilon F(t(\bar{y} + \bar{y})), \bar{y}) + \epsilon(h, \bar{y})] \geq
$$

$$
\geq t[\epsilon F(t(\bar{y} + \bar{y})), \bar{y}) + \epsilon K_2] \geq 0
$$

and again $(F_7)$ holds. By Corollary 1 the theorem follows.

**Theorem 5.** Let $L$ satisfy the conditions $(L_1), (L_3)$ and $(L_4)$. Let $F$ satisfy the condition

$(F_9)$ let $\epsilon = \pm 1$. There exists an $R > 0$ with the following property: for all $x = \bar{x} + \tilde{x} \in D(L)$, $\bar{x} \in \ker L$, $\tilde{x} \in \ker P$ such that $|x|_X = R$ and (12) holds, the inequality (13) is true.

Then the problem (10) has at least one solution in $\bar{D} \cap D(L)$ where $\Omega = \{x \in X: |x|_X < R\}$. 
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Proof. Consider the mapping $Gx = \varepsilon k_1 x$, $k_1 > 0$, $x = \bar{x} + \tilde{x} \in X$, $\bar{x} \in \ker L$, $\tilde{x} \in \ker P$. $G$ is odd and $L$-completely continuous on $X$. By (L4), the only solution of $Lx = Gx$ is $x = 0$. As to the solutions of (14) for $0 < \lambda < 1$, they satisfy $\varepsilon Fx + + ((1 - \lambda)/\lambda) k_1 \tilde{x} \in \text{Im } L$ and, in view of (F9), they do not belong to the boundary $\partial \Omega$ of $\Omega$. By Lemma 2 the statement of the theorem follows.

**Corollary 2.** Let $X, Z, S, L$ and $P$ satisfy the same condition as in Corollary 1 and let $F$ fulfill the condition:

(F10) Let $\varepsilon = \pm 1$. There exists an $R > 0$ such that for all $x = \bar{x} + \tilde{x} \in D(L)$, $\bar{x} \in \ker L$, $\tilde{x} \in \ker P$ with $|x|_x = R$, (18) is true.

Then the problem (10) has at least one solution in $\bar{\Omega} \cap D(L)$ where $\Omega$ is defined above.

Proof. Similarly as in Remark 4, we get by (F10) that the implication "(12) implies (13)" is true and hence (F9) is satisfied.

**Remark 6.** In view of Remark 3 we see that Corollary 2 under the assumptions (H1), (L4) and (F10) brings a result which is similar to that of Theorem 1 in [11], p. 233.

3. EXISTENCE THEOREMS IN BANACH LATTICES

In this part we generalize a result given by J. Mawhin in [9]. Let $(Z, |\cdot|_Z, \preceq)$ be a real partially ordered Banach space with the positive cone $K = \{z \in Z: z \geq 0\}$. Further, let $(Z, |\cdot|_Z, \preceq)$ be a Banach lattice, that is, for each pair of elements $x, y \in Z$ there exist

$$\sup (x, y) = \text{ the l.u.b. of } x, y$$
and

$$\inf (x, y) = \text{ the g.l.b. of } x, y,$$

and for the modulus $|x|$ of the element $x \in Z$ which is defined by the relation

$$|x| = \sup (x, -x)$$

the statement

$(21)$ $|x| \preceq |y|$ implies $|x|_Z \preceq |y|_Z$

is true. In particular, $(22)$ if $|x| = |y|$, then $|x|_Z = |y|_Z$.

Further, for each $x \in Z$ we define

$$x^+ = \sup (x, 0), \quad x^- = \sup (-x, 0).$$

Since $\inf (x, 0) = -\sup (-x, 0)$, by [12], pp. 364–356 we have

$(23)$ $x = x^+ - x^-, \quad x = x^+ + x^-.$
Further,

\begin{align}
(24) & \quad |x| \geq 0 \text{, and } |x| = 0 \text{ iff } x = 0 , \\
(25) & \quad |x + y| \leq |x| + |y| , \quad |cx| = |c| |x| \text{ for each } c \in \mathbb{R} . \\
\end{align}

Since

\begin{align}
(26) & \quad x \geq 0 \text{ implies } |x| = x \\
\end{align}

and thus \(|(|x|)| = |x|\), by (22) we have

\begin{align}
(27) & \quad |x|_z = |x|_z . \\
\end{align}

Remark 7. In view of (21), (26), the cone \(K\) of the Banach lattice \(Z\) is normal by [3], p. 219, and by virtue of (23) it is reproducimg. Of course, it is minihedral as well.

**Lemma 3.** Let \(\psi : Z \to \mathbb{R}\) be a continuous, linear, strictly positive functional. Let

\begin{align}
(28) & \quad |x|_\psi = \psi(|x|) \text{ for each } x \in Z . \\
\end{align}

Then the following statements are true:

(i) \(|\cdot|_\psi\) is a norm defined on \(Z\) with the property

\begin{align}
(29) & \quad |x|_\psi \leq \|\psi\| |x|_z \\
\end{align}

where \(\|\psi\|\) is the norm of the functional \(\psi\) and hence, \((Z, |\cdot|_z)\) is continuously embedded into the linear normed space \((Z, |\cdot|_\psi)\).

(ii) \((Z, |\cdot|_\psi)\) is a Banach space iff there is a \(k > 0\) such that

\begin{align}
(30) & \quad \psi(|x|) \geq k |x|_z \text{ for all } x \in Z . \\
\end{align}

Proof. (i) By the strict positivity of the functional \(\psi\) and by (24) it follows that \(\psi(|x|) \geq 0, \quad \psi(|x|) = 0 \text{ iff } x = 0\). Further, (25) implies that \(\psi(|x + y|) \leq \psi(|x| + |y|) = \psi(|x|) + \psi(|y|), \quad \psi(|cx|) = \psi(|c| |x|) = |c| \psi(|x|)\). Hence the functional \(|\cdot|_\psi\) which is defined by (28) has all properties of the norm. Further, by (27), \(|x|_\psi = \psi(|x|) \leq \|\psi\| |x|_z = \|\psi\| |x|_z\) which proves (29).

(ii) In view of (29), the identity mapping \(\text{id} : (Z, |\cdot|_z) \to (Z, |\cdot|_\psi)\) is continuous as well as one-to-one. If \((Z, |\cdot|_\psi)\) is a Banach space, then by the Banach open mapping theorem, the inverse mapping \(\text{id}^{-1}\) is also continuous. This means that there is a \(k > 0\) such that

\begin{align}
(31) & \quad |x|_\psi \geq k |x|_z \text{ for all } x \in Z , \\
\end{align}

which in view of (28), (29) can be written in the form (30).

Conversely, if (30) and hence (31) is true, then (29) and (31) imply that the norms \(|\cdot|_z, |\cdot|_\psi\) are equivalent to each other.

Remark 8. By (24) and (26), the inequality (30) means that \(\psi(x) \geq k |x|_z\) for all \(x \in K\) and hence \((Z, |\cdot|_\psi)\) is a Banach space iff \(\psi\) is uniformly positive. Theorem 19.3 in [3], p. 222, asserts that a uniformly positive linear continuous functional on \(Z\) exists iff \(K\) allows plastering. Let us recall that the cone \(K\) allows plastering if there
exists a cone $K_1$ and a $c > 0$ such that the closed ball $B(x; c|x|_Z) = \{ y \in \mathbb{Z} : |y - x|_Z \leq c|x|_Z \} \subseteq K_1$ for all $x \in K - \{0\}$.

In addition to (1) and the conditions (L$_1$), (L$_4$) which are always assumed in this section, some of the conditions (L$_2$), (L$_2'$), (L$_3$) will be also used. Further, we shall use some of the following conditions:

(L$_5$) $\ker L = \text{span} \{ \mathcal{C} \}$ with $\mathcal{C} \in D(L) \cap (K - \{0\})$;

(L$_6$) there is a strictly positive, linear continuous functional $\psi: Z \to R$ such that

\begin{equation}
(32) \quad \text{Im } L = \ker \psi, \quad \psi(\mathcal{C}) = 1;
\end{equation}

(L$_6'$) there is a uniformly positive, linear continuous functional $\psi: Z \to R$ such that

(32) is true.

A sufficient condition for (L$_6$) is given by the following lemma.

**Lemma 4.** Let the conditions (L$_1$), (L$_4$) and (L$_5$) hold. Then $\psi: Z \to R$ is a linear, continuous, strictly positive functional satisfying (32) iff

\begin{equation}
(33) \quad \psi(c\mathcal{C} + \bar{x}) = c \quad \text{for each} \quad c \in R, \quad \bar{x} \in \text{Im } L
\end{equation}

and

\begin{equation}
(34) \quad \text{Im } L \cap K = \{0\}.
\end{equation}

Moreover, if $\psi$ is uniformly positive, then $K$ allows plastering and is strongly minihedral (i.e., every subset of $Z$ which is bounded from above has a supremum).

**Proof.** By (L$_4$) and (L$_5$) each element $x \in Z$ has a unique representation in the form $x = c\mathcal{C} + \bar{x}, \ c \in R, \ \bar{x} \in \text{Im } L$. Hence the linear functional $\psi$ satisfying (32) fulfils (33), and thus, if $x \in \text{Im } L \cap K$, then $\psi(x) = 0$, and by the strict positivity of $\psi$, $x = 0$ follows. Hence (34) is true. In the case that $\psi$ is uniformly positive, Remark 8 states that $K$ allows plastering. Then by Proposition 19.2, [3], p. 220, $K$ is fully regular and hence regular as well. ($K$ is regular if every increasing sequence which is bounded from above is convergent.) Since $\psi$ is strictly positive and continuous, by Theorem 6.1, [7], p. 46, $K$ is strongly minihedral.

Conversely, suppose that (33) and (34) are true. Then the functional $\psi$ determined by (33) is well defined. Its linearity follows directly from (33). Further, (33) implies (32). Let $x_n = \bar{x}_n + \bar{x}_n \in Z, \ \bar{x}_n \in \ker L, \ \bar{x}_n \in \text{Im } L, \ n = 1, 2, \ldots$, be a sequence such that $\lim x_n = x = \bar{x} + \bar{x}, \ \bar{x} \in \ker L, \ \bar{x} \in \text{Im } L$. As the projector $Q: Z \to Z$ is continuous, $Q(x_n) = \bar{x}_n \to Q(x) = \bar{x}$ and hence $\bar{x}_n = c_n\mathcal{C} \to c\mathcal{C}$ as $n \to \infty$. But this occurs iff $c_n \to c$ for $n \to \infty$. This implies that $c_n = \psi(c_n\mathcal{C} + \bar{x}_n) \to c = \psi(c\mathcal{C} + \bar{x})$ and the continuity of $\psi$ is proved.

Let $x = \bar{x} + \bar{x} \in K - \{0\}$. If $\bar{x} = c\mathcal{C} \neq 0$, then $c \neq 0$ and $\psi(c\mathcal{C} + \bar{x}) = c \neq 0$. The case $c < 0$ cannot occur, since otherwise $\mathcal{C} \in K, \ (c\mathcal{C} + \bar{x}) \in K$ would imply $\bar{x} \in K \cap \text{Im } L$ and hence, by (34), $\bar{x} = 0$ which would lead to $-\mathcal{C}, \mathcal{C} \in K$, therefore $\mathcal{C} = 0$ (by a property of the cone) which contradicts $c\mathcal{C} \neq 0$. Thus $\psi(c\mathcal{C} + \bar{x}) > 0$. In view of (34) the case $\bar{x} = 0$ cannot occur and the proof of the lemma is complete.
Remark 9. As the assumption \((L_\delta)\) indicates, in this section we are concerned with the case that the equation \(Lx = 0\) has a one dimensional space of eigenfunctions spanned over a nonnegative function \(\psi\). The problem when a strictly positive functional is uniformly positive will be illustrated in the following example.

Example. Let \(I = [0, 1]\), \(Z = L^1(I)\) with the usual norm \(\|\cdot\|_{L^1}\) and the usual ordering, \(\psi \in L^\infty(I)\) such that \(\psi(t) > 0\) a.e. in \(I\). Then \(\psi(x) = \int_I x(t) \psi(t) \, dt\) is a continuous, linear, strictly positive functional in \(L^1(I)\). Two cases may occur.

(i) There is a \(k > 0\) such that
\[
\psi(t) \geq k \quad \text{a.e. in } I .
\]
Then the norm
\[
|x|_{\psi} = \int_I |x(t)| \psi(t) \, dt \quad \text{for each } x \in L^1(I)
\]
satisfies the inequalities
\[
k|x|_{L^1} \leq |x|_{\psi} \leq |\psi|_{L^\infty} |x|_{L^1} ,
\]
and hence the norms \(\|\cdot\|_{L^1}, \|\cdot\|_{\psi}\) are equivalent on \(L^1(I)\). This implies that the space \(L^1_\psi(I) = (L^1(I), \|\cdot\|_\psi)\) is a Banach space.

(ii) For each \(n\) natural and the set \(S_n = \{t \in I: \psi(t) \leq 1/n\}\), the measure \(\mu(S_n) > 0\). Then the sequence
\[
y_n(t) = \begin{cases} 0 , & t \in I - S_n , \\
\frac{1}{\mu(S_n)} , & t \in S_n , \end{cases}
\]
Enjoy the properties
\[
|y_n|_{L^1} = 1 \quad \text{but} \quad |y_n|_{\psi} \leq \frac{1}{n} \quad \text{and hence } y_n \to 0 \quad \text{in } L^1_\psi(I) .
\]
Therefore the norms \(\|\cdot\|_{L^1}, \|\cdot\|_{\psi}\) are not equivalent. We show that \(L^1_\psi\) need not be complete. If \(1/\psi(t) \notin L^1(I)\), e.g. \(\psi(t) = t, t \in I\), each term of the sequence
\[
z_n(t) = \begin{cases} 1/\psi(t) , & t \in I - S_n , \\
0 , & t \in S_n , \end{cases}
\]
belongs to \(L^1(I)\),
\[
(35) \quad \left| \frac{1}{\psi(t)} - z_n(t) \right|_{\psi} = \int_{S_n} dt = \mu(S_n) .
\]
Since \([0, 1] \subset S_1 \subset S_2 \subset \ldots\), we have
\[
\mu(\bigcap_{n=1}^\infty S_n) = \lim_{n \to \infty} \mu(S_n)
\]
and, by \(\mu(\bigcap_{n=1}^\infty S_n) = 0\), we have \(\lim_{n \to \infty} \mu(S_n) = 0\). In view of (35), this implies that the
sequence \( \{ z_n \} \) is fundamental, but not convergent in \( L^1_\psi \). The space \( L^1_\psi \) is not a Banach space. Of course it may be completed.

We shall consider two cases. In the first case we assume that the functional \( \psi \) given by (33) is uniformly positive and hence the space \( (Z, | \cdot |_\psi) \) is a Banach space.

**Theorem 6.** Assume that \( L \) satisfies the conditions \((L_1), (L_2), (L_3), (L_4'), (L_5)\) and \((L'_6)\) and that \( F \) satisfies the conditions:

(F11) there exists \( a \in Z \) and \( \varepsilon = \pm 1 \) such that

\[
|Fx| \leq \varepsilon Fx + u \quad \text{for all} \quad x \in X;
\]

(F12) there exists \( \delta = \pm 1 \) and \( \varrho > 0 \) such that

\[
\delta [F(c \psi + \tilde{v})] \leq 0
\]

whenever \( c \leq -\varrho \) and \( |\tilde{v}|_X \leq \Lambda |u|_\psi \), and

\[
\delta [F(c \psi + \tilde{v})] \geq 0
\]

for every \( c \geq \varrho \) and \( |\tilde{v}|_X \leq \Lambda |u|_\psi \) where \( \tilde{v} \in D(L) \cap \text{Im} L \) and \( \Lambda \) is given in Lemma 1 in the space \( (Z, | \cdot |_\psi) \) which will be denoted by \( \bar{Z} \).

Then the problem (10) has at least one solution.

**Proof.** Denote \( \eta = |u|_\psi / \| \psi \| \) and put

\[
Gx = \frac{\delta \eta}{2(1 + |\bar{x}|_2)} \bar{x}, \quad x \in X, \quad x = \bar{x} + \bar{x}, \quad \bar{x} \in \ker L, \quad \bar{x} \in \text{Im} L.
\]

Then \( G \) is odd, \( L \)-completely continuous and

\[
|Gx|_Z \leq \frac{\eta}{2}.
\]

Again we have to find an apriori bound for all possible solutions of (14). Let \( \lambda \in [0, 1) \)
and let \( x \) be a solution of (14). Then in view of (32) we have

\[
0 = (1 - \lambda) \psi(Gx) + \lambda \psi(Fx)
\]

and by virtue of (25), (28), the strict positivity of the functional \( \psi \) and \((F_{11})\) we come to the inequality

\[
|Lx|_\psi \leq (1 - \lambda) |Gx|_\psi + \lambda \varepsilon \psi(Fx) + \lambda \psi(u).
\]

If we use (39), (29) and (38), we obtain

\[
|Lx|_\psi \leq (1 - \lambda) \frac{|u|_\psi}{2} - \varepsilon (1 - \lambda) \psi(Gx) + \lambda |u|_\psi \leq
\]

\[
\leq (1 - \lambda) \frac{|u|_\psi}{2} + (1 - \lambda) \| \psi \| |Gx|_Z + \lambda |u|_\psi \leq (1 - \lambda) |u|_\psi + \lambda |u|_\psi = |u|_\psi.
\]

In view of Lemma 3, the inequalities (29), (31) hold. Thus the conditions \((L_1), (L_2)'\)
and Lemma 1 are true not only in the space \( Z \), but also in \( \bar{Z} \). Hence, there is a \( \Lambda > 0 \)
such that $|\bar{x}|_X \leq A|Lx|_{\psi}$. This together with (40) gives

\begin{equation}
|\bar{x}|_X \leq A|u|_{\psi}.
\end{equation}

If we put $\bar{x} = c\delta$, then (41), (37) and the condition ($F_{12}$) for $c \leq -p$ imply

\[
\delta[(1 - \lambda) \psi(Gx) + \lambda \psi(Fx) - \psi(1 - \lambda) \frac{\eta}{2} \psi\left(\frac{1}{1 + |\bar{x}|_Z} c\delta\right) +
\]

\[
+ \lambda \delta \psi[F(c\delta + \bar{x})] \leq (1 - \lambda) \frac{\eta}{2} \left[1 + |\bar{x}|_Z\right]^{-1} c \leq -(1 - \lambda) \frac{\eta}{2} \left[1 + |\bar{x}|_Z\right]^{-1} p < 0
\]

so that (39) cannot hold. Similarly the assumption $c \geq p$ leads to a contradiction with (39). Hence we necessarily have $|c| < p$ and this together with (41) gives

\begin{equation}
|x|_X \leq |c\delta|_X + |\bar{x}|_X < p|\delta|_X + A|u|_{\psi},
\end{equation}

which completes the proof of the theorem.

Remark 10. The condition ($F_{11}$) says that $F$ is either bounded from below (when $\varepsilon = 1$) or from above (if $\varepsilon = -1$). In fact, in the first case (36) implies that $Fx \leq -|Fx| \leq Fx + u$ and hence $u \geq 0$ as well as $-Fx \leq |Fx| \leq Fx + u$ and

\[Fx \geq -\frac{u}{2} \quad \text{for all} \quad x \in X.\]

In the case $\varepsilon = -1$ we get that $u \geq 0$ and

\[Fx \leq \frac{u}{2} \quad \text{for all} \quad x \in X.\]

If the functional $\psi$ given by (33) is only strictly positive and thus $Z$ is not complete, then instead of ($L_2^\prime$) we have to assume a stronger condition:

($L_2^\prime$) There exists a continuous linear operator $A: X \to Z$ such that $L - A: D(L) \subset X \to Z$ is one-to-one and onto, and the inverse operator $(L - A)^{-1}: Z \to D(L) \subset X$ is continuous. This means that for some $M > 0$ and all $y \in Z$,

\begin{equation}
|(L - A)^{-1} y|_X \leq M|y|_{\psi}.
\end{equation}

Lemma 5. If the conditions ($L_1$), ($L_2^\prime$) hold, then $K_p$: Im $L \subset Z \to X$ is continuous, that is, there exists a $\Lambda > 0$ such that for each $x \in D(L), x = \bar{x} + \bar{x}$ with $\bar{x} \in \ker L$, $\bar{x} \in \ker P$ we have

\[|\bar{x}|_X \leq \Lambda|Lx|_{\psi}.
\]

Proof. Since $K_p = K_p \circ L\big|_{im L} = K_p \circ (L - A) \circ (L - A)^{-1}|_{im L}$, we can write

\begin{equation}
K_p = K_p \circ L\big|_{im L} = K_p \circ (L - A) \circ (L - A)^{-1}|_{im L} =
\end{equation}

\[= (I - P) \circ (L - A)^{-1}|_{im L} - K_p \circ A \circ (L - A)^{-1}|_{im L}.
\]

First we remark that on the basis of (29), the inequality (43) implies that

\[|(L - A)^{-1} y|_X \leq M\|\psi\|\|y\|_Z
\]

and hence ($L_2$) is fulfilled. Therefore, by Lemma 1, $K_p$ is continuous as a mapping.
from $Z$ into $X$. Since $(L - A)^{-1}$ is a continuous mapping from $\tilde{Z}$ into $X$, $I - P$ continuously maps $X$ into $X$ and $A$ is continuous as a mapping from $X$ into $Z$, (44) implies that $K_P$ continuously maps $\text{Im } L \subset \tilde{Z}$ into $D(L) \cap \ker P \subset X$.

**Theorem 7.** Assume that $L$ satisfies the assumptions $(L_1), (L_2), (L_3), (L_4), (L_5)$ and (34). Further, let $F$ satisfy the conditions $(F_{11})$ and $(F_{12})$. Then the problem (10) has at least one solution.

**Proof.** We proceed in the same way as in the proof of Theorem 6, arriving at the inequality (40). On the basis of Lemma 5, this inequality implies (41) which yields (42). This completes the proof of the theorem.

**Remark 11.** Theorems 6 and 7 are extensions of Mawhin's Theorem 1 in [9], p. 408, to Banach lattices. They use the same idea of proof. Nonetheless, it is useful to distinguish the case of a strictly positive functional $\psi$ from the case of a uniformly positive functional $\psi$.

4. **APPLICATION**

Consider the existence of a solution to the boundary value problem

$$x'' + n^2 x = f(t, x), \quad (45)$$
$$x(0) = 0, \quad x(\pi) = 0, \quad (46)$$

where $f \in C([0, \pi], R)$ and $n$ is a natural number.

Let $X = Z$ be the Banach space $C([0, \pi], R)$ with the sup-norm $\| \cdot \|$. Let $D(L) = \{ x \in X : x \in C^2([0, \pi], R), x$ satisfies (46) $\}$. Let the operators $L$ and $F$ be defined by

$$L: D(L) \subset X \to X, \quad x \mapsto x'' + n^2 x, \quad (47)$$
$$F: X \to X, \quad x \mapsto f(\cdot, x(\cdot)). \quad (48)$$

Then the problem (45), (46) takes the form (10). A little calculation yields

$$\ker L = \{ x \in X : x = c \sin nt, \ c \in R \} \quad (49)$$

and

$$\text{Im } L = \{ y \in X : \int_0^\pi y(t) \sin nt \ dt = 0 \} \quad (50)$$

The projectors $P: X \to \ker L, I - Q: X \to \text{Im } L$ are determined by the relations

$$(Px)(t) = \frac{2}{\pi} \sin nt \int_0^\pi x(t) \sin nt \ dt, \quad (51)$$
$$(Qx)(t) = (Px)(t) \quad \text{for each } x \in X \quad \text{and } \quad t \in [0, \pi]. \quad (52)$$

Then

$$X = \ker L \oplus \text{Im } L$$

and thus, the assumption $(L_4')$ is satisfied.

Consider the operator $K_P: \text{Im } L \to D(L) \cap \text{Im } L, \ y \mapsto x, \ x$ is the unique solution.
of the problem (46), \( x'' + n^2x = y(t) \), which satisfies the condition \( x \in \text{Im } L \). \( x \) has the form

\[
x(t) = c \sin nt + \frac{\sin nt}{n} \int_0^t \cos ns \ y(s) \, ds - \frac{\cos nt}{n} \int_0^t \sin ns \ y(s) \, ds,
\]

where \( c \) is determined by the condition \( \int_0^\pi x(t) \sin nt \, dt = 0 \).

Since

\[
\int_s^\pi \sin^2 nt \, dt = \frac{1}{2} \left[ (\pi - s) + \frac{1}{n} \sin ns \cos ns \right],
\]

\[
\int_s^\pi \sin nt \cos nt \, dt = -\frac{1}{2n} \sin^2 ns, \quad 0 \leq s \leq \pi,
\]

we have

\[
c = \frac{1}{\pi n} \left[ -\int_0^\pi (\pi - s) \cos ns \ y(s) \, ds - \frac{1}{n} \int_0^\pi \sin ns \ y(s) \, ds \right].
\]

Hence

(51) \quad \mathbf{K}_p \ y(t) = \int_0^t \mathbf{K}(t, s) \ y(s) \, ds, \quad 0 \leq t \leq \pi, \quad y \in \text{Im } L

where

(52) \quad \mathbf{K}(t, s) = \begin{cases} 
\frac{1}{\pi n} \left[ s \cos ns - \frac{1}{n} \sin ns \right] - \frac{1}{n} \sin nt \cos ns, & 0 \leq t \leq s \leq \pi, \\
\frac{1}{\pi n} \left[ s \cos ns - \frac{1}{n} \sin ns \right] - \frac{1}{n} \cos nt \sin ns, & 0 \leq s \leq t \leq \pi.
\end{cases}

**Theorem 8.** Let \( 0 < d_1 < 1 \). Suppose that there exist constants \( a > 0, b > 0 \) such that

(53) \quad |f(t, x)| \leq a|x| + b, \quad t \in [0, \pi], \quad x \in \mathbb{R},

and \( a \) satisfies (19) where \( \mathbf{K}_p \) is the operator given by (51), (52). Suppose that \( \varepsilon = \pm 1 \) and that there is an \( R_2 > 0 \) such that

(54) \quad \varepsilon \text{ sgn } A \int_0^\pi f\left[ t, A \sin nt + \bar{x}(t) \right] \sin nt \, dt \geq 0

for all \( A \) and \( \bar{x}(t) \in D(L) \cap \text{Im } L \) such that

(55) \quad |A| \geq R_2, \quad \|\bar{x}\| \leq d_1 |A|.

Then exists a solution of (45), (46).

**Proof.** By the above considerations, it follows that the operator \( L \) determined by (47) satisfies (L_1), (L_3) and (L_4). In view of (53), the operator \( F \) which is defined by (48) fulfills (F_5). On the basis of (49), (50), we have

\[
\varepsilon F(\bar{x} + \bar{x}) + k\bar{x} \in \text{Im } L \quad \text{iff} \quad \varepsilon \text{ sgn } A \int_0^\pi f\left[ t, A \sin nt + \bar{x}(t) \right] \sin nt \, dt + k|A| \frac{\pi}{2} = 0.
\]
Hence, by (54) and (19), the assumption \((F_0)\) is satisfied as well. Then, by Theorem 3, the result follows.

The following corollary gives a sufficient condition for (54) to be satisfied.

**Corollary 3.** Suppose that

(i) there exist numbers \(q \geq 0, 0 < \delta < \pi/2n\) and \(a_1 > 0\) such that for \(\varepsilon = \pm 1\)

(a) \(\varepsilon f(t, x) \text{ sgn } x \geq 0\) for each \(t \in [0, \pi], |x| \geq q\);

(b) there is a \(t^* \in [0, \pi)\) with the property \(\varepsilon f(t, x) \text{ sgn } x \geq a_1\) for each \(t \in [t^*, t^* + \delta]\) and each \(x, |x| \geq q\);

(ii) there are numbers \(M > 0, b > 0\) and numbers \(\varepsilon_0, K, d_1\) and \(a > 0\) which are determined by the relations

\[
(56) \quad \varepsilon_0 = a_1 \frac{\delta}{6} \sin \frac{\delta}{6}, \quad K = \max_{0 \leq \delta \leq \pi} \left| f(t, x) \right|, \quad d_1 = \min_{0 \leq \delta \leq \pi} \left( \frac{1}{2 \pi (K + M)} , \frac{1}{2} \sin \frac{\delta}{6} \right).
\]

\[
(19) \quad a < \frac{1}{\|K_P\|} \frac{d_1}{1 + d_1}
\]

where \(K_P\) is given by (51), (52), such that

(c) the function \(f(t, x)\) satisfies (53);

(d) \(|f(t, x)| \leq M\) for each \(t \in \bigcup_{l=0}^{n} \left[ \left( 2\pi l/n - \delta, (2\pi l/n) + \delta \right) \right] \cap [0, \pi]\) and each \(x, |x| \geq q\).

Then there exists a solution of (45), (46).

**Proof.** Only the case \(\varepsilon = 1\) will be proved. The case \(\varepsilon = -1\) can be dealt with in a similar way. In view of (56), \(0 < d_1 < 1\). Put \(R_2 = q/d_1\) and consider the function \(A \sin nt + \tilde{x}(t)\) with \(\tilde{x}(t) \in D(L) \cap \text{Im } L\) and such that (55) is true.

Let \(S_1 = \{ t \in [0, \pi]: |\sin nt| \geq 2d_1 \}. \) Then in view of (55), for \(t \in S_1\) we have

\[
\left| A \sin nt + \tilde{x}(t) \right| \geq 2|A| d_1 - \left| \tilde{x}(t) \right| \geq |A| d_1 \geq q \quad \text{and} \quad \text{sgn} [A \sin nt + \tilde{x}(t)] = = \text{sgn} (A \sin nt) = \text{sgn} A \text{ sgn } \sin nt, \text{ which by (a) implies that } f[t, A \sin nt + \tilde{x}(t)].
\]

. sin nt sign A \(\geq 0\) and hence \(\text{sgn} A \left[ f[t, A \sin nt + \tilde{x}(t)] \right] \sin nt dt \geq 0\). Consider the interval \([t^*, t^* + \delta]\). As \(\delta < \pi/2n\), the function \(\sin nt\) has at most one zero in this interval. Therefore one of the intervals \([t^*, t^* + \delta], [t^* + \frac{1}{4} \delta, t^* + \frac{3}{4} \delta], [t^* + \frac{1}{4} \delta, t^* + \delta]\), say \([t^*, t^* + \frac{1}{4} \delta]\), contains no zero of \(\sin nt\), and each point of that interval has the distance to the nearest zero point of \(\sin nt\) greater than or equal to \(\frac{1}{4} \delta\). Hence for \(t \in [t^*, t^* + \frac{1}{4} \delta]\) we have \(|\sin nt| \leq n \frac{1}{4} \delta \geq 2d_1\) and thus, \([t^*, t^* + \frac{1}{4} \delta] \in S_1\). Moreover, (b) implies that \(\text{sgn} A \left[ f[t, A \sin nt + \tilde{x}(t)] \right] \sin nt dt \geq a_1 \frac{1}{3} \delta \sin n \frac{1}{3} \delta.\)

This, with respect to (56), means that

\[
(57) \quad \text{sgn} A \int_{S_1} f[t, A \sin nt + \tilde{x}(t)] \sin nt dt \geq \frac{1}{2} \varepsilon_0.
\]

Now we denote \(S_2 = \{ t \in [0, \pi]: |\sin nt| < 2d_1 \}, S_3 = \{ t \in S_2: |A \sin nt + \tilde{x}(t)| \leq q \}, S_4 = \{ t \in S_2: |A \sin nt + \tilde{x}(t)| \geq q \}, \text{ sgn} A \sin nt, \text{ sgn} (A \sin nt) = \text{sgn} (A \sin nt),\)
\[ S_5 = \{ t \in S_2 : |A \sin nt + \tilde{x}(t)| > \varrho, \quad \text{sgn} \left[ A \sin nt + \tilde{x}(t) \right] \neq \text{sgn} \left( A \sin nt \right) \}. \]

Then in view of (56) we have

\[ |\text{sgn} A \int_{S_3} f[t, A \sin nt + \tilde{x}(t)] \sin nt \, dt| \leq \mu(S_3) K 2d_1. \tag{58} \]

The assumption (a) implies

\[ \text{sgn} A \int_{S_3} f[t, A \sin nt + \tilde{x}(t)] \sin nt \, dt \geq 0. \tag{59} \]

Again by (56), \( 2d_1 \leq \sin n\delta \), and therefore \( S_2 \subset \bigcup_{i=0}^{n} \left( l \pi/n - \delta, l \pi/n + \delta \right) \cap [0, \pi] \)

which, on the basis of (d), implies

\[ |\text{sgn} A \int_{S_3} f[t, A \sin nt + \tilde{x}(t)] \sin nt \, dt| \leq \mu(S_3) 2M d_1. \tag{60} \]

Using the inequality \( \mu(S_3) + \mu(S_5) \leq \pi \) and respecting (56), we get from (58), (60) that \( |\text{sgn} A \int_{S_3 \cup S_5} f[t, A \sin nt + \tilde{x}(t)] \sin nt \, dt| \leq \varepsilon_0 \), which together with (57), (59) gives that (54) is satisfied. Then Theorem 8 implies the corollary.

Remark 12. Theorems 34.2 and 34.5 in [6], pp. 270—275, give similar results about the existence of a weak solution to the problem (46), \( x'' + n^2x = g(x) + f(t) \).

Proposition 2 in [4], p. 290, is closely related to Theorem 8 and its corollary.
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