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1. Newton's method for finding the point at which a function $f(x)$ of several variables attains its maximum (minimum) is defined by the approximation scheme

$$x_{n+1} = x_n + \zeta_a [F(x_n)]^{-1} Vf(x_n).$$

Here $-F(x)$ denotes the matrix of second-order derivatives of the function $f(x)$ at point $x$. The $\zeta_a$'s are eligible; they can be chosen all equal to 1 (the classical case) or they can be chosen according to the principle of small steps or according to the principle of steepest ascent.

Newton's method can be adapted for solving nonlinear programming problems. We shall confine ourselves to the problem of maximizing a concave function subject to linear constraints. We shall derive such an adaptation by replacing the gradient direction by Newton's direction in J. B. Rosen's gradient projection method [3] and we shall discuss its properties both from the theoretical (convergence problems) as well as practical point of view (computational improvements, a numerical example). This is the contents of Sect. 2, 3, 4, 5 and 7 of the present paper. At the same time, a program in ALGOL is to appear in the respective part of this journal.

Another adaptation of Newton's method (for maximizing concave functions of a special type constrained to a simplex) has been suggested by Hájek [1, Sect. 5] in connection with a problem in statistical sampling techniques. In Section 5 of the present paper, the convergence of Hájek's method is proved in one-dimensional case, whilst a counter-example is given in the two-dimensional case.

2. (A) Let the convex polyhedral set

$$\mathcal{X} = \{x \in \mathbb{R}^m : a_i^T x - b_i = \lambda_i(x) \geq 0, \ i = 1, \ldots, k\}$$

be bounded and nonempty.

(B) Let the objective function $f(x) = f(x_1, \ldots, x_m)$ have continuous second-order derivatives on some open set containing $\mathcal{X}$; let the matrix

$$F(x) = -\left(\frac{\partial^2 f}{\partial x_i \partial x_j}\right) i, j = 1, \ldots, m$$

be positive definite at all points $x \in \mathcal{X}$. 
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The problem is to find the point at which \( f(x) \) attains its maximal value on \( \mathcal{X} \).

Let \( \mathbf{a}_i, \ i \in \{i_1, \ldots, i_q\} \subset \{1, \ldots, k\} \) be linearly independent vectors; set \( \mathcal{Q} = \{x \in E_m : \mathbf{a}_i^T x - b_i = \lambda_i(x) = 0, \ i = i_1, \ldots, i_q\} \), let \( x_0 \) be any point of \( \mathcal{Q} \). (Consequently, \( x_0 \) lies in the intersection of \( q \) independent hyperplanes.) Suppose, without loss of generality, that \( \{i_1, \ldots, i_q\} = \{1, \ldots, q\} \). Denote \( F_0 = F(x_0) \). In addition to the usual inner product and norm, denoted by \( (\cdot, \cdot) \) and \( \| \cdot \| \) respectively, define the inner product

\[
(x, y)_0 = x^T F_0 y .
\]

Denote as \( \perp \) and \( \| \cdot \|_0 \) the corresponding to it relation of orthogonality and norm, respectively. Let \( \mathbf{n}_1, \ldots, \mathbf{n}_q \) be the inward pointing normal of the hyperplane \( \mathbf{a}_i^T x = 0 \), i.e., the vector satisfying \( \mathbf{n}_i \perp_0 x \) for all \( x \) in this hyperplane and such that \( \| \mathbf{n}_1 \|_0 = 1 \). Then \( F_0 \mathbf{n}_i = \mu_i \mathbf{a}_i \) follows, i.e.,

\[
\mathbf{n}_i = \mu_i F_0^{-1} \mathbf{a}_i,
\]

where \( \mu_i = (\mathbf{a}_i^T F_0^{-1} \mathbf{a}_i)^{-\frac{1}{2}} \). Because of the possibility of multiplying the inequalities \( \mathbf{a}_i^T x \geq b_i \) by any positive number we can assume that \( \mu_i = 1, \ i = 1, \ldots, q \).

Let \( \mathcal{Q}^{(1)} \) be the \( q \)-dimensional subspace of \( E_m \) spanned by (independent) vectors \( \mathbf{n}_1, \ldots, \mathbf{n}_q \); then \( \mathcal{Q}^{(2)} = \{x : \mathbf{a}_i^T x = 0, \ i = 1, \ldots, q\} \) is obviously a \((m - q)\)-dimensional subspace of \( E_m \) and it holds \( \mathcal{Q}^{(1)} \perp_0 \mathcal{Q}^{(2)} \), \( E_m = \mathcal{Q}^{(1)} \oplus \mathcal{Q}^{(2)} \).

Define the matrices \( \mathbf{N}_q = [\mathbf{n}_1, \ldots, \mathbf{n}_q] \) and \( \mathbf{A}_q = [\mathbf{a}_1, \ldots, \mathbf{a}_q] \). Similarly as in [3], the following lemma holds.

**Lemma 1.** The matrix \( \mathbf{P}^{(1)}_q = \mathbf{N}_q (\mathbf{N}_q^T F_0 \mathbf{N}_q)^{-1} \mathbf{N}_q^T F_0 \) is a projection matrix which takes any vector in \( E_m \) into \( \mathcal{Q}^{(1)} \) and the matrix

\[
\mathbf{P}^{(2)}_q = \mathbf{E} - \mathbf{P}^{(1)}_q = \mathbf{E} - \mathbf{N}_q (\mathbf{N}_q^T F_0 \mathbf{N}_q)^{-1} \mathbf{N}_q^T F_0
\]

is a projection matrix which takes any vector in \( E_m \) into \( \mathcal{Q}^{(2)} \).

Further, let \( \mathbf{N}_{q-1} = [\mathbf{n}_1, \ldots, \mathbf{n}_{q-1}] \) and denote \( \mathbf{P}^{(1)}_{q-1}, \mathbf{P}^{(2)}_{q-1} \) the corresponding projection matrices. Then

\[
\mathbf{P}^{(2)}_q = \mathbf{P}^{(2)}_{q-1} - \frac{\| \mathbf{P}^{(2)}_{q-1} \mathbf{n}_q \|_0^2 F_0}{\| \mathbf{P}^{(2)}_{q-1} \mathbf{n}_q \|_0^2}
\]

which is easy to verify by multiplying of partitioned matrices.

Some lemmas, which are similar to those in [3] as to the assertions as well as to the proofs, will be introduced now (without proof).

**Lemma 2.** If \( \| (\mathbf{N}_q^T F_0 \mathbf{N}_q)^{-1} \| \leq \eta \), then \( \| \mathbf{P}^{(2)}_{q-1} \mathbf{n}_q \|_0 \geq \eta^{-\frac{1}{2}} \).

**Lemma 3.** If \( x_0 \in \mathcal{Q} \) then \( x_0 + \mathbf{P}^{(2)}_q y \in \mathcal{Q} \) for arbitrary \( y \in E_m \). If \( x_0 \in \mathcal{Q} \) and \( x_1 = x_0 + z \in \mathcal{Q} \) then \( \mathbf{A}_q^T z \geq 0 \).
Let $\gamma(x)$ be the maximal eigenvalue of the matrix

$$F(x) = -\left( \frac{\partial^2 f}{\partial x_i \partial x_j} \right), \quad \text{let } \gamma = \max_{x \in \mathcal{X}} \gamma(x).$$

Further, denote the gradient of $f(x)$ by $g(x) = \nabla f(x)$.

**Lemma 4.** For arbitrary $x, x_0 \in \mathcal{X}$, the inequality

$$(x - x_0)^T g(x_0) - \frac{1}{2} \|x - x_0\|^2 \leq f(x) - f(x_0) \leq (x - x_0)^T g(x_0)$$

holds.

**Theorem 1.** Under assumptions (A), (B), the following assertions are valid:

(i) If $x_0 \in \mathcal{X}$ lies on exactly $q$ ($1 \leq q \leq m$) hyperplanes which are linearly independent, say

$$x_0 \in \mathcal{I} = \{x : a_i^T x = b_i, \quad i = 1, \ldots, q\},$$

then the function $f(x)$ attains its global maximum on $\mathcal{X}$ at the point $x_0$ if and only if

$$P_q^{(2)} F_0^{-1} g(x_0) = 0 \quad \text{and} \quad (N_q^T F_0 N_q)^{-1} N_q^T g(x_0) \leq 0.$$ 

(ii) If $x_0$ is interior to $\mathcal{X}$, then the function $f(x)$ attains its global maximum on $\mathcal{X}$ at the point $x_0$ if and only if

$$F_0^{-1} g(x_0) = 0.$$

**Proof.** (i) The function $f(x)$ attains its maximum at the point $x_0$ if and only if

$$-(x - x_0)^T g(x_0) \geq 0$$

holds for all vectors $x$ satisfying the inequalities

$$a_i^T(x - x_0) \geq 0, \quad i = 1, \ldots, q.$$ 

But this holds true (see Karlin [2, Theor. B. 3.4]) if and only if there exists a $q$-dimensional vector $r \leq 0$ such that

$$g(x_0) = \sum_{i=1}^q r_i a_i,$$

or, equivalently,

$$F_0^{-1} g(x_0) = N_q r.$$

Multiplying both sides of (7) by $(N_q^T F_0 N_q)^{-1} N_q^T F_0$, we get

$$r = (N_q^T F_0 N_q)^{-1} N_q^T g(x_0) \leq 0.$$
which completes the proof of (i). The proof of (ii) is obvious.

3. Let us suppose, for the sake of simplicity, that our problem is non-degenerated, i.e., in the polyhedral set $\mathcal{X}$, each $(m - e)$-dimensional face lies in the intersection of exactly $e$ (independent) hyperplanes, $0 < e \leq m$.

Let us define a finite or infinite sequence $\{x_n\}$ according to the following rule. Let $x_0 \in \mathcal{X}$. Denote

$$F_n = F(x_n), \quad A(x_n) = F_n^{-1} g(x_n), \quad \|y\|_n^2 = y^T F_n y, \quad \text{etc.}$$

Let $x_n$ belong to the intersection $\mathcal{I}$ of exactly $q$ independent hyperplanes, $1 \leq q \leq m$; let us set

$$r = r(x_n) = (N_q^T F_n N_q)^{-1} N_q^T g(x_n),$$

$$q = \max \{r_i \mid 1 \leq i \leq q\},$$

$$P^{(1)}_q A(x_n) = N_q r(x_n), \quad P^{(2)}_q A(x_n) = A(x_n) - P^{(1)}_q A(x_n).$$

(Remark that matrix $N_q$ depends on $x_n$ and that formulas (8) are in accordance with (3).)

Choose $\eta > 0$ such that $\|(N^T F(x) N)^{-1}\| \leq \eta$ for all points $x$ from the boundary of $\mathcal{X}$. (Columns of $N$ are again the normals of all the hyperplanes which $x$ belongs to.)

a) Let either $x_n$ be interior to $\mathcal{X}$ and (6) holds, or $x_n \in \mathcal{I}$ and (5) holds. Then the function $f(x)$ attains its maximum on $\mathcal{X}$ at the point $x_n$ and the sequence terminates.

b) Let either $x_n$ be interior to $\mathcal{X}$ and $A(x_n) \neq 0$, or $x_n \in \mathcal{I}$ and $\|P^{(2)}_q A(x_n)\|_n > \max \{0, \frac{1}{2q} \eta^{-1}\}$. The algorithm will be defined for the latter case only; the corresponding formulas for the former one follow by replacing $P^{(2)}_q A(x_n)$ by $A(x_n)$.

Define

$$x_{n+1} = x_n + \tau_n z_n$$

(9)

where

$$z_n = \frac{P^{(2)}_q A(x_n)}{\|P^{(2)}_q A(x_n)\|_n},$$

and where $\tau_n$ is chosen in the way described below which ensures both $x_{n+1} \in \mathcal{X}$ and $f(x_{n+1}) > f(x_n)$. According to Lemma 3, $x_{n+1} \in \mathcal{I}$ for arbitrary $\tau$. In addition, $A(x_{n+1}) \geq 0$ for $i = q + 1, \ldots, k$, is required. Denote

$$\tau_i = \frac{\hat{\lambda}_i(x_n)}{-a_i^T z_n} \quad \text{for} \quad a_i^T z_n < 0,$$

$$= \infty \quad \text{for} \quad a_i^T z_n \geq 0,$$

(10)

$$\tau_n^{(M)} = \min \{\tau_i > 0\}.$$
Considering that $z_n \neq 0$ and $\mathcal{F}$ is bounded, we have $\tau_n^{(M)} < \infty$. For $0 < \tau \leq \tau_n^{(M)}$, we have $x_{n+1} \in \mathcal{F}$. Now, if we choose,

$$\tau_n = \min \left( \tau_n^{(M)}, \frac{1}{\gamma} \frac{\|P_q^{(2)} A(x_n)\|_n^3}{\|P_q^{(2)} A(x_n)\|_n^2} \right)$$

we can easily establish (by means of Lemma 4) that

$$f(x_n + \tau_n z_n) - f(x_n) \geq \frac{1}{2} \tau_n \|P_q^{(2)} A(x_n)\|_n.$$ 

c) Let $\varrho > 0$ and $\|P_q^{(2)} A(x_n)\|_n \leq \frac{1}{2} \varrho \eta^{-\frac{1}{2}}$. Suppose for simplicity that $\varrho_{q} = r_q$

and define

$$x_{n+1} = x_n + \tau_n z_n,$$

where

$$z_n = \frac{P_{q-1}^{(2)} A(x_n)}{\|P_{q-1}^{(2)} A(x_n)\|_n}$$

and $\tau_n$ is again chosen in such a way that $x_{n+1} \in \mathcal{F}$ and $f(x_{n+1}) > f(x_n)$. We have

$$A(x_n) = P_q^{(1)} A(x_n) + P_q^{(2)} A(x_n) = \sum_{i=1}^{q} r_i n_i + P_q^{(2)} A(x_n),$$

hence

$$P_{q-1}^{(2)} A(x_n) = r_q P_{q-1}^{(2)} n_q + P_q^{(2)} A(x_n).$$

Comparing with (4), we conclude that

$$r_q = \frac{(P_{q-1}^{(2)} n_q, A(x_n))_n}{\|P_{q-1}^{(2)} n_q\|_n^2} = a_q^T P_{q-1}^{(2)} A(x_n)$$

and thus $a_q^T P_{q-1}^{(2)} A(x_n) > 0$. We have again $x_{n+1} \in \mathcal{F}$ for any $\tau \in (0, \tau_n^{(M)})$, where $\tau_n^{(M)}$ has the same meaning as above. Further, $z_n \neq 0$, in view of

$$\|P_{q-1}^{(2)} A(x_n)\|_n \geq r_q \|P_{q-1}^{(2)} n_q\|_n - \|P_q^{(2)} A(x_n)\|_n \geq \frac{1}{2} \varrho \eta^{-\frac{1}{2}}.$$ 

Choosing

$$\tau_n = \min \left( \tau_n^{(M)}, \frac{1}{\gamma} \frac{\|P_q^{(2)} A(x_n)\|_n^3}{\|P_q^{(2)} A(x_n)\|_n^2} \right)$$

we can establish by means of Lemma 4 that

$$f(x_n + \tau_n z_n) - f(x_n) \geq \frac{1}{2} \tau_n \|P_q^{(2)} A(x_n)\|_n \geq \frac{1}{4} \tau_n \varrho \eta^{-\frac{1}{2}}.$$
4. Now, let us go into the convergence problem of the suggested algorithm. Logically, two cases can occur. Either (i) there is an infinite subsequence \( \{x_{n_k}\} \) of the sequence \( \{x_n\} \) such that \( \tau_{n_k} < \tau_{n_k}^{(M)} \) holds for each its term, or (ii) in the sequence \( \{x_n\} \), \( \tau_n = \tau_n^{(M)} \) holds for all \( n \) starting from some \( n_1 \). First, let us follow the case (i).

(i) Suppose, without loss of generality, that the mentioned subsequence \( \{x_{n_k}\} \) is convergent, say \( x_{n_k} \to x^* \), and that the points \( x_{n_k} \) are all relative interior points of the same face \( \mathcal{F} \cap \mathcal{S} \) of the polyhedral set \( \mathcal{S} \), where \( \mathcal{S} = \{x : a_i^T x = b_i, i = i_1, \ldots, i_s\} \). Denote \( P_s^{(2)} \) resp. \( P_s^{(1)} = E - P_s^{(2)} \) the projection matrices onto subspaces \( \mathcal{S}^{(2)} = \{x : a_i^T x = 0, i = i_1, \ldots, i_s\} \) and \( \mathcal{S}^{(1)} \) (which is \( \perp_0 \) - orthogonal to \( \mathcal{S}^{(2)} \)), respectively. Further, let \( \varrho_s(x) = \max \{0, \max_{1 \leq i \leq s} r_s(x)\} \), where the vector \( r_s(x) \) satisfies the relation \( P_s^{(1)} A(x) = N_s r_s(x), N_s = [n_{i_1}, \ldots, n_{i_s}] \). Then (12) and (14) give

\[
f(x_{n_{k+1}}) - f(x_{n_k}) > f(x_{n_k+1}) - f(x_{n_k}) > \psi_{n_k},
\]

where

\[
\psi_j = \frac{1}{2} \tau_j \|P_s^{(2)} A(x_j)\|_j \quad \text{for} \quad \|P_s^{(2)} A(x_j)\|_j > \frac{1}{2} \eta^{-\frac{1}{2}} \varrho_s(x_j)
\]

\[
= \frac{1}{2} \tau_j \varrho_s(x_j) \eta^{-\frac{1}{2}} \quad \text{for} \quad \|P_s^{(2)} A(x_j)\|_j \leq \frac{1}{2} \eta^{-\frac{1}{2}} \varrho_s(x_j).
\]

(If \( \mathcal{F} \cap \mathcal{S} = \mathcal{S} \) then the points \( x_{n_k} \) are interior to \( \mathcal{S} \) and \( \psi_j = \frac{1}{2} \tau_j \|A(x_j)\|_j \))

Let the limit point \( x^* \) belong to \( \mathcal{S} = \{x : a_i^T x = b_i, i = i_1, \ldots, i_s\} \subset \mathcal{S} \), let \( P_q^{(1)}, P_q^{(2)} \) be the corresponding projection matrices and \( r \) be the vector of coordinates of \( P_q^{(1)} A(x^*) \) with respect to the basis \( \{n_{i_1}, \ldots, n_{i_q}\} \). The sequence \( f(x_{n_k}) \to f(x^*) \), and because of continuity, \( P_s^{(2)} A(x_{n_k}) \to P_s^{(2)} A(x^*) \) and \( \varrho_s(x_{n_k}) \to \varrho_s(x^*) \). Moreover, \( f(x^*) - f(x_{n_k}) > \sum_{k=0}^{\infty} \psi_{n_k} \), hence \( \psi_{n_k} \to 0 \) and \( P_s^{(2)} A(x^*) = 0, \varrho_s(x^*) = 0 \). Evidently, \( P_q^{(2)} A(x^*) = 0 \), too, and \( A(x^*) \) can be written both as

\[
A(x^*) = P_q^{(1)} A(x^*) = \sum_{j=1}^{q} r_j(x^*) n_{i_j},
\]

as well as

\[
A(x^*) = P_s^{(1)} A(x^*) = \sum_{j=1}^{s} r_{s,j}(x^*) n_{i_j}
\]

where \( r_{s,j}(x^*) \leq \varrho_s(x^*) = 0 \). Here \( \{i_1, \ldots, i_q\} \subset \{i_1, \ldots, i_s\} \) and from the unique expression of the vector \( A(x^*) \) in the basis \( \{n_{i_1}, \ldots, n_{i_q}\} \) it follows \( r_j(x^*) \leq 0, j = 1, \ldots, q \). Thus the necessary and sufficient condition for the point \( x^* \) to be the maximum point of \( f \) on \( \mathcal{S} \) is satisfied.

(ii) Let us follow the second case. Let the sequence \( \{x_n\} \) be infinite and let an integer \( n_1 \) exist, such that for every \( n > n_1 \), \( \tau_n = \tau_n^{(M)} \) holds. In the original Rosen’s paper [3], this alternative was omitted. Though we don’t know any example, the
possibility of its occurrence is not excluded from the logical point of view and can be the cause of the “zigzagging” effect.

Now, let $x_{n+1} = x_n + \tau^{(M)}_n z_n$ for $n > n_1$ and either
\[
\|P^{(2)} A(x_n)\|_n > c \varrho(x_n) \quad \text{or} \quad \|P^{(2)} A(x_n)\|_n \leq c \varrho(x_n)
\]
where $c = \frac{1}{2} \eta^{-\frac{1}{2}}$ and the symbols $N, P^{(2)}, \varrho$ refer to the intersection of all hyperplanes that $x_n$ belongs to.

In the former case, a face of smaller dimension is reached for $\tau_n = \tau^{(M)}_n$. Hence this case cannot occur in an infinite number of steps, as a vertex of the polyhedral set $\mathcal{X}$ would be necessarily reached after a finite number of occurrences.

Hence, it remains to handle the following case: There is $n_0 \geq n_1$ such that
\[
\|P^{(2)} A(x_n)\|_n \leq c \varrho(x_n), \quad \varrho(x_n) > 0
\]
and $\tau_n = \tau^{(M)}_n$ hold for all $n \geq n_0$ and, moreover, the points of the sequence $\{x_n\}_{n_0}$ lie in faces of constant dimension $m - s, s > 0$.

If the sequence $\{x_n\}$ possesses more than one point of accumulation then there exists a convergent subsequence $\{x_{n'}\}$ to each of them and $\lim_{n'} \tau^{(M)}_n > 0$. From the monotone convergence of the sequences $\{f(x_n)\}$, from (14) and from continuity, we can prove, similarly as in the case (i), that all the points of accumulation of the sequence $\{x_n\}$ are the maximum points of $f$ on $\mathcal{X}$ — which contradicts the strict concavity of $f$.

Hence, there is a limit $x^*$ of the sequence $\{x_n\}$; let $x^* \in \mathcal{A} = \{x : a_i^T x = b_i, i = i_1, \ldots, i_q\}$ and let all the points of $\{x_n\}_{n_0}$ are relative interior to faces $\mathcal{F}_1 \cap \mathcal{X}, \ldots, \mathcal{F}_q \cap \mathcal{X}$ altogether of dimension $m - s$. Denote $P^{(2)}_{e,e}$ the projection matrix into the subspace $\mathcal{F}_e^{(2)}$, $e = 1, \ldots, h$. (The index $(2)$ has the same meaning as in the definition of $\mathcal{A}^{(2)}$.) For given $e$, let $\{x_{n_e}\}$ be the subsequence of $\{x_n\}$ containing all points $x_n \in \mathcal{F}_e$, then
\[
0 < \|P^{(2)}_{e,e} A(x_n)\|_n \leq c \varrho_{\mathcal{F}_e}(x_n).
\]

**Lemma 5.** Suppose $\varrho_{\mathcal{F}_e}(x^*) = 0$ for some $e$. Then $x^*$ is the point at which $f$ attains its maximum value on $\mathcal{F}$.

**Proof.** If $\varrho_{\mathcal{F}_e}(x^*) = 0$ for some $e \in \{1, \ldots, h\}$ then $P^{(2)}_{e,e} A(x^*) = 0$ and $P^{(2)}_q A(x^*) = 0$ follow. The vector $A(x^*)$ can be written both as
\[
A(x^*) = P^{(1)}_q A(x^*) = \sum_{j=1}^q r_j n_{ij},
\]
as well as
\[
A(x^*) = P^{(1)}_{s,e} A(x^*) = \sum_{j=1}^s r_{e,f}(x^*) n_{ij},
\]
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where $n_{ij}$ are normals to the hyperplanes whose intersection is $\mathcal{F}_e^{(2)}$, $r_{\mathcal{F}_e}(x^*)$ are components of the vector $r_{\mathcal{F}_e}$ and $r_{\mathcal{F}_e}(x^*) \leq \partial_{\mathcal{F}_e}(x^*) = 0$ holds. Because of the unique expression of $A(x^*)$ in the basis $\{n_1, \ldots, n_q\}$, $r_j \leq 0$, $j = 1, \ldots, q$, follows.

The existence of such $e$ will be proved for $m \leq 3$.

**Theorem 2.** For $m \leq 3$, the sequence $\{x_n\}$ defined in Section 3 converges to the point at which $f$ attains its maximum value on $\mathcal{X}$.

The proof will be given for $m = 3$; the case $m = 2$ can be handled in the same manner as sub 1. below. Moreover, we can consider the case (ii) only. For the non-degenerated problem we have to discuss the following five eventualities:

1. Let $\{x^*\} = 2$ be a vertex which is the intersection of edges $\mathcal{F}_1, \mathcal{F}_2, \mathcal{F}_3$ each of which contains an infinite subsequence of $\{x_n\}$. Now, $\mathcal{P}_2^{(2)} A(x^*) = 0$ and $r_i \leq 0$, $i = 1, 2, 3$, the return to any edge $\mathcal{F}_1, \mathcal{F}_2, \mathcal{F}_3$ being impossible, because $x^*$ is the maximum point of $f$ on each set $\mathcal{F}_j \cap \mathcal{X}$, $j = 1, 2, 3$. The point $x^*$ is the sought solution.

2. Let in the case 1., the infinite subsequences of $\{x_n\}$ be drawn from the edges $\mathcal{F}_1, \mathcal{F}_2$ only. Numerate the respective points in such a way that for $k \geq k_0 = \left\lfloor \left( \frac{n_0 + 1}{2} \right) \right\rfloor$, $x_{2k} \in \mathcal{F}_1$, $x_{2k+1} \in \mathcal{F}_2$ and $x_{2k} \rightarrow x^*$, $x_{2k+1} \rightarrow x^*$. Let 

$$
\mathcal{P}_1 = \{x : a_i^T x = b_i, i = 1, 2, 3\}
$$

and $\mathcal{P}_1^{(2)}$ be the projection matrix onto the set $\mathcal{F}_1^{(2)} = \{x : a_3^T x = 0\}$. Then we have for $n \geq n_0$

$$
x_{n+1} = x_n + \tau_n^{(M)} \frac{\mathcal{P}_1^{(2)} A(x_n)}{\|\mathcal{P}_1^{(2)} A(x_n)\|_n},
$$

$$
a_1^T \mathcal{P}_1^{(2)} A(x_{2k}) > 0, \quad a_2^T \mathcal{P}_1^{(2)} A(x_{2k}) < 0,
$$

$$
a_1^T \mathcal{P}_1^{(2)} A(x_{2k+1}) < 0, \quad a_2^T \mathcal{P}_1^{(2)} A(x_{2k+1}) > 0
$$

which gives $a_1^T \mathcal{P}_1^{(2)} A(x^*) = a_2^T \mathcal{P}_1^{(2)} A(x^*) = 0$ for $k \rightarrow \infty$, i.e. $\partial_{\mathcal{F}_1}(x^*) = \partial_{\mathcal{F}_2}(x^*) = 0$ and according to Lemma 5, $x^*$ is the sought solution.

Similarly, it is possible to prove the convergence in the remaining three cases.

3. $\{x^*\} = 2$ is a vertex which is the intersection of two-dimensional faces $\mathcal{F}_1, \mathcal{F}_2, \mathcal{F}_3$ each of which contains an infinite subsequence of $\{x_n\}$.
4. As in the case 3., but only the faces $\mathcal{F}_1$, $\mathcal{F}_2$ contain infinitely many points of \{x\}∞,.

5. $x^* \in \mathcal{E}$, where the edge $\mathcal{E}$ is the intersection of two-dimensional faces $\mathcal{F}_1$, $\mathcal{F}_2$ each of which contains an infinite subsequence of \{x\}∞.

For more-dimensional cases, the discussion is very complicated and it seems impossible to generalize this proof.

5. Up to this point, $x_n$ has been supposed to lie on exactly $q$ hyperplanes, supposed to be linearly independent. If $x_n$ lies in addition on further hyperplanes which are linearly dependent on the original set, the degeneracy occurs. It is possible to remove it in a similar manner as in linear programming, i.e., by means of small perturbations of the position of the dependent hyperplanes. The algorithm itself can be adapted in the way suggested in [3].

Two modifications of the suggested algorithm, which reduce the amount of computations required per step and don’t affect the convergence, will be mentioned now.

First, the definition of the inner product need not be changed and the inverse $F_n^{-1}$ need not be computed at every step of the algorithm. For instance, let $\nu > 0$ be an integer given in advance. Suppose that at the $n$-th step, inner product $(x, y)_n$ was defined and the matrix $F_n^{-1}$ established. We can keep this definition of the inner product even in the following $(\nu - 1)$ steps, using $F_n^{-1} g(x + j)$ instead of Newton’s direction $A(x + j)$ for $1 \leq j < \nu$. The projection matrices for $1 \leq j < \nu$ can then be computed by means of recursion relations of the type (4) (cf. [3]).

Secondly, the use of formulas (11) and (13) for determining $\tau_n$ is not very advantageous. Instead, the length $\tau$ of each step can be chosen by the method of steepest ascent which means to solve (at least approximately) one-dimensional maximization at each step. If the function $f(x)$ possesses concave second derivatives in all directions, a result stated below as Theorem 3 can be used for solving this problem, i.e., for maximizing $f(x_0 + \tau z_0)$ on $0 \leq \tau \leq \tau^M$.

In spite of these modifications, the amount of computations per step is still quite large in the suggested method. It seems that it would be proper to use it for acceleration of computations or for refinement of solution yielded by some of the gradient methods in those cases when the gradient method converges slowly or even does not converge to the correct solution because of rounding errors.

6. Now, we shall investigate an adaptation of the classical Newton’s method (i.e., of the scheme (1) with $z_n = 1$) to the constrained problems. We shall start with the following quite simple one-dimensional result, which is nevertheless interesting, as it does not require the initial approximation to lie in the contractivity domain of the respective mapping.

**Theorem 3.** Let $f(t)$ be a function of one real variable, let $f''(t)$ exist and be continuous, negative and concave on $<a, b>$. Denote $t^*$ the point at which $f(t)$ attains
its maximal value on \( \langle a, b \rangle \). Let \( t_0 \in \langle a, b \rangle \). For \( n \geq 1 \), define

\[
(15) \quad t_{n+1} = t_n - \frac{f'(t_n)}{f''(t_n)} \quad \text{for} \quad t_n - \frac{f'(t_n)}{f''(t_n)} \in \langle a, b \rangle ,
\]

\[= a \quad \text{for} \quad t_n - \frac{f'(t_n)}{f''(t_n)} < a ,\]

\[= b \quad \text{for} \quad t_n - \frac{f'(t_n)}{f''(t_n)} > b .\]

Then one of the following cases occurs:

1. \( \{t_n\}^\infty_0 \ni t^* \).
2. \( \{t_n\}^\infty_0 \nRightarrow t^* \).
3. There is an integer \( n_0 = n_0(t_0) \) such that

\[
t_0 < t_1 < \ldots < t_{n_0 - 1} < t^* < t_{n_0} \quad \text{and} \quad \{t_n\}^\infty_{n_0} \ni t^* .
\]
4. There is an integer \( n_0 = n_0(t_0) \) such that

\[
t_0 > t_1 > \ldots > t_{n_0 - 1} > t^* > t_{n_0} \quad \text{and} \quad \{t_n\}^\infty_{n_0} \nRightarrow t^* .
\]

The proof will be carried out in two steps.

(i) First, we shall prove this auxiliary assertion:

(\*) If the sequence \( \{t_n\} \) converges then \( \lim_{n \to \infty} t_n = t^* \).

By means of relations (15), a continuous mapping \( T \) of \( \langle a, b \rangle \) into itself is defined:

\[
Tt = t + \max \left\{ a - t; \min \left[ \frac{-f'(t)}{f''(t)}; b - t \right] \right\} .
\]

If \( \tilde{t} = \lim_{n \to \infty} t_n \) then \( \tilde{t} \) is the fixed point of \( T \), i.e.,

\[
\max \left\{ a - \tilde{t}; \min \left[ \frac{-f'(\tilde{t})}{f''(\tilde{t})}; b - \tilde{t} \right] \right\} = 0 ,
\]

which can occur exactly in one of the following three cases:

a) \( \tilde{t} = a, f'(a) \leq 0 ,\)

b) \( a < \tilde{t} < b, f'(\tilde{t}) = 0 ,\)

c) \( \tilde{t} = b, f'(b) \geq 0 .\)

This proves \( \tilde{t} = t^* .\)

(ii) Let \( t^* = b \); then \( f'(t) \geq 0 \) for all \( t \in \langle a, b \rangle \) and \( t_n \leq t_{n+1} \leq b \) for arbitrary \( t_n \in \langle a, b \rangle \). The sequence \( \{t_n\}^\infty_0 \) is nondecreasing, bounded from above and \( \lim_{n \to \infty} t_n = b .\)
because of (*). Similarly, if \( t = a \) then the sequence \( \{t_n\}_{n=0}^\infty \) is nonincreasing and 
\[ \lim_{n \to \infty} t_n = a. \]

If \( a < t^* < b \) then \( f'(t^*) = 0 \) and 
\[
- \frac{f'(t_n)}{f''(t_n)} = (t_n - t^*) \left[ - \frac{f''(t^* + \theta(t_n - t^*))}{f''(t_n)} \right],
\]
where \( 0 \leq \theta \leq 1 \), thus
\[
t_n - \frac{f'(t_n)}{f''(t_n)} - t^* = (t_n - t^*) \left[ 1 - \frac{f''(t^* + \theta(t_n - t^*))}{f''(t_n)} \right].
\]

Suppose for the moment that \( t_n - (f'(t_n)/f''(t_n)) \in (a, b) \). Then
\[
t_{n+1} - t^* = (t_n - t^*) \left[ 1 - \frac{f''(t^* + \theta(t_n - t^*))}{f''(t_n)} \right].
\]

As a consequence of concavity, the function \( f''(t) \) is either nondecreasing for \( t < t^* \) or nonincreasing for \( t > t^* \). Suppose \( f''(t) \) is nonincreasing for \( t > t^* \); the second case is similar. Then \( f''(t^* + \theta(t - t^*))f''(t) \leq 1 \) for any \( t > t^* \). As soon as \( t_{n_0} > t^* \), then \( t_{n} > t_n \) for all \( n > n_0 \), the sequence \( \{t_n\}_{n=0}^\infty \) is nonincreasing, bounded from below and according to (*), we have \( \{t_n\}_{n=0}^\infty \ni t^* \). Especially, for \( t_0 > t^* \) case 1. occurs. For \( t_0 < t^* \), then \( t_0 < t_1 \) holds. Suppose \( t_0 < t_1 < \ldots < t_k < t^* \). Then either \( t_k < t_{k+1} \) or \( t_{k+1} > t^* \) and the case 3. occurs with \( n_0 = k + 1 \). If such an integer \( n_0 \) does not exist then
\[ 1 > 1 - \frac{f''(t^* + \theta(t_n - t^*))}{f''(t_n)} \geq 0 \]
holds for all \( n \) and \( \{t_n\} \ni t^* \).

If \( t_n - (f'(t_n)/f''(t_n)) \notin (a, b) \), then obviously \( n = n_0 - 1 \) and the steady convergence starts from the point \( t_{n_0} = b \) resp. \( a \).

In [1], a problem concerning statistical sampling techniques is studied and reduced to maximization of the concave function
\[
(16) \quad f(p) = \sum_{h=1}^{H} \left[ \sum_{j=1}^{J-1} (a_{jh} - a_{jh}) p_j + a_{jh} \right]^3
\]
on the set
\[
\mathcal{P} = \{ p \in E_{J-1} : p_j \geq 0, \quad j = 1, \ldots, J - 1, \quad \sum_{j=1}^{J-1} p_j \leq 1 \}.
\]
The $a_jh$‘s are non-negative constants satisfying following conditions:

a) There are no numbers $\lambda_i \geq 0$, $\sum_{i \neq h} \lambda_i = 1$ such that

$$a_{kh} \leq \sum_{i \neq h} \lambda_i a_{ih}$$

holds for all $h = 1, \ldots, H$.

b) There is no decomposition of the set $\{1, \ldots, J\}$ in to sets $\mathcal{S}, \mathcal{B}$ such that

$$\sum_{h=1}^{H} a_{kh}^{1/2} \leq \sum_{h=1}^{H} a_{jh} a_{ih}^{-1/2}$$

holds for all $i \in \mathcal{S}, j \in \mathcal{B}$.

This special problem is suggested to be solved by means of the following adaptation of the classical Newton’s method. Denote

$$F(p) = -\left( \frac{\partial^2 f}{\partial p_i \partial p_j} \right)_{i,j=1,\ldots,J-1},$$

$$\Delta(p) = F(p)^{-1} \nabla f(p)$$

and

$$p_j = 1 - \sum_{i=1}^{J-1} p_j, \quad \Delta_j(p) = - \sum_{j=1}^{J-1} \Delta_j(p),$$

where $\Delta_j(p)$, $j = 1, \ldots, J - 1$, are components of the vector $\Delta(p)$. Let $p_n \in \mathcal{P}$.

If $p_n + \Delta(p_n) \in \mathcal{P}$ define $p_{n+1} = p_n + \Delta(p_n)$. Let $p_n + \Delta(p_n) \notin \mathcal{P}$ and

$$\Delta_j(p_n) < 0 \quad \text{for} \quad j \in \mathcal{S} \subset \{1, \ldots, J\}$$

$$\Delta_j(p_n) > 0 \quad \text{for} \quad j \in \mathcal{K} \subset \{1, \ldots, J\}.$$

Denote

$$\chi_n = \frac{\sum_{j \in \mathcal{S}} \min(p_{jn}; -\Delta_j(p_n))}{\sum_{j \in \mathcal{K}} \Delta_j(p_n)},$$

where $p_{jn}, j = 1, \ldots, J - 1$, are components of the vector $p_n$ and $p_{jn} = 1 - \sum_{j=1}^{J-1} p_{jn}$.

For $j = 1, \ldots, J$ define

$$p_{jn+1} = p_{jn} + \Delta_j(p_n) \quad \text{if} \quad \Delta_j(p_n) \leq 0 \quad \text{and} \quad p_{jn} + \Delta_j(p_n) \geq 0,$$

$$p_{jn+1} = p_{jn} + \chi_n \Delta_j(p_n) \quad \text{if} \quad \Delta_j(p_n) > 0,$$

$$p_{jn+1} = 0 \quad \text{if} \quad p_{jn} + \Delta_j(p_n) < 0.$$

Then obviously $p_{n+1} = (p_{1n+1}, \ldots, p_{Jn+1})^T \in \mathcal{P}$.
The question 1. about the convergence of this algorithm and 2. about its modification in case some derivatives of \( f \) fail to exist in some point of \( \mathcal{P} \) (which occurs if and only if some \( a_{jh} = 0 \)) remained open. Let us follow the case \( J = 2 \).

**Theorem 4.** Let \( J = 2 \) in (16) and \( a_{jh} > 0 \) for all \( j = 1, 2 \) and \( h = 1, \ldots, H \). Then the sequence \( \{p_n\} \) defined by formulas (17) converges to the point \( p^* \) at which the function \( f(p) \) attains its maximal value on \( \mathcal{P} \).

**Proof.** Now, \( \mathcal{P} = \langle 0, 1 \rangle \) and formulas (17) coincide with (15). The function \( f \) is concave and its second derivative exists at all points in \( \langle 0, 1 \rangle \), is continuous and concave. The assumptions of Theorem 3 are satisfied.

If some \( a_{jh} = 0 \), we can indicate an interval \( I \subset \langle 0, 1 \rangle \) which contains the sought solution \( p^* \) and on which the algorithm converges.

**Theorem 5.** Let \( a_{1h} = 0, h \in \mathcal{H}_1, a_{1h} > 0, h \in \mathcal{H}_2, a_{2h} = 0, h \in \mathcal{H}_2, a_{2h} > 0, h \in \mathcal{H}_1 \), where \( \mathcal{H}_1 \cap \mathcal{H}_2 = \emptyset, \mathcal{H}_1, \mathcal{H}_2 \subset \{1, \ldots, H\} \).

Then the point at which the function

\[
f(p) = \sum_{h=1}^{H} \left[ (a_{1h} - a_{2h}) p + a_{2h} \right]^+
\]

attains its maximum on \( \langle 0, 1 \rangle \) belongs to the interval \( \langle \varepsilon_1, 1 - \varepsilon_2 \rangle \) where

(18) \[ \varepsilon_1 = \frac{1}{2} \text{ for } f'(\frac{1}{2}) \geq 0, \]

\[ \sqrt{\varepsilon_1} = \frac{\sum_{h \in \mathcal{H}_2} \sqrt{a_{1h}}}{\sum_{h \in \mathcal{H}_1} \sqrt{2a_{2h}} - \sum_{h \in \mathcal{H}_1 \cup \mathcal{H}_2} \frac{a_{1h} - a_{2h}}{\sqrt{\left(\frac{1}{2}(a_{1h} + a_{2h}) \right)}}} \]

\[ < \frac{1}{\sqrt{2}} \text{ for } f'(\frac{1}{2}) < 0, \]

(19) \[ \varepsilon_2 = \frac{1}{2} \text{ for } f'(\frac{1}{2}) \leq 0, \]

\[ \sqrt{\varepsilon_2} = \frac{\sum_{h \in \mathcal{H}_1} \sqrt{a_{2h}}}{\sum_{h \in \mathcal{H}_2} \sqrt{2a_{1h}} + \sum_{h \in \mathcal{H}_1 \cup \mathcal{H}_2} \frac{a_{1h} - a_{2h}}{\sqrt{\left(\frac{1}{2}(a_{1h} + a_{2h}) \right)}}} \]

\[ < \frac{1}{\sqrt{2}} \text{ for } f'(\frac{1}{2}) < 0. \]

**Proof.** It is desired to find \( \varepsilon_1, \varepsilon_2 \leq \frac{1}{2} \) such that \( f'(1 - \varepsilon_2) \leq 0 \) and \( f'(\varepsilon_1) \geq 0 \) hold.
a) If \( f'(i) \leq 0 \) then \( \varepsilon_2 = \frac{1}{2} \) can be taken. Let \( f'(i) > 0 \), i.e.,

\[
\sum_{h \in \mathcal{M}_2} \sqrt{(2a_{1h})} - \sum_{h \in \mathcal{M}_1} \sqrt{(2a_{2h})} + \sum_{h \in \mathcal{M}_1 \cup \mathcal{M}_2} \frac{a_{1h} - a_{2h}}{\sqrt{(\frac{1}{2}(a_{1h} + a_{2h}))}} > 0
\]

and

\[
\sum_{h \in \mathcal{M}_2} \sqrt{(2a_{1h})} + \sum_{h \in \mathcal{M}_1 \cup \mathcal{M}_2} \frac{a_{1h} - a_{2h}}{\sqrt{(\frac{1}{2}(a_{1h} - a_{2h}))}} > 0.
\]

If \( \varepsilon \leq \frac{1}{2} \), then

\[
2f'(1 - \varepsilon) = -\frac{1}{\sqrt{\varepsilon}} \sum_{h \in \mathcal{M}_1} \sqrt{a_{2h}} + \sum_{h \in \mathcal{M}_1} \frac{a_{1h} - a_{2h}}{\sqrt{(a_{1h} + \varepsilon(a_{2h} - a_{1h}))}} \leq \frac{1}{\sqrt{\varepsilon}} \sum_{h \in \mathcal{M}_1} \sqrt{a_{2h}} + \sum_{h \in \mathcal{M}_1} \sqrt{(2a_{1h})} + \sum_{h \in \mathcal{M}_1 \cup \mathcal{M}_2} \frac{a_{1h} - a_{2h}}{\sqrt{(\frac{1}{2}(a_{1h} + a_{2h}))}}
\]

and for \( \varepsilon = \varepsilon_2 \) defined by (19), \( f'(1 - \varepsilon_2) \leq 0 \) and \( \varepsilon_2 \leq \frac{1}{2} \) hold.

b) If \( f'(\frac{1}{2}) \geq 0 \) then \( \varepsilon_1 = \frac{1}{2} \) can be taken. For \( f'(\frac{1}{2}) < 0 \), the conditions \( f'(\varepsilon_1) \geq 0 \) and \( \varepsilon_1 \leq \frac{1}{2} \) can be verified for \( \varepsilon_1 \) defined by (18) in quite similar manner as in the previous case.

A similar result holds even for \( J > 2 \). Before stating it, let us recall that the problem (16) and that of maximizing the function

\[
f_1(p) = \sum_{h=1}^{H} \left( \sum_{j=1}^{J} a_{jh}p_j \right)^{\frac{3}{2}}
\]

on the set

\[
\mathcal{P}_1 = \{ p \in \mathcal{E}_J : p_j \geq 0, j = 1, \ldots, J, \sum_{j=1}^{J} p_j = 1 \},
\]

are equivalent.

**Theorem 6.** Let

\[
a_{ih_0} = 0, \quad i \in \mathcal{A} \subset \{ 1, \ldots, J \},
\]

\[
a_{j h_0} \neq 0, \quad j \in \mathcal{B} = \{ 1, \ldots, J \} - \mathcal{A}.
\]

Then the function \( f_1(p) \) does not attain its maximal value on \( \mathcal{P}_1 \) at such a point \( p^* \) for which \( p_j^* = 0 \) for some \( j \in \mathcal{B} \). Moreover, to any relative interior point \( p \in \mathcal{P}_1 \), there is \( \varepsilon_0 > 0 \) such that

\[
f_1(p^* + \varepsilon(p - p^*)) > f(p^*)
\]

holds for \( 0 < \varepsilon \leq \varepsilon_0 \).

**Proof** see in [4].
The problem of convergence for \( J > 2 \) is more complicated. If \( a_{jh} > 0 \) for all \( j = 1, \ldots, J, \ h = 1, \ldots, H \), then the mapping \( T \) of the set \( \mathcal{P} \) into itself given by formulas (17) is continuous and according to the Brouwer's fixed point theorem, \( T \) possesses at least one fixed point. However, the fixed point of the mapping \( T \) need not be the point at which the function \( f(p) \) attains its maximum on \( \mathcal{P} \) and the sequence \( \{p_n\} \) given by (17) need not converge to the solution of the problem, as demonstrated by the following example.

**Example.** Find the maximum of

\[
f(p_1, p_2) = \sqrt{\left(\frac{1}{2}p_1 - \frac{1}{4}p_2 + \frac{1}{2}\right)} + \sqrt{\left(\frac{1}{4}p_2 + \frac{1}{4}\right)} + \sqrt{\left(-\frac{1}{8}p_1 + \frac{3}{8}\right)}
\]

on the set \( \mathcal{P} = \{p_1, p_2 : p_1 \geq 0, p_2 \geq 0, p_1 + p_2 \leq 1\} \). Here is \( J = 3, H = 3 \) and

\[
(a_{jh}) = \begin{pmatrix}
\frac{1}{2} & \frac{1}{4} & \frac{1}{4} \\
\frac{1}{4} & \frac{1}{4} & \frac{1}{4} \\
\frac{1}{2} & \frac{1}{4} & \frac{1}{4}
\end{pmatrix}.
\]

Let \( p_{10} = 1, p_{20} = 0 \). Then

\[
\nabla f(p_0) = \begin{pmatrix}
\frac{1}{12} \\
\frac{1}{8}
\end{pmatrix}, \quad F_0 = \begin{pmatrix}
\frac{7}{48} & \frac{1}{32} \\
\frac{1}{32} & \frac{9}{64}
\end{pmatrix},
\]

\[
F_0^{-1} = \frac{16}{5} \begin{pmatrix}
\frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & \frac{1}{2}
\end{pmatrix}, \quad \Delta(p_0) = \begin{pmatrix}
\frac{4}{16} \\
\frac{1}{16}
\end{pmatrix}, \quad \Delta_3(p_0) = -\frac{4}{5} - \frac{16}{5} = -4 < 0
\]

and \( \varkappa = 0 \). The algorithm terminates in the point \( p_{10} = 1, p_{20} = 0 \). Nevertheless, there is a direction in which \( f(p) \) does increase on \( \mathcal{P} \). Let us have, e.g., \( p_1 + p_2 = 1 \); denoting \( p = p_1 \) we get the function \( f_2(p) = \frac{1}{2} \sqrt{(3p + 1) + \frac{5}{6} \sqrt{(2 - p)}} \) which does not attain its maximum on the interval \( (0, 1) \) at the point \( p = 1 \) but at the point \( p = \frac{137}{156} \). Consequently, \( f(0, 1) < f\left(\frac{137}{156}, \frac{19}{156}\right) \).

7. The above-mentioned example will be solved by means of the projected Newton's direction method, explained in Sections 2—4. Starting from the point \( p_{10} = 1, p_{20} = 0 \) and determining the length \( \tau \) according to the principle of steepest ascent, the projected Newton's direction method yields the exact solution already after the first step, as can be easily seen.

Now, for illustration, let us start from an interior point, e.g., from \( p_{10} = p_{20} = \frac{1}{3} \). Then

\[
f(p_0) = \sqrt{\frac{7}{12}} + \sqrt{\frac{1}{3}} + \sqrt{\frac{5}{27}} = 1.768,
\]

\[
g(p_0) = \begin{pmatrix}
0.1975 \\
0.0522
\end{pmatrix}, \quad F_0^{-1} = k \begin{pmatrix}
0.4652 & 0.2818 \\
0.2818 & 1.3385
\end{pmatrix}
\]

and

\[
\Delta(p_0) = k \begin{pmatrix}
0.1067 \\
0.1256
\end{pmatrix},
\]
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where \( k \) is a positive constant. The condition \( p_0 + \tau A(p_0) \in \Theta \) gives \( \tau \leq \tau^{(M)} = (1/3 \cdot 0.2323) = 1.4349 \). The function \( f(p_0 + \tau A(p_0)) \) is increasing in the point \( \tau = \tau^{(M)} \) thus we have \( \tau_0 = \tau^{(M)} \) and \( p_{11} = \frac{1}{3} + 1.4349 \cdot 0.1067 = 0.4864, \ p_{21} = \frac{1}{3} + 1.4349 \cdot 0.1256 = 0.5136 \). Now,

\[
f(p_1) = 0.6148^\perp + 0.3784^\perp + 0.1682^\perp = 1.8093,
\]

\[
\nabla(p_1) = \begin{pmatrix} 0.18336 \\ 0.04380 \end{pmatrix}, \quad F_1^{-1} = \begin{pmatrix} 0.39818 & 0.25930 \\ 0.25930 & 0.69746 \end{pmatrix},
\]

\[
A(p_1) = \begin{pmatrix} 1.60346 \\ 1.48411 \end{pmatrix}.
\]

The point \( p_1 \in \mathcal{O} = \{ p \in \mathbb{R}^2 : p_1 + p_2 = 1 \} \), the corresponding normal is

\[
n_1 = k F_1^{-1} \begin{pmatrix} -1 \\ -1 \end{pmatrix} = -K \begin{pmatrix} 0.65748 \\ 0.95676 \end{pmatrix}
\]

where the value \( K = 3.43132 \) follows from the condition \( n_1^T F_1 n_1 = 1 \). The projection

\[
P^{(2)} q A(p_1) = A(p_1) - n_1 n_1^T g(p_1) = \begin{pmatrix} 0.346 \\ -0.346 \end{pmatrix}
\]

and the one-dimensional maximization in the direction \( P^{(2)} q A(p_1) \) yields \( p_{12} = 137/156 \approx 0.8782, \ p_{22} = 0.1218, \ p_2 \in \mathcal{O}, \ f(p_2) \approx 1.836 \). The gradient

\[
g(p_2) = 0.1049 \begin{pmatrix} 1 \\ 1 \end{pmatrix},
\]

hence \( A(p_2) = -0.1049 n_1 \) and \( P^{(2)} q A(p_2) = 0, \ q_2 = -0.1049 < 0 \). According to Theorem 1, \( p_2 \) is the desired solution.
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