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1. INTRODUCTION

For the numerical solution of initial value problems for ordinary differential equations of the first order

\[ y'(x) = f(x, y(x)), \quad y(x_0) = y_0 \in \mathbb{R}^n, \quad x \in [x_0, x_N] \]

with \( f : [x_0, x_N] \times \mathbb{R}^n \rightarrow \mathbb{R} \), methods of discretization are the only ones applied at present. We assume that \( f \) is Lipschitz continuous in the strip \( S := \{(x, y) | x_0 \leq x \leq x_N, y \in \mathbb{R}^n\} \), which is known to guarantee a unique solution of (1.1). Essential in choosing a numerical method is its order of consistency and its numerical stability which has been treated by numerous authors since the fundamental work of Dahlquist \([3]\) appeared.

In the present article we shall first of all give a general principle for the construction of explicit Runge-Kutta formulas of \( n \)-th order (RK-methods), where the solution of the generally nonlinear conditional equations for the parameters is exact and rational. Up to now, the problem of the construction of RK-methods has been solved only for \( n \leq 10 \). However, for greater \( n \) (see Curtis \([2]\)) some formulas only hold approximately, i.e. the residues of the conditional equations are different from zero. The reason for this lies in the nonlinearity of the system of conditional equations, which increases strongly with the increasing order.

Since the explicit RK-methods are known to have a closed domain of stability they are not suitable for "stiff" systems. These systems can be characterized by the presence of transient components which, although negligible relative to the other components of the solution, constrain the step size of an explicit RK-method to be of the order of the smallest time constant of the problem. Therefore for this class of problems we shall derive, by using an explicit RK-method, a generalized RK-method with an adaptive stability function (ARK-method). For this purpose we need
the Jacobian matrix of the system (1.1) or its approximation and in addition the exponential matrix or its approximation.

In order to avoid a too complicated notation we restrict our presentation to scalar differential equations of the form (1.1), i.e. to the case \( v = 1 \). The generalization to \( v > 1 \) is mostly apparent, otherwise we shall give special references. As additional contributions to generalized RK-methods we mention the articles of Lawson [8], Ehle and Lawson [4], van der Houwen [6], Friedli [5] and Verwer [13], [14].

2. CONSTRUCTION OF \( n \)-th ORDER RK-FORMULAS

An \( s \)-stage RK-method is defined by the well-known expression

\[
\begin{align*}
    u_{m+1} &= u_m + \sum_{i=0}^{s-1} p_i k_i(x_m, u_m), \\
    u_0 &= y_0, \quad m = 0, 1, \ldots,
\end{align*}
\]

where

\[
    k_0(x, y) = h \cdot f(x, y),
\]

\[
    k_q(x, y) = h \cdot f(x + a_q h, y + \sum_{j=1}^{q} b_{qj} k_{j-1}), \quad a_q = \sum_{j=1}^{q} b_{qj}, \quad q = 1, 2, \ldots, s - 1.
\]

The local discretization error \( \tau_h(x_m) \) has the form

\[
    \tau_h(x_m) = \frac{1}{h} \left[ y(x_m + h) - y(x_m) - \sum_{i=0}^{s-1} p_i k_i(x_m, y(x_m)) \right].
\]

For \( y(x_m + h) - y(x_m) \) the asymptotical expansion

\[
    \begin{align*}
    y(x_m + h) - y(x_m) &= h \cdot f + \frac{h^2}{2!} Df + \frac{h^3}{3!} (D^2f + f Df) + \\
    &\quad + \frac{h^4}{4!} (D^3f + f_1 D^2f + f_1^2 Df + 3Df Df_1) + \frac{h^5}{5!} [D^4f + f_1 D^3f + f_1^2 D^2f + \\
    &\quad + f_1^3 Df + 4D^2f Df_1 + 6Df D^2f_1 + 7f_1 Df_2 Df + 3f_2 (Df)^2] + \ldots \quad (h \to 0)
    \end{align*}
\]

holds with

\[
    D^nf := \sum_{j=0}^{n} \binom{n}{j} f_{n-j} f^j; \quad D^nf_v := \sum_{j=0}^{n} \binom{n}{j} f_{n-j} f^j; \quad p f_q := \frac{\partial^{p+q} f}{\partial x^p \partial y^q}, \quad f q := 0 f_q,
\]

where one has to take every derivative at the point \( x_m, y(x_m) \).

Remark 1. The general term of the right-hand side of (2.3) has the form

\[
    \frac{h^I}{j!} \prod_{t=0}^{v} (D^m f_t)^{j_t}; \quad D^m f_0 := D^m f.
\]

1) \( u_m \) denotes the approximation to \( y(x_m) \) for \( x_m = x_0 + m \cdot h \).
If the product is assigned the natural number
\[ \sum_{i=0}^{v} l_i(t + m_i) \]
— the so-called “dimension” — then the expression with the factor \( h^j/j! \) in (2.3) has the dimension \( j - 1 \). This is advantageous in checking the Taylor expansion.

Now we introduce the following quantities:

\[ c(i, 1) = a_i = \sum_{v=1}^{i} b_{iv}, \]
\[ c(i, 2) := c(i, 2/m_0) = \sum_{v=2}^{i} c^{m_0}(v - 1, 1) b_{iv}, \]
\[ c(i, 3) := c(i, 3/m_0/m_1, r) = \sum_{v=3}^{i} c^{m_0}(v - 1, 1) c^{m_1}(v - 1, 2/r) b_{iv}, \]
\[ c(i, 4) := c(i, 4/m_0/m_1, n_1/m_2, n_2, n_3, r) = \sum_{v=4}^{i} c^{m_0}(v - 1, 1) c^{m_1}(v - 1, 2/n_1) c^{m_2}(v - 1, 3/n_2/n_3, r) \]

etc. by means of which we can write some conditional equations of an \( s \)-stage RK-method of \( n \)-th order in the form

\[ \sum_{i=0}^{s-1} p_i = 1, \]  
(2.4)

\[ \sum_{i=1}^{s-1} p_i c^q(i, 1) = \frac{1}{q + 1} \quad \text{for} \quad q = 1, 2, \ldots, n - 1, \]  
(2.5)

\[ \sum_{i=2}^{s-1} p_i c^q(i, 1) c^{2/q} = \frac{1}{(q + 1)(q + r + 2)} \quad \text{for} \quad q = 1, 2, \ldots, n - 2, \]  
(2.6)

\[ \sum_{i=3}^{s-1} p_i c^q(i, 1) c^{3/q} = \frac{1}{4(r + 5)} \quad \text{for} \quad r = 0, 1, \ldots, n - 5, \]  
(2.7)

\[ \sum_{i=3}^{s-1} p_i c^q(i, 3/0/1, r) = \frac{1}{(r + 3)^{31}} \quad \text{for} \quad r = 1, 2, \ldots, n - 3, \]  
(2.8)

\[ \sum_{i=4}^{s-1} p_i c^q(i, 4/0/0/1, 0, 1, r) = \frac{1}{(r + 4)^{41}} \quad \text{for} \quad r = 1, 2, \ldots, n - 4, \]  
(2.9)

\[ \sum_{i=n-1}^{s-1} p_i c(i, n) = \frac{1}{n!}. \]  
(2.10)

\[ (r + l)^{[1]} = (r + l)(r + l - 1) \ldots (r + 1). \]
The expressions in the brackets indicate the terms which yield by comparing the coefficients the corresponding condition of equations. The quantities \( c(i; v) \), \( v = 1, 2, \ldots \), are called the quantities of \( v \)-th order. The equations (2.4) through (2.10) show that the upper summation bound — the so-called “height” — is always \( s - 1 \); whereas the lower summation bound — the so-called “depth”, which we shall denote by \( g \) — assumes the values \( g = 0, 1, \ldots, n - 1 \).

Now we assign:

1. each weight coefficient \( p_i \) the weight \( \varrho = 0 \),
2. each parameter \( b_{ij} \) and \( c(i, 1) \) the weight \( \varrho = 1 \),
3. each parameter \( c(i, 2/m_0) \) the weight \( \varrho = m_0 + 1 \).

Then we can determine recursively the weights of the parameters \( c(i, 1) \), \( l = 3, \ldots, \). Hence it follows e.g. that the weight of \( c(i, 3/m_0/m_1, r_0) \) is \( \varrho = m_0 + m_1(r_0 + 1) + 1 \) and for \( c(i, 4/m_0/m_1, n_1/m_2, n_2, n_3, r) \) one gets \( \varrho = m_0 + m_1(n_1 + 1) + m_2 \cdot [n_2 + n_3(r + 1) + 1] \). If we denote the number of the conditional equations of the depth \( g \) and of the weight \( \varrho \) by \( \chi(n, g, \varrho) \), furthermore the number of the equations of the weight \( g \) by \( \Psi(n, g) \) and the number of the conditional equations of a certain \( s \)-stage RK-method of the order of consistency \( n \) by \( \varphi(n) \) then the following relations hold:

\[
\sum_{\varrho} \chi(n, g, \varrho) = \Psi(n, g) \quad \text{and} \quad \sum_{\varrho} \Psi(n, g) = \varphi(n).
\]

The number \( \chi(s) \) of the parameters of an \( s \)-stage RK-method is

\[
\chi(s) = \binom{s + 1}{2}.
\]

In practice for scalar differential equation one chooses \( s \) so that the inequality

\[
\chi(s) \geq \varphi(n)
\]

holds otherwise the system of conditional equations need not have a solution. Tables 1 and 2 show the number of conditional equations classified in order, depth and dimension and the dependence of \( s \) on \( n \) as well.

The degree of freedom \( \sigma(n) \) of a certain \( s \)-stage RK-method is given by the relation

\[
\sigma(n) = \chi(s) - \varphi(n).
\]

In order to obtain a rational solution of the system of conditional equations it is required to linearize the system by means of suitable transformations. The first transformation has the general form

\[
(2.11) \quad \xi(i, 1/j_1/j_2, m_1/j_3, m_2, m_3, m_4) = \sum_{\mu=1}^{s-1} p_\mu e^{j_1}(\mu, 1) e^{j_3}(\mu, 2/m_1) c^{j_5}(\mu, 3/m_2/m_3, m_4) b_{\mu,i+1}
\]
Table 1: The number of the conditional equations and the dependence of \( s \) on \( n \) for \( v = 1 \).

<table>
<thead>
<tr>
<th>( n )</th>
<th>( g )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>( \Psi(n, g) )</th>
<th>( \phi(n) )</th>
<th>( s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

and the second transformation is given by

\[
\sum_{\mu=1}^{s-2} c^{i}(\mu, 1) c^{j}(\mu, 2|m_1) c^{l}(\mu, 3|p_1, m_2) t(i, 1|j, 1, l) = b_{\mu,i+1}.
\]

For the third and fourth transformation we give only the two special cases

\[
\sum_{\mu=1}^{s-3} c^{i}(\mu, 1) t(i, 2|j, 1, l) = b_{\mu,i+1}
\]

and

\[
\sum_{\mu=1}^{s-4} c^{i}(\mu, 1) t(i, 3|j, 1, l) = b_{\mu,i+1}.
\]
Table 2: The number of the conditional equations and the dependence of s on n for \( v > 1 \).

<table>
<thead>
<tr>
<th>( n )</th>
<th>( g )</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>( \Psi(n, g) )</th>
<th>( \varphi(n) )</th>
<th>( s )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td>3</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td>2</td>
<td></td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td>1</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td></td>
<td>1</td>
<td>2</td>
<td>4</td>
<td></td>
<td></td>
<td>17</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td></td>
<td>1</td>
<td>3</td>
<td></td>
<td>4</td>
<td></td>
<td></td>
<td>37</td>
<td>9</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: \( \sigma(n) \) for \( v = 1 \).

<table>
<thead>
<tr>
<th>( n )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma(n) )</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 4: \( \sigma(n) \) for \( v > 1 \).

<table>
<thead>
<tr>
<th>( n )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma(n) )</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>4</td>
<td>8</td>
</tr>
</tbody>
</table>

In the equations (2.11) to (2.14) the transformed variables occur in the form \( t(i, q|...)\) so that we can write the equations of the transformation schematically in the form

\[
t(i, q|...) = \sum_{\mu=i+1}^{s-q} \gamma(\mu) t(i, q-1|...) b_{\mu,i+1},
\]

where \( i \) indicates the index of the transformed variable \( t \), \( q \) the order of the transfor-
mation and the sign//separates the untransformed part from the transformed one.

Now we apply the transformation (2.11) to the system of nonlinear conditional
equations of an s-stage consistent RK-method of order \( n \). To the system transformed
in this way we apply the transformation (2.12) etc. In all the transformations the
heights and the depths are diminished by one so that their difference remain constant.
This implies that only equations with the depth of at least two are transformable.
For the equations (2.6) to (2.9) we obtain by means of the transformation (2.11) the
relations

\[
\begin{align*}
(2.15) \quad & \sum_{i=1}^{s-2} c(i, 1) t(i, 1/r) = \frac{1}{(q + 1)(q + r + 2)} \quad \text{for} \quad q = 1, 2, \ldots, n - 2; \\
& \quad r = 0, 1, \ldots, n - 3 \quad \text{with} \quad q + r \leq n - 2, \\
(2.16) \quad & \sum_{i=1}^{s-2} c(i, 1) t(i, 1/r/1, 1) = \frac{1}{4(r + 5)} \quad \text{for} \quad r = 0, 1, \ldots, n - 5, \\
(2.17) \quad & \sum_{i=2}^{s-2} c(i, 2/r) t(i, 1/0) = \frac{1}{(r + 3)^3} \quad \text{for} \quad r = 1, 2, \ldots, n - 3, \\
(2.18) \quad & \sum_{i=3}^{s-2} c(i, 3/0/1, r) t(i, 1/0) = \frac{1}{(r + 4)^4} \quad \text{for} \quad r = 1, 2, \ldots, n - 4,
\end{align*}
\]

By using the second transformation we hence obtain the equations

\[
\begin{align*}
(2.19) \quad & \sum_{i=1}^{s-3} c'(i, 1) t(i, 2/0/0) = \frac{1}{(r + 3)^3} \quad \text{for} \quad r = 1, 2, \ldots, n - 3, \\
(2.20) \quad & \sum_{i=2}^{s-3} c'(i, 2/r) t(i, 2/0/0) = \frac{1}{(r + 4)^4} \quad \text{for} \quad r = 1, 2, \ldots, n - 4,
\end{align*}
\]

and then the third transformation yields

\[
\begin{align*}
(2.21) \quad & \sum_{i=1}^{s-4} c'(i, 1) t(i, 3/0/0, 0) = \frac{1}{(r + 4)^4} \quad \text{for} \quad r = 1, 2, \ldots, n - 4, \quad \text{for} \quad r = 1, 2, \ldots, n - 4.
\end{align*}
\]

It is seen that the order of the quantities \( c(i, v) \) decreases by every transformation,
for instance in the equations (2.9) (2.18), (2.20) and (2.21) we obtain successively
the quantities \( c(i, 4), c(i, 3), c(i, 2) \) and \( c(t, 1) \).

The algorithm for the determination of the rational parameters of an explicit
RK-method consists of the following steps:

1. To a prescribed consistency order \( n \) for the numerical solution of a scalar
differential equation one determines the stage number \( s \) of the RK-method as the
least natural number for which the condition \( x(s) \geq \varphi(n) \) holds.

2. After choosing some weight coefficients \( p_i = 0 \) for \( i = 1, 2, \ldots, \xi \), (the chosen
number \( \xi \) depends on the consistency order \( n \)) and by a suitable definition of the step
parameters \(a_i\) for \(i = \xi + 1, \xi + 2, \ldots, s - 1\), we obtain, according to (2.5), a linear system of equations with a Vandermonde matrix for the weight coefficients \(p_i, i = \xi + 1, \ldots, s - 1\). The parameters \(p_i\) and the step parameters \(a_i\) must be adequate to the number of the equations. Then the weight coefficient \(p_0\) follows from (2.4). For the transformations to be executed it is advantageous to choose the value of the parameter \(a_{s-1} = 1\).

3. We introduce the substitutions

\[
c(i, 2/m) = \frac{1}{m+1} a_i^{m+1} \quad \text{for} \quad i = \xi + 1, \xi + 2, \ldots, s - 1,
\]

\[
c(i, 3/0/1, m) = \frac{1}{(m+1)(m+2)} a_i^{m+2} \quad \text{for} \quad i = \xi + 1, \xi + 2, \ldots, s - 1
\]

and in general

\[
c(i, v/0/0/\ldots/1, \ldots, m) = \frac{1}{(m + v - 1)!^{v-1}} a_i^{m+v-1}.
\]

Remark 2. The cases \(i = \xi + 1\) and \(i = \xi + 2\) in (2.22) were already used by Nyström [10].

4. We solve the system of linear equations for the transformed variables \(t(i, 1/\ldots/\ldots/\ldots/\ldots)\). The coefficients of this system are the quantities \(c'(i, 1)\) for \(r = 1, 2, \ldots, n - 3\) and \(c(i, v/0/0/\ldots/1, \ldots m)\)

5. We solve the system of linear equations for the transformed variables \(t(i, 2/\ldots/\ldots/\ldots); t(i, 3/\ldots/\ldots/\ldots)\) etc. The number of the transformations depends on the order of consistency of the RK-method.

Remark 3. a) We denote by \(\eta(n)\) the number of equations derived from the above presented system of conditional equations, from the definitions of the variables \(c(i, l)\) and from the transformed equations. Tables 5 and 6 show the values of \(\eta(n)\) and \(\phi(n)\) for some \(n\).

<table>
<thead>
<tr>
<th>Table 5: (\phi(n)) and (\eta(n)) for (v = 1)</th>
<th>Table 6: (\phi(n)) and (\eta(n)) for (v &gt; 1).</th>
</tr>
</thead>
<tbody>
<tr>
<td>(n)</td>
<td>1</td>
</tr>
<tr>
<td>(\phi(n))</td>
<td>1</td>
</tr>
<tr>
<td>(\eta(n))</td>
<td>1</td>
</tr>
<tr>
<td>(n)</td>
<td>1</td>
</tr>
<tr>
<td>(\phi(n))</td>
<td>1</td>
</tr>
<tr>
<td>(\eta(n))</td>
<td>1</td>
</tr>
</tbody>
</table>

Since under the number \(\eta(n)\) of equations a great number of dependent equations occurs, for the determination of the parameters of a \(s\)-stage RK-method not all equations are necessary.
b) Two RK-methods with \((s, n) = (8, 6)\) constructed by means of this algorithm have, in the notation of Butcher [1], the following form:

<table>
<thead>
<tr>
<th>0</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>9</td>
<td>9</td>
</tr>
</tbody>
</table>

| 1  | 1  | 3  |
| 6  | 24 | 24 |

| 1  | 1  | 3  | 4  |
| 6  | 6  | 6  | 6  |

| 3  | 5  | 27 | 24 | 6  |
| 6  | 8  | 8  | 8  | 8  |

| 4  | 221 | 981 | 867 | 102 | 1  |
| 6  | 9   | 9   | 9   | 9   | 9   |

| 5  | 183 | 678 | 472 | 66  | 80  | 3  |
| 6  | 48  | 48  | 48  | 48  | 48  | 48  |

| 1  | 716 | 2079 | 1002 | 834 | 454 | 9  | 72 |
| 1  | 82  | 82  | 82  | 82  | 82  | 82  | 82 |

| 1  | 41  |
| 840 | 0  |
| 216 | 27 |
| 272 | 27 |
| 216 | 41 |
| 840 | 840 |
| 840 | 840 |
| 840 | 840 |
| 840 | 840 |

<table>
<thead>
<tr>
<th>0</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>10</td>
</tr>
</tbody>
</table>

| 1  | 1  | 2  |
| 5  | 5  | 5  |

| 1  | 1  | 4  | 1  |
| 5  | 30 | 30 | 30 |

| 2  | 4  | 8  | 2  | 12 |
| 5  | 15 | 15 | 15 | 15 |

| 3  | 3  | 4  | 1  | 4  | 4  |
| 5  | 10 | 10 | 10 | 10 | 10 |

| 4  | 8  | 16 | 4  | 2  | 8  | 10 |
| 5  | 15 | 15 | 15 | 15 | 15 | 15 |

| 1  | 169 | 260 | 65 | 60  | 300 | 180 | 90 |
| 114 | 114 | 114 | 114 | 114 | 114 | 114 |

| 1  | 19  |
| 288 | 0  |
| 0  | 0  |
| 288 | 288 |
| 288 | 288 |
| 288 | 75  |
| 19  | 19  |

With regard to the construction of these methods see Hufa [7].

### 3. CONSTRUCTION OF ARK-FORMULAS

For the derivation of an \(s\)-stage ARK-method we take as a basis an \(s\)-stage consistent RK-method (2.1), which we write in the following recursive form:

\[(3.1)\]

\[
x^{(0)}_{m+1} := x_m ; \quad u^{(0)}_{m+1} := u_m ,
\]

\[
x^{(q)}_{m+1} := x_m + a_q h ; \quad u^{(q)}_{m+1} := u_m + h \sum_{j=1}^{q} b_{sj} f(x^{(j-1)}_{m+1}, u^{(j-1)}_{m+1}) ; \quad q = 1, 2, \ldots, s ,
\]

\[
x_{m+1} := x^{(s)}_{m+1} ; \quad u_{m+1} := u^{(s)}_{m+1} \quad \text{with} \quad a_s := 1 , \quad b_{sj} := p_{j-1} .
\]

In principle these RK-methods are based on the formal solution of the equivalent
Volterra integral equation to (1.1)

\[(3.2)\] \[y(x) = y(x_m) + \int_{x_m}^x f(t, y(t)) \, dt,\]

where in each discretization interval \([x_m, x_{m+1}^q]\), \(m = 0, 1, \ldots, q = 1, 2, \ldots, s - 1\), the function \(f(x, y)\) is approximated by a polynomial

\[f_h^{(q)}(x) = \sum_{i=0}^{q_x} \xi_{i,m}^{(q)} (x - x_m)^i.\]

The coefficients \(\xi_{i,m}^{(q)}\) depend on the function values \(f_i := f(x_{m+1}^{(i)}, u_{m+1}^{(i)}), \ i = 0, 1, \ldots, q - 1\). The approximation values \(u_{m+1}^{(q)}\) of the s-stage RK-method (3.1) can be written in the form

\[u_{m+1}^{(q)} = u_m + h \cdot a_q \sum_{i=0}^{q} \xi_{i,m}^{(q)} \frac{(h \cdot a_q)^i}{i + 1}.\]

First of all, for the construction of ARK-methods the given differential equation (1.1) is linearized in each discretization interval \([x_m, x_{m+1}^q]\) formally in the form

\[(3.3)\] \[y' = A_m y + g(x, y),\]

where \(A_m\) is a real constant (for a system, i.e. \(v > 1\), \(A_m\) is a constant \((v \times v)\) matrix). The residue function \(g(x, y)\) in (3.3) is defined by

\[g(x, y) = f(x, y) - A_m y.\]

With the initial value \(y(x_m) = y_m\) we obtain from (3.3)

\[(3.4)\] \[y(x) = \exp(A_m(x - x_m)) \left[ y_m + \int_{x_m}^x \exp(-A_m(t - x_m)) g(t, y(t)) \, dt \right].\]

Analogously to the RK-method we approximate the function \(g(x, y)\) in \([x_m, x_{m+1}^q]\) by a polynomial

\[(3.5)\] \[g_h^{(q)}(x) = \sum_{i=0}^{q_x} \xi_{i,m}^{(q)} (x - x_m)^i.\]

For the determination of the coefficients \(\xi_{i,m}^{(q)}\), the same nodes are used in \([x_m, x_{m+1}^q]\) as for the coefficients \(\xi_{i,m}^{(q)}\) of the corresponding s-stage RK-method, so that

\[\xi_{i,m}^{(q)} = \xi_{i,m}^{(q)}(g(x_{m+1}^{(q)}, u_{m+1}^{(q)}), \ldots, g(x_{m+1}^{(q-1)}, u_{m+1}^{(q-1)})).\]

Using (3.5) we obtain the approximate solution \(u_{m+1}^{(q)}\) for \(y(x_{m+1}^q)\) from (3.4) in the form

\[(3.6)\] \[u_{m+1}^{(q)} = e_0(A_m a_q h) u_m + h a_q \sum_{i=1}^{q_x} e_i (A_m a_q h) \xi_{i,m}^{(q)} (a_q h)^i, \quad q = 1, 2, \ldots, s,\]

where the function \(e_1(z), z \in \mathbb{C}\), is defined by

268
\( e_0(z) := \exp(z), \)
\[ e_1(z) := \begin{cases} \frac{e_0(z) - 1}{z} & \text{for } z \neq 0 \\ \frac{1}{z} & \text{for } z = 0 \end{cases} = \sum_{i=0}^{\infty} \frac{z^i}{(1 + i)!}, \]
\[ e_{l+1}(z) := \begin{cases} \frac{1}{l+1} e_1(z) & \text{for } z \neq 0 \\ \frac{1}{z} & \text{for } z = 0 \end{cases} = \sum_{i=0}^{\infty} \frac{z^i}{(i + l + 1)!}, \ l = 1, 2, \ldots \]

(see Nickel/Rieder [9]). For the order of consistency of an ARK-method the following theorem holds:

**Theorem 1.** Let \( f(x, y) \in C^n(U); U := \{(x, y) : x_0 \leq x \leq x_N, \ |y - y(x)| \leq \varepsilon, \varepsilon > 0\} \) and
\[
\int_{x_m}^{x_{m+h}} [g(t, y(t)) - g_h^{(s)}(t)] \, dt = 0(h^n + 1), \ h \to 0;
\]
then the s-stage ARK-method has the consistency order \( n. \)

**Proof.** For the local discretization error \( \tau_h(x_m) \) we obtain from (3.4) and (3.6)
\[
\tau_h(x_m) = \frac{1}{h} \left[ e_0(A_m(x_m + h - t)) g(t, y(t)) \, dt - h \sum_{i=0}^{\infty} e_{i+1}(A_m h) 2^{(s)} (t, i, m) h^i \right].
\]
With regard to (3.5) it follows that
\[
(3.7) \quad \tau_h(x_m) = \frac{1}{h} \int_{x_m}^{x_{m+h}} e_0(A_m(x_m + h - t)) [g(t, y(t)) - g_h^{(s)}(t)] \, dt.
\]
By inserting the expression
\[
e_0(A_m(x_m + h - t)) = 1 + A_m \cdot (x_m + h - t) + \ldots
\]
into the integral (3.7) the first term yields
\[
(3.8) \quad \frac{1}{h} \int_{x_m}^{x_{m+h}} [g(t, y(t)) - g_h^{(s)}(t)] \, dt ,
\]
which, according to the assumption, is of the order \( n. \) Then the further terms of the integral (3.7) yield contributions which are of higher order in \( h \) than in (3.8). \( \square \)

**Remark 4.** An RK-method (2.1) has the order of consistency \( n \) if
\[
(3.9) \quad \frac{1}{h} \int_{x_m}^{x_{m+h}} [f(t, y(t)) - f_h^{(s)}(t)] \, dt = 0(h^n), \ h \to 0.
\]
The conditions of consistency for the approximation functions $f_h(x)$ and $g_h(x)$ are proved to be of the same kind.

3.1. An example of an ARK-method

In the following section, to the 3/8 rule which is characterized by the parameter scheme

\[
\begin{array}{c|ccc}
0 & \frac{1}{3} & \frac{1}{3} & \\
\frac{2}{3} & -\frac{1}{3} & 1 & \\
1 & 1 & -1 & 1 \\
1 & \frac{1}{8} & \frac{3}{8} & \frac{3}{8} & \frac{1}{8}
\end{array}
\]

a suitable ARK-method of the same order ($n = 4$) is constructed. In an analogous manner to each $s$-stage RK-method we can derive an $s$-stage ARK-method.

In virtue of

\[
f_h^{(1)}(x) = \alpha_{0,m}^{(1)},
\]

the identity

\[
u_{m+1}^{(1)} = u_m + \frac{1}{3}h\alpha_{0,m}^{(1)} = u_m + \frac{1}{3}hf_0
\]
directly implies

\[(3.10)\quad \alpha_{0,m}^{(1)} = f_0.
\]

Taking into account

\[
f_h^{(2)}(x) = \sum_{l=0}^{2} \alpha_{l,m}^{(2)}(x - x_m)^l,
\]

\[
u_{m+1}^{(2)} = u_m + \int_{x_m}^{x_m + \frac{3}{4}h} f_h^{(2)}(x) \, dx = u_m + h(-\frac{1}{3}f_0 + f_1)
\]

and the requirements on

\[
f_h^{(2)}(x_m) = f_0, \quad f_h^{(2)}(x_{m+1}) = f_1,
\]

we obtain that the coefficients $\alpha_{l,m}^{(2)}$ satisfy the linear system of equations

\[(3.11)\quad \begin{align*}
\alpha_{0,m}^{(2)} &= f_0, \\
\frac{1}{2}h\alpha_{1,m}^{(2)} + \frac{1}{8}h^2\alpha_{2,m}^{(2)} &= f_1, \\
\frac{1}{2}h_2\alpha_{0,m}^{(2)} + \frac{1}{4}h^2\alpha_{2,m}^{(2)} &= -\frac{1}{2}f_0 + f_1.
\end{align*}
\]

In virtue of

\[
f_h^{(3)}(x) = \sum_{l=0}^{3} \alpha_{l,m}^{(3)}(x - x_m)^l,
\]

\[
u_{m+1}^{(3)} = u_m + \int_{x_m}^{x_m + h} f_h^{(3)}(x) \, dx = u_m + h(f_0 - f_1 + f_2)
\]
and because of the requirements on
\[ f_h^{(3)}(x_m) = f_0 \quad ; \quad f_h^{(3)}(x_{m+1}) = f_1 , \]
\[ f_h^{(3)}(x_{m+1}) = \sum_{i=0}^{2} \gamma_i^{(3)} f_i \quad \text{with} \quad \sum_{i=0}^{2} \gamma_i^{(3)} = 1 , \quad \gamma_1^{(3)} \in \mathbb{R} \]
we obtain the coefficients \( a_{i,m}^{(3)} \) from the system of linear equations

(3.12) \[ a_{0,m}^{(3)} = f_0 , \]
\[ a_{0,m}^{(3)} + \frac{3}{2} h \alpha_{1,m}^{(3)} + \frac{1}{2} h^2 \alpha_{2,m}^{(3)} + \frac{1}{2} h^3 \alpha_{3,m}^{(3)} = f_1 , \]
\[ a_{0,m}^{(3)} + \frac{3}{2} h \alpha_{1,m}^{(3)} + \frac{4}{3} h^2 \alpha_{2,m}^{(3)} + \frac{8}{27} h^3 \alpha_{3,m}^{(3)} = \gamma_0^{(3)} f_0 + \gamma_1^{(3)} f_1 + \gamma_2^{(3)} f_2 , \]
\[ a_{0,m}^{(3)} + \frac{3}{2} h \alpha_{1,m}^{(3)} + \frac{1}{2} h^2 \alpha_{2,m}^{(3)} + \frac{1}{4} h^3 \alpha_{3,m}^{(3)} = f_0 - f_1 + f_2 . \]

Finally, taking into account
\[ f_h^{(4)}(x) = \sum_{i=0}^{4} a_{i,m}^{(4)} (x - x_m)^i , \]
\[ u_{m+1} = u_m + \int_{x_m}^{x_{m+1}} f_h^{(4)}(x) \, dx = u_m + \frac{h}{8} \left( f_0 + 3f_1 + 3f_2 + f_3 \right) \]
and the requirements on
\[ f_h^{(4)}(x_m) = f_0 ; \quad f_h^{(4)}(x_{m+1}) = f_1 ; \quad f_h^{(4)}(x_{m+1}) = f_2 , \]
\[ f_h^{(4)}(x_{m+1}) = \sum_{i=0}^{3} \gamma_i^{(4)} f_i \quad \text{with} \quad \sum_{i=0}^{3} \gamma_i^{(4)} = 1 , \quad \gamma_1^{(4)} \in \mathbb{R} \]
we obtain the coefficients \( a_{i,m}^{(4)} \) from the system of linear equations

(3.13) \[ a_{0,m}^{(4)} = f_0 , \]
\[ a_{0,m}^{(4)} + \frac{3}{2} h \alpha_{1,m}^{(4)} + \frac{1}{2} h^2 \alpha_{2,m}^{(4)} + \frac{1}{2} h^3 \alpha_{3,m}^{(4)} + \frac{1}{8} h^4 \alpha_{4,m}^{(4)} = f_1 , \]
\[ a_{0,m}^{(4)} + \frac{3}{2} h \alpha_{1,m}^{(4)} + \frac{4}{3} h^2 \alpha_{2,m}^{(4)} + \frac{8}{27} h^3 \alpha_{3,m}^{(4)} + \frac{1}{4} h^4 \alpha_{4,m}^{(4)} = f_2 , \]
\[ a_{0,m}^{(4)} + h \alpha_{1,m}^{(4)} + h^2 \alpha_{2,m}^{(4)} + h^3 \alpha_{3,m}^{(4)} + h^4 \alpha_{4,m}^{(4)} = \sum_{i=0}^{3} \gamma_i^{(4)} f_i , \]
\[ a_{0,m}^{(4)} + \frac{3}{2} h \alpha_{1,m}^{(4)} + \frac{1}{2} h^2 \alpha_{2,m}^{(4)} + \frac{1}{4} h^3 \alpha_{3,m}^{(4)} + \frac{1}{8} h^4 \alpha_{4,m}^{(4)} = f_0 + \frac{3}{8} f_1 + \frac{3}{8} f_2 + \frac{1}{8} f_3 . \]

Now by replacing the function values \( f_i, \quad i = 0, 1, \ldots, 3, \) by suitable function values \( g_i := g(x_{m+1}, u_{m+1}^{(i)}) \) one obtains the coefficients \( a_{i,m}^{(q)} \), \( q = 1, 2, 3, 4, \) from (3.10), (3.11), (3.12) and (3.13). With these coefficients \( a_{i,m}^{(q)} \) we can determine the values \( u_{m+1}^{(q)} \) according to (3.6). Analogously to the 3/8 rule we can write the ARK-methods in the form
\[ u_{m+1}^{(q)} = c_0 (a_{q,hA_m}) u_m + h \sum_{j=1}^{q} B_{q,j} (a_{q,hA_m}) g_{j-1} , \quad q = 1, 2, 3, 4 , \]
which can be characterized by the parameter scheme

\[(3.14)\]

\[
\begin{array}{c|cccc}
0 & B_{11}(\frac{1}{2} h \cdot A_m) \\
\frac{1}{3} & B_{21}(\frac{2}{3} h \cdot A_m) & B_{22}(\frac{2}{3} h \cdot A_m) \\
1 & B_{31}(h \cdot A_m) & B_{32}(h \cdot A_m) & B_{33}(h \cdot A_m) \\
1 & B_{41}(h \cdot A_m) & B_{42}(h \cdot A_m) & B_{43}(h \cdot A_m) & B_{44}(h \cdot A_m)
\end{array}
\]

The parameters \(B_{ij}(a_q h \cdot A_m)\) are given by

\[B_{11}(\frac{1}{2} h \cdot A_m) = \frac{1}{2} e_1(\frac{1}{2} h \cdot A_m),\]
\[B_{21}(\frac{2}{3} h \cdot A_m) = \frac{2}{3} e_1(\frac{2}{3} h \cdot A_m) + \frac{1}{3} e_2(\frac{2}{3} h \cdot A_m) - 4e_3(\frac{2}{3} h \cdot A_m),\]
\[B_{22}(\frac{2}{3} h \cdot A_m) = -\frac{2}{3} e_2(\frac{2}{3} h \cdot A_m) + 4e_3(\frac{2}{3} h \cdot A_m),\]
\[B_{31}(h \cdot A_m) = e_1(h \cdot A_m) + \frac{1}{2}(3 - 15\gamma_0^{(3)}) e_2(h \cdot A_m) + \frac{1}{2}(63\gamma_0^{(3)} - 45) e_3(h \cdot A_m) + 27(1 - \gamma_0^{(3)}) e_4(h \cdot A_m),\]
\[B_{32}(h \cdot A_m) = -(2 + \frac{15}{2} \gamma_1^{(3)}) e_2(h \cdot A_m) + (27 + \frac{63}{2} \gamma_1^{(3)}) e_3(h \cdot A_m) - 9(4 + 3\gamma_1^{(3)}) e_4(h \cdot A_m),\]
\[B_{33}(h \cdot A_m) = (8 - \frac{15}{2} \gamma_2^{(3)}) e_2(h \cdot A_m) + (\frac{63}{2} \gamma_2^{(3)} - 36) e_3(h \cdot A_m) + 9(4 - 3\gamma_2^{(3)}) e_4(h \cdot A_m),\]
\[B_{41}(h \cdot A_m) = e_1(h \cdot A_m) - \frac{13}{2} \gamma_0^{(4)} + \frac{11}{2} e_2(h \cdot A_m) + (\frac{147}{4} \gamma_0^{(4)} + 9) e_3(h \cdot A_m) - (63\gamma_0^{(4)}) + 9 e_4(h \cdot A_m) + \frac{135}{4}\gamma_1^{(4)} e_5(h \cdot A_m),\]
\[B_{42}(h \cdot A_m) = (9 - \frac{13}{2} \gamma_1^{(4)}) e_2(h \cdot A_m) + \frac{1}{2}(147\gamma_1^{(4)} - 90) e_3(h \cdot A_m) + \frac{27}{2} - 63\gamma_1^{(4)} e_4(h \cdot A_m) + \frac{135}{4}\gamma_1^{(4)} e_5(h \cdot A_m),\]
\[B_{43}(h \cdot A_m) = -\frac{1}{2}(9 + 13\gamma_2^{(4)}) e_2(h \cdot A_m) + (18 + \frac{147}{2} \gamma_2^{(4)}) e_3(h \cdot A_m) - \frac{27}{2} + 63\gamma_2^{(4)} e_4(h \cdot A_m) + \frac{135}{4} \gamma_2^{(4)} e_5(h \cdot A_m),\]
\[B_{44}(h \cdot A_m) = \frac{1}{2}(15 - 13\gamma_3^{(4)}) e_2(h \cdot A_m) - \frac{1}{2}(165 - 147\gamma_3^{(4)}) e_3(h \cdot A_m) + (\frac{135}{2} - 63\gamma_3^{(4)}) e_4(h \cdot A_m) - \frac{135}{4} (1 - \gamma_3^{(4)}) e_5(h \cdot A_m).\]

The ARK-method has the consistency order \(n = 4\), if the parameters \(\gamma_l^{(q)}, q = 3, 4, l = 0, 1, \ldots, q - 1\), satisfy the conditions

\[
\gamma_1^{(3)} = -\frac{44}{9} - 2\gamma_0^{(3)}, \quad \gamma_2^{(3)} = \frac{53}{9} + \gamma_0^{(3)}, \quad \gamma_0^{(3)} \in \mathbb{R},
\]
\[
\gamma_1^{(4)} = -\frac{4}{11}, \quad \gamma_1^{(4)} = \frac{12}{11}, \quad \gamma_2^{(4)} = -\frac{12}{11}, \quad \gamma_3^{(4)} = \frac{15}{11}
\]

as can be easily shown with aid of Theorem 1.
3.2. S-stability of ARK-methods

As the $A$-stability of a numerical method does not guarantee a stable numerical solution when a very stiff system with a variable Jacobian matrix is given, Prothero and Robinson [11] introduced the stronger notion of the $S$-stability.

**Definition 1.** A one-step method is said to be $S$-stable if, for a differential equation of the form

\[(3.15) \quad y'(x) = \lambda(y(x) - r(x)) + r'(x), \quad \lambda \in \mathbb{C}, \quad \text{Re} \left(\lambda\right) < 0, \ r(x) \in C^1[0, x^*].\]

the method yields a set of approximations $\{u_m\}$ with the property that for any constant $\bar{x}_0 < 0$ there exists a constant $h_0 > 0$ such that

\[
\frac{|u_{m+1} - r(x_{m+1})|}{u_m - r(x_m)} < 1 \quad \text{with} \quad x_m, x_{m+1} \in [0, x^*],
\]

provided that $u_m \neq r(x_m)$, for all step-lengths $h \in (0, h_0)$ and all $\lambda$ with $\text{Re}(\lambda) \leq \lambda_0$.

**Definition 2.** A one-step method is said to be internally $S$-stable, if at each $q$-th stage, $q = 1, 2, \ldots, s$, the corresponding scheme of stage $q$ is $S$-stable (see Verwer [14]).

Let us investigate the stability behaviour of the ARK-methods with respect to the differential equation (3.15).

Applying

\[
(3.16) \quad u_{m+1}^{(q)} = e_0(a_q h \cdot A_m) u_m + h \sum_{j=1}^{q} B_{qj}(a_q h \cdot A_m) g_{j-1}, \quad q = 1, 2, \ldots, s,
\]

to the scalar test equation (3.15) with $A_m = \lambda$ we obtain

\[
u_{m+1}^{(q)} = e_0(a_q z) u_m + h \sum_{j=1}^{q} B_{qj}(a_q z) \delta_{j-1},
\]

where

\[
(3.16) \quad z = h\lambda; \quad \delta_{j-1} = r'(x_{m+1}^{(j-1)}) - \lambda r(x_{m+1}^{(j-1)}).
\]

For

\[
(3.17) \quad \epsilon_{m+1}^{(q)} := u_{m+1}^{(q)} - r(x_{m+1}^{(q)}), \quad q = 1, 2, \ldots, s,
\]

at the $q$-th stage we obtain the difference equation

\[
(3.17) \quad \epsilon_{m+1}^{(q)} = e_0(a_q z) \epsilon_{m+1}^{(0)} + h \left\{ \sum_{j=1}^{q} B_{qj}(a_q z) \delta_{j-1} + \frac{1}{h} \left[ e_0(a_q z) r(x_{m+1}^{(0)}) - r(x_{m+1}^{(q)}) \right] \right\}
\]

with

\[
(3.16) \quad \epsilon_{m+1}^{(0)} = u_{m+1}^{(0)} - r(x_{m+1}^{(0)}).
\]

We state the following theorem:
Theorem 2. An s-stage ARK-method is internally S-stable, if and only if the step parameters \( a_q \), \( q = 1, 2, \ldots, s - 1 \), satisfy the condition \( 0 < a_q \leq 1 \).

Proof. We use the following criterion (see Verwer [14]): Let us assume that by applying an s-stage one-step method to the equation (3.15) we obtain at each stage \( q \) the error equation

\[
\varepsilon_{m+1}^{(q)} = T_q(z) \varepsilon_m^{(q)} + h \left\{ \psi_{m+1}^{(q)}(z, h; r) + \frac{1}{h} \left[ T_q(z) r(x_m^{(q)}) - r(x_{m+1}^{(q)}) \right] \right\}, \quad q = 1, 2, \ldots, s.
\]

Then the s-stage one-step method is internally S-stable, if and only if

a) The stability functions \( T_q(z) \), \( q = 1, 2, \ldots, s \), are strongly A-acceptable, \(^1\)

b) a constant \( h > 0 \) exists, such that the local error

\[
\varepsilon_{m}^{(q)} := \psi_{m+1}^{(q)}(z, h; r) + \frac{1}{h} \left[ T_q(z) r(x_m^{(q)}) - r(x_{m+1}^{(q)}) \right], \quad q = 1, 2, \ldots, s,
\]

is uniformly bounded on \( M := \{(h, z) \mid h \in (0, h], \Re(z) < 0 \} \).

The mean value theorem applied to \( \varepsilon_{m}^{(q)} \) yields

\[
\varepsilon_{m}^{(q)} = \sum_{j=1}^{q} B_{qj}(a_{qz}) \delta_{j-1} + \frac{1}{h} \left[ e_0(a_{qz}) r(x_m^{(q)}) - r(x_{m+1}^{(q)}) \right],
\]

yields

\[
(3.18) \quad \varepsilon_{m}^{(q)} = \sum_{j=1}^{q} B_{qj}(a_{qz}) \delta_{j-1} + \frac{1}{h} \left[ e_0(a_{qz}) r(x_m^{(q)}) - r(x_{m+1}^{(q)}) \right] - z \sum_{j=2}^{q} a_{j-1} B_{qj}(a_{qz}) r'(x_m + \Theta_{j-1} a_{j-1} h) - a_{q} r'(x_m + \Theta_{q} a_{q} h)
\]

with \( 0 < \Theta_{j} < 1 \). Because of

\[
\sum_{j=1}^{q} B_{qj}(a_{qz}) = a_{q} e_1(a_{qz}) = 0
\]

(see Section 3.1) it follows that

\[
(3.19) \quad \varepsilon_{m}^{(q)} = \sum_{j=1}^{q} B_{qj}(a_{qz}) \delta_{j-1} + \frac{1}{h} \left[ e_0(a_{qz}) r(x_m^{(q)}) - r(x_{m+1}^{(q)}) \right] - a_{q} r'(x_m + \Theta_{q} a_{q} h).
\]

Because the functions \( B_{qj}(a_{qz}) \) and \( z B_{qj}(a_{qz}) \) for \( q = 1, 2, \ldots, s; j = 1, 2, \ldots, q \) are uniformly bounded on \( \{z \mid \Re(z) < 0\} \), it follows from (3.19) that \( \varepsilon_{m}^{(q)} \) is uniformly bounded on \( M \). The assertion follows immediately from the criterion. \( \Box \)

\(^1\) \( T_q(z) \) is said to be strongly A-acceptable, if \( |T_q(z)| \) is bounded whenever \( \Re(z) < 0 \) and \( \lim_{\Re(z) \to -\infty} |T_q(z)| < 1 \), as \( \Re(z) \to -\infty \).
**Corollary.** An ARK-method is always S-stable.

**Proof.** This result follows immediately from Theorem 2. □

**Definition 3.** An S-stable one-step method is said to be L-S-stable if in addition

\[
\left| \frac{u_{m+1}^{(s)} - r(x_{m+1}^{(s)})}{u_{m} - r(x_{m})} \right| \to 0 ; \quad x_m, x_{m+1} \in [0, x^*]
\]

as \( \text{Re}(\lambda) \to -\infty \), for all stepsizes \( h > 0 \).

**Theorem 3.** An ARK-method is L-S-stable, if and only if the conditions

\[
(3.20) \quad \lim_{\text{Re}(z) \to -\infty} z \sum_{l=1}^{s} B_{sl}(z) = \begin{cases} 
0 & \text{for } a_{l-1} = \alpha, \; 0 \leq \alpha < 1 \\
-1 & \text{for } a_{l-1} = 1 
\end{cases}, \quad l \in \{1, 2, \ldots, s\}
\]

hold.

**Proof.** From equation (3.17) and Definition 3 we see that we have L-S-stability if and only if, for any \( h > 0 \), the local error

\[
\xi_m^{(s)} = \sum_{j=1}^{s} B_{sj}(z) \delta_{j-1} + \frac{1}{h} \left[ e_0(z) r(x_{m+1}^{(0)}) - r(x_{m}^{(s)}) \right]
\]

tends to zero as \( \text{Re}(\lambda) \to -\infty \). Taking into account (3.16) and

\[
\lim_{\text{Re}(z) \to -\infty} B_{sl}(z) = 0 \quad \text{for} \quad j = 1, 2, \ldots, s
\]

we obtain

\[
(3.21) \quad \lim_{\text{Re}(z) \to -\infty} \xi_m^{(s)} = -\frac{1}{h} \left[ \lim_{\text{Re}(z) \to -\infty} z \sum_{j=1}^{s} B_{sj}(z) r(x_{m+1}^{(j-1)}) + r(x_{m} + h) \right].
\]

From (3.21) we obtain (3.20) directly.

**Remark 5.** The ARK-method (3.14) is L-S-stable, if and only if the parameters \( \gamma_i^{(4)} \), \( i = 0, 1, 2, 3 \), satisfy the conditions

\[
\gamma_0^{(4)} = \gamma_1^{(4)} = \gamma_2^{(4)} = 0, \quad \gamma_3^{(4)} = 1.
\]

Other L-S-stable ARK-methods are given in [12].
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