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1. INTRODUCTION

Let us consider the system

\[ Ax = b \]

where \( A \) is a symmetric, positive definite \( n \) by \( n \) matrix and \( b \) is an \( n \)-vector. The biorthogonalization process defined by Hestenes and Stiefel \[1\] consists of constructing two sequences \( g_0, g_1, \ldots, \) and \( h_0, h_1, \ldots \) in the \( n \)-dimensional Euclidean space \( \mathbb{R}^n \) such that

\[ (g_i, g_j) = (Ah_i, h_j) = 0 \quad i \neq j. \]

Let \( x_0 \in \mathbb{R}^n \) be arbitrary. Let \( g_i = Ax_i - b \) and let \( g_0 = h_0 \). For \( i = 0, 1, \ldots, n-1 \) we have the following process:

\[ x_{i+1} = x_i - a_i h_i, \]

\[ a_i = \frac{(h_i, g_i)}{(Ah_i, h_i)} = \frac{(g_i, g_i)}{(Ah_i, g_i)}, \]

\[ g_{i+1} = g_i - a_i Ah_i, \]

\[ h_{i+1} = g_{i+1} - \frac{(Ah_i, g_{i+1})}{(Ah_i, h_i)} h_i = g_{i+1} + \frac{(g_{i+1}, g_{i+1})}{(g_i, g_i)} h_i, \]

and there exists \( m \leq n \) with \( g(x_m) = 0 \), i.e., \( x_m \) is the solution of \( (1) \). The function \( f(x) := \frac{1}{2} x^TAx - bx \) is a strictly convex quadratic function. Then \( a_i \) defined by \( (3) \) has the following geometrical interpretation

\[ f(x_i - a_i h_i) = \min \quad \text{for} \quad a = a_i = \frac{(h_i, g_i)}{(Ah_i, h_i)}, \]

i.e., \( (g_{i+1}, h_i) = 0 \). Because of \( (6) \) we say that the biorthogonalization process \( (2)-(5) \) is defined by the minimization principle, i.e., it is a perfect algorithm with
respect to the step size. Algorithm (2)–(5) was generalized for minimization of nonquadratic functions by many authors [2, 3, 4]. These algorithms were also based on exact line searches. Unfortunately, many algorithms of the conjugate gradient type are sensitive to the exactness of the line searches and this phenomenon may destroy the global efficiency of these methods. The larger the dimension of the problem is, the bigger is the influence of this phenomenon. According to the choice of the recurrent formula for \( h_{i+1} \) we obtain various algorithms

\[
\begin{align*}
    h_{i+1} &= g_{i+1} + \beta_i h_i, \\
    \beta_i &= \varphi(g_{i+1}, g_i, h_i) = \begin{cases} 
        \frac{(g_{i+1}, g_{i+1})}{(g_i, g_i)} & \quad \text{if } (g_{i+1}, s_i) \neq 0, \\
        \frac{(g_{i+1} - g_i, g_{i+1})}{(g_i, g_i)} & \quad \text{otherwise}, \\
    \end{cases}
\end{align*}
\]

The first one is the most sensitive formula with respect to the exactness of the step-size.

In order to improve the efficiency and the local rate of convergence of conjugate gradient algorithms several techniques have been suggested [5, 6]. The common idea of these techniques is the generation of mutually conjugate direction vectors independently of the step-size used. By help of these vectors it is possible to define an extra step which then enables us to define the minimum of a quadratic function without using perfect step-sizes. This extra step is identical to a quasi-Newton step. In [5] the conjugate direction vectors and the extra step is defined in terms of the quantities

\[
\frac{(g_{i+1}, s_i)}{(g_{i+1} - g_i, s_i)} s_i,
\]

where \( s_i = x_{i+1} - x_i \). In [6] the extra step was also defined by help of these terms. By this approach it is possible to define the conjugate direction vectors and the extra step only if all steps are sufficiently inaccurate, i.e., \((g_{i+1}, s_i) \neq 0\).

In [7] it is shown that by an extra step is is possible also to improve the theoretical rate of convergence of minimization algorithms. Under some assumptions the rate of convergence is \( n \)-step cubic. But this result holds only for the projection gradient method because the important assumption is that the conjugate direction vectors are uniformly linearly independent. In general this is not possible to show for all conjugate gradient algorithms.

In the next part a new biorthogonalization process is described which does not depend on the step-size. The idea of the new biorthogonalization algorithm lies in the fact that the asymptotically perfect algorithms with the quadratic termination
property have the same rate of convergence as the perfect algorithms [8, 9]. Therefore they converge at least $n$-step quadratically also for a strictly convex quadratic function, whereas the perfect algorithms are finite. The new algorithm does not use an extra step and it is devised so as to minimize the total error after $n$ steps if imperfect steps are used. It is easy to show that for a quadratic function this occurs if the direction vectors are mutually conjugate independently of the step-sizes used. The stability of the new algorithm does not depend on the accuracy or inaccuracy of the step-sizes.

2. THE ALGORITHM

Let $x_0 \in R_n$ be arbitrary. Let us denote $g_i = Ax_i - b$, where $A$ is a symmetric, positive definite $n \times n$ matrix. Set $\tilde{g}_0 = g_0 = \tilde{h}_0$. Let us consider for $i = 0, 1, 2, \ldots, n - 1$ following biorthogonalization process:

\begin{align}
 x_{i+1} &= x_i - \tilde{a}_i \tilde{h}_i, \\
 \tilde{g}_{i+1} &= (g_{i+1} - g_i) - \frac{(g_{i+1} - g_i, \tilde{g}_i)}{(\tilde{g}_i, \tilde{g}_i)} \tilde{g}_i, \\
 \tilde{h}_{i+1} &= \tilde{g}_{i+1} - \frac{(g_{i+1} - g_i, \tilde{g}_{i+1})}{(g_{i+1} - g_i, \tilde{h}_i)} \tilde{h}_i,
\end{align}

where $\tilde{a}_i$ is an arbitrary positive real number.

**Theorem 1.** Suppose that $m$ is the largest number $\leq n - 1$ such that all vectors $h_0, h_1, \ldots, h_m$ and $g_0, g_1, \ldots, g_m$ constructed according to (2)–(5) are nonzero and let $\tilde{h}_0, \tilde{h}_1, \ldots, \tilde{g}_0, \tilde{g}_1, \ldots$ be vectors constructed according to (9)–(11). Then

\begin{align}
 \tilde{g}_i &= c_i g_i, \quad \tilde{h}_i = c_i h_i \quad \text{for} \quad 0 \leq i \leq m
\end{align}

where $c_i \neq 0$ is a constant and

\begin{align}
 \tilde{g}_i = g_i = \tilde{h}_i = h_i = 0 \quad \text{for all} \quad i > m, \quad \text{with} \quad m \leq n - 1.
\end{align}

**Proof.** According to the definition $\tilde{g}_0 = g_0$. For $i = 1$ from (2)–(5) we obtain

\begin{align}
 g_1 &= g_0 - \alpha_0 Ah = -\alpha_0 (Ah_0 - \frac{(Ah_0, g_0)}{(g_0, g_0)} g_0)
\end{align}

and

\begin{align}
 h_1 &= g_1 - \frac{(Ah_0, g_1)}{(Ah_0, h_0)} h_0.
\end{align}

From (9)–(11) we have
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\[ (14) \quad \tilde{g}_1 = -\tilde{z}_0 A h_0 - \left( -\tilde{z}_0 A h_0, g_0 \right) \frac{g_0}{(g_0, g_0)} g_0 = -\tilde{z}_0 \left( A h_0 - \frac{(A h_0, g_0)}{(g_0, g_0)} g_0 \right) \]

since \( g_1 - g_0 = -\tilde{z}_0 A h_0 \) and \( \tilde{h}_0 = h_0 = \tilde{g}_0 = 0 \).

According to (12) and (14) we obtain
\[ (15) \quad \tilde{g}_1 = c_1 g_1 \quad \text{with} \quad c_1 = \tilde{z}_0 \frac{1}{A_0}, \]

and from (11) according to (15)
\[ (16) \quad \tilde{h}_1 = c_1 g_1 - \frac{(A h_0, c_1 g_1)}{(A h_0, h_0)} h_0 = c_1 \left( g_1 - \frac{(A h_0, g_1)}{(A h_0, h_0)} h_0 \right). \]

From (16), (13) we then have
\[ \tilde{h}_1 = c_1 h_1. \]

Suppose that
\[ \tilde{g}_j = c_j g_j, \quad \tilde{h}_j = c_j h_j \quad \text{for} \quad j \in \{0, 1, \ldots, m - 1\}. \]

Then according to (2)–(5) we have
\[ (17) \quad g_m = g_{m-1} - \alpha_{m-1} A h_{m-1} = -\alpha_{m-1} \left( A h_{m-1} - \frac{(A h_{m-1}, g_{m-1})}{(g_{m-1}, g_{m-1})} g_{m-1} \right), \]
\[ (18) \quad h_m = g_m - \frac{(A h_{m-1}, g_m)}{(A h_{m-1}, h_{m-1})} h_{m-1}. \]

From (9)–1(1) we obtain
\[
\tilde{g}_m = -\tilde{\alpha}_{m-1} A \tilde{h}_{m-1} - \left( -\tilde{\alpha}_{m-1} A \tilde{h}_{m-1}, \tilde{g}_{m-1} \right) \frac{\tilde{g}_{m-1}}{(\tilde{g}_{m-1}, \tilde{g}_{m-1})} \tilde{g}_{m-1} =
\]
\[ = -\tilde{\alpha}_{m-1} \left( A \tilde{h}_{m-1} - \frac{(A \tilde{h}_{m-1}, \tilde{g}_{m-1})}{(\tilde{g}_{m-1}, \tilde{g}_{m-1})} \tilde{g}_{m-1} \right) =
\]
\[ = -\tilde{\alpha}_{m-1} c_{m-1} \left( A h_{m-1} - \frac{(A h_{m-1}, g_{m-1})}{(g_{m-1}, g_{m-1})} g_{m-1} \right) \]
\[ \text{since} \quad g_m - g_{m-1} = -\tilde{\alpha}_{m-1} A \tilde{h}_{m-1}. \]

According to (17) we have
\[ \tilde{g}_m = c_m g_m \quad \text{with} \quad c_m = (\tilde{\alpha}_{m-1} / \alpha_{m-1}) c_{m-1}, \]

so that from (11), (18)
\[ \tilde{h}_m = c_m h_m. \]

Let \( g_{m+1} = 0 \). Then according to (4) we obtain
\[ g_m = \alpha_m A h_m. \]
so that

\[ \tilde{g}_{m+1} = -\tilde{z}_m A\tilde{h}_m - \frac{(-\tilde{z}_m A\tilde{h}_m, \tilde{g}_m)}{(\tilde{g}_m, \tilde{g}_m)} \tilde{g}_m = -\tilde{z}_m A\tilde{h}_m + \tilde{z}_m (A\tilde{h}_m, c_m g_m) c_m g_m = -\tilde{z}_m c_m A\tilde{h}_m + \tilde{z}_m c_m A\tilde{h}_m = 0. \]

Let \( \tilde{g}_{m+1} = 0 \). Then according to (10),

\[ 0 = A\tilde{h}_m - \frac{(A\tilde{h}_m, \tilde{g}_m)}{(\tilde{g}_m, \tilde{g}_m)} \tilde{g}_m = (A\tilde{h}_m - \frac{(A\tilde{h}_m, g_m)}{(g_m, g_m)} g_m) c_m. \]

According to (19) we obtain

\[ 0 = g_m \frac{(g_m, g_m)}{(A\tilde{h}_m, g_m)} A\tilde{h}_m = g_m - \tilde{z}_m A\tilde{h}_m, \]

i.e., according to (4),

\[ g_{m+1} = 0. \]

The vectors \( \tilde{g}_0, \tilde{g}_1, \ldots, \tilde{g}_m \) are orthogonal to each other, and since they are nonzero, their total number cannot exceed \( n \). According to (11) and (5) for \( m \leq n - 1 \) and for all \( i > m \)

\[ \tilde{g}_i = g_i = h_i = h_i = 0. \]

**Corollary.** According to Theorem 1 for \( \alpha_i = \tilde{z}_i \) the biorthogonalization process (9)–(11) is equivalent to the biorthogonalization process (2)–(5).

### 3. APPLICATION

Suppose that \( f : \mathbb{R}_n \rightarrow \mathbb{R}_1 \) is strictly convex and twice continuously differentiable and satisfies

\[ \lim_{\|x\| \to \infty} f(x) = +\infty. \]

Let us denote the gradient \( g_i = g(x_i) \). The algorithm for minimization of \( f(x) \) is defined as follows:

*(20) Algorithm*

Step 0. Select \( x_0 \in \mathbb{R}_n \). If \( g_0 = 0 \), stop, else set \( i = 0 \) and go to Step 1.

Step 1. Set \( \tilde{g}_i = g_i = h_i \).

Step 2. Compute

\[ x_{i+1} = x_i - \alpha_i h_i. \]
such that

\[(g_{i+1}, h_i) = \mu_i (g_i, h_i)\]

where \(|\mu_i| \leq \bar{\mu} < 1\) and

\[|\mu_i| \leq \min \{\bar{\mu}, c\|g_i\|\}, \ c > 0.\]

Step 3. If \(g_{i+1} = 0\), stop, else go to Step 4.

Step 4. If \(i \equiv -1 \mod n\) then set \(i = i + 1\) and go to Step 1, else set

\[
g_{i+1} = (g_{i+1} - g_i) - \frac{(g_{i+1} - g_i, \tilde{g}_i)}{(\tilde{g}_i, \tilde{g}_i)} \tilde{g}_i.
\]

Step 5. If \(\tilde{g}_{i+1} = 0\) then set \(i = i + 1\) and go to Step 1, else set

\[
h_{i+1} = \tilde{g}_{i+1} - \frac{(g_{i+1} - g_i, \tilde{g}_{i+1})}{(g_{i+1} - g_i, h_i)} h_i
\]

set \(i = i + 1\) and go to Step 2.

Algorithm (20) uses restarts. The method does not use an extra step and is devised so as to eliminate the zigzagging phenomenon if an imperfect step-size is used. An extra step after \(n\) regular steps is interesting if this step improves the theoretical rate of convergence. The need for a step along a special direction every \(n\) iterations is avoided by forcing the linear search to become more accurate as the solution is approached.

4. CONCLUSION

In this paper a new biorthogonalization process is defined. All known perfect conjugate gradient algorithms use exact line searches in order to obtain mutually conjugate directions. The inexactness of the line searches destroys the conjugacy of the directions generated and thereby the global efficiency of these methods. In order to eliminate this influence of the inexactness of the line searches a new biorthogonalization process is defined which does not depend on the step-size used. In the perfect case the new biorthogonalization process is equivalent to the cg-algorithms of Hestenes and Stiefel. The stability of the new algorithm does not depend on the accuracy or inaccuracy of the step sizes.

Acknowledgement. The author is greatly indebted to Professor J. Stoer for many useful discussions during the preparation of this paper. This work was supported by the Alexander von Humboldt Stiftung during the stay of the author at the Institut für Angewandte Mathematik und Statistik in Würzburg.
References


Súhrn

IMPERFEKTNÝ ALGORITMUS ZDRUŽENÝCH GRADIENTOV

FRIEDRICH SLOBODA


Author’s address: Dr. Fridrich Sloboda, CSc., Ústav technickej kybernetiky SAV, Dúbravská cesta 1, 842 37 Bratislava.

432