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Summary. The paper contains a description and an analysis of two modifications of the conjugate gradient method for unconstrained minimization which find a minimum of the conic function after a finite number of steps. Moreover, further extension of the conjugate gradient method is given which is based on a more general class of the model functions.
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1. INTRODUCTION

The conjugate gradient method was introduced by Hestenes and Stiefel [9] for finding solutions of systems of linear equations with symmetric positive definite matrices and, lately, by Fletcher and Reeves [7] for unconstrained minimization. Since then it has been frequently modified and improved by many authors. Dixon [6] and Sloboda [13] have proposed conjugate gradient methods which use no perfect line search. Beale [2] and Powell [11] have described conjugate gradient methods with improved restart procedures. Fried [8], Boland et al. [4] and Kowalik et al. [10] have proposed further modifications of the conjugate gradient method which are based on some nonquadratic models. Most recent papers by Sloboda [14], Shirey [12] and Abaffy and Sloboda [1] generalize the previous results and give conjugate gradient methods which minimize the so called l-quadratic functions after a finite number of steps.

Another class of functions, which generalize the quadratic function, contains the so called conic functions. These functions were introduced by Björstad and Nocedal [3] for line search and by Davidon [5] and Sorensen [15], who used them for the construction of a new class of variable metric methods. In this paper, we propose new modifications of the conjugate gradient method, which minimize conic functions after a finite number of steps. Section 2 contains some results concerning conic functions. Section 3 is devoted to the derivation and analysis of a basic modification.
of the conjugate gradient method. It also contains a detailed description of a new algorithm. Section 4 is devoted to the investigation of an imperfect version of the conjugate gradient method. Section 5 proposes a further extension of the conjugate gradient method, which is based on a more general class of the model functions.

2. CONIC FUNCTIONS AND CONIC INTERPOLATIONS

Let $R_n$ be an $n$-dimensional vector space. Let $\bar{F}: R_n \rightarrow R$ be a quadratic function and $l: R_n \rightarrow R$ a linear function, both defined in the space $R_n$. Then the function

$$F(x) = \frac{\bar{F}(x)}{l^2(x)}$$

defined in the open halfspace $X = \{x \in R_n: l(x) > 0\}$ is called a conic function.

In order to simplify the notation, we omit the parameter $x$. We denote by $F$, $g$, $G$ and $\bar{F}$, $\bar{g}$, $\bar{G}$ the value, the gradient and the Hessian matrix of the function $F(x)$ and $\bar{F}(x)$, respectively, at the point $x \in X$. Furthermore, we denote by $I$ and $c$ the value and the gradient of the function $l(x)$. Note that $\bar{G}$ is a constant matrix and $c$ is a constant vector. We assume throughout this paper that $\bar{G}$ is a positive definite matrix.

Using (2.1) we get the formulae

$$F = \frac{\bar{F}}{l^2},$$

$$g = \frac{1}{l^2} \bar{g} - \frac{2}{l^3} \bar{G}c = \frac{1}{l^2} \bar{g} - \frac{2}{l} Fc.$$

Many properties of the conic functions have been described in the paper of Davidon [5]. We summarize one of his results in the following lemma.

Lemma 2.1. Let $x \in X$ and $x_2 = x + \alpha_2 s \in X$ be two different points. Then

$$\frac{l_2}{l} = \frac{\alpha_2 g_2 s}{F_2 - F - \alpha_2},$$

where

$$\alpha_2^2 = (F_2 - F)^2 - \alpha_2^2 g_1^T s g_2^T s.$$

Lemma 2.1 gives the possibility of determining the ratio $l_2/l$ from the values $F$ and $F_2$ and from the gradients $g$ and $g_2$ computed at two different points $x$ and $x_2$.

Now we will prove a lemma, which will allow us to determine the vector $c$ from the values $F$, $F_1$, and $F_2$ and the gradients $g$, $g_1$, and $g_2$ computed at three different points $x$, $x_1$, and $x_2$ lying on a line.
Lemma 2.2. Let $x \in X$, $x_1 = x + \alpha_1 s \in X$, and $x_2 = x + \alpha_2 s \in X$ be three different points. Then

$$c = -\frac{1}{2} \frac{(l_2^2 g_2 - l_1^2 g_1) \alpha_1 - (l_1^2 g_1 - l_2^2 g_2) \alpha_2}{(l_2^2 F_2 - l_1^2 F_1) \alpha_1 - (l_1^2 F_1 - l_2^2 F_2) \alpha_2}.$$  

Proof. Since $\bar{g}_1$, $\bar{g}_2$, and $\bar{g}_3$ are gradients of the quadratic function which has the Hessian matrix $\bar{G}$, we can write, by (2.2),

$$\alpha_i \bar{G} s = \bar{g}_i - \bar{g} = l_i^2 g_i - l_i^2 g + 2c(l_i F_i - l)$$

for $1 \leq i \leq 2$. Therefore

$$\frac{l_2^2 g_2 - l_1^2 g_1}{\alpha_2} + 2c \frac{l_2^2 F_2 - l_1^2 F_1}{\alpha_2} = \frac{l_1^2 g_1 - l_2^2 g_2}{\alpha_1} + 2c \frac{l_1 F_1 - l_2 F_2}{\alpha_1}$$

which implies (2.4). □

Lemma 2.2 together with Lemma 2.1 offer the possibility of determining all parameters of the linear function $l(x)$. Therefore, we can compute the value and the gradient of the quadratic function $F(x)$ from the value and the gradient of the conic function $F(x)$, which is necessary for developing the conjugate gradient method.

We suppose throughout this paper that the conic function (2.1) is cupped (see [5]) which means that $g(x) = 0$ if and only if $x \in R_n$ is a minimizer of $F(x)$.

3. THE BASIC CONJUGATE GRADIENT METHOD

The conjugate gradient method for minimizing a conic function $F: X \to R$ over the open halfspace $X \subset R_n$ is based on the iterative scheme

$$x_{i+1} = x_i + \alpha_i s_i,$$  

$i \in N = \{1, 2, \ldots\}$, where $s_i$ is a direction vector and $\alpha_i$ is a steplength. We assume in this section that the steplengths are chosen by the perfect line searches so that

$$s_i^T g_{i+1} = 0$$

for $i \in N$. The following lemma is essential for conjugate direction methods.

Lemma 3.1. Let $F: X \to R$ be a conic function. Consider the iterative scheme (3.1) with the steplengths chosen by the perfect line searches. Let the direction vectors satisfy the conditions $s_i^T \bar{G} s_j = 0$ for $1 \leq i < j \leq k$ and $s_i^T c = 0$ for $1 \leq i < k$ with $k \leq n$. Then

$$s_i^T g_{k+1} = 0$$

for $1 \leq i \leq k$.
Proof. The equality $s^T g_{k+1} = 0$ follows from (3.2). Using (2.2) we get
\[
s^T_i g_{k+1} = s^T_i \left( \frac{1}{l^2_{k+1}} \tilde{g}_{k+1} - \frac{2}{l_{k+1}} F_{k+1} c \right) = \frac{1}{l^2_{k+1}} s^T_i \tilde{g}_{k+1}
\]
for $1 \leq i < k$, since $s^T_i c = 0$ for $1 \leq i < k$ by the assumption. Therefore $s^T_i g_{k+1} = 0$ if and only if $s^T_i \tilde{g}_{k+1} = 0$. Let $\tilde{y}_j = \tilde{g}_{j+1} - \tilde{g}_j = \alpha_j \tilde{G} s_j$ for $i < j \leq k$. Then
\[
s^T_i \tilde{g}_{k+1} = s^T_i \tilde{g}_{i+1} + \sum_{j=i+1}^{k} s^T_i \tilde{y}_j =
\]
\[
= l^2_{i+1} s^T_i g_{i+1} + 2l_{i+1} F_{i+1} s^T_i c + \sum_{j=i+1}^{k} \alpha_j s^T_i \tilde{G} s_j = 0
\]
by (2.2) since $s^T_i c = 0$ and $s^T_i \tilde{G} s_j = 0$ for $i < j \leq k$ by the assumption and $s^T_i g_{i+1} = 0$ by (3.2).

Lemma 3.1 shows that the conjugate directions have to be generated in such a way that the first $n - 1$ of them lie in the subspace which is orthogonal to the vector $c$. Then $s^T_i g_{n+1} = 0$ for $1 \leq i \leq n$. If in addition $s_i = 0$ for $1 \leq i \leq n$, then $g_{n+1} = 0$ and, consequently, $x_{n+1}$ is a minimizer of the conic function $F$. Let
\[
P = I - \frac{cc^T}{c^T c}
\]
be the orthogonal projection matrix associated with the subspace which is orthogonal to the vector $c$. It is advantageous to generate the direction vectors $s_i$, $1 \leq i < n$ by orthogonalizing the projected gradients $P g_i$, $1 \leq i < n$. Since
\[
P g_i = P \left( \frac{1}{l^2_i} \tilde{g}_i - \frac{2}{l_i} F c \right) = \frac{1}{l^2_i} P \tilde{g}_i
\]
for $1 \leq i < n$, we can derive the formulae for the direction vectors in the same way as in the case of minimization of a quadratic function with a single linear constraint. Thus we obtain
\[
s_1 = -P g_1
\]
and
\[
s_i = -P g_i + \frac{\tilde{y}_i^T P g_i}{\tilde{y}_i^T} s_{i-1}
\]
for $1 < i < n$. These vectors are different from zero in the regular case when $P g_i \neq 0$ for $1 \leq i < n$.

The direction vector $s_n$ cannot be determined by the above scheme since $P g_n = 0$ in the regular case (as follows from Lemma 3.1). Therefore $g_n$ is parallel to the vector $c$ and we have to use the general formula
\[
s_n = c - \sum_{i=1}^{n-1} \frac{\tilde{y}_i^T c}{\tilde{y}_i^T} s_i.
\]
The following algorithm summarizes our results.

**Algorithm 3.1.**

**Step 1:** Determine an initial point $x$ and compute the value $F := F(x)$ and the gradient $g := g(x)$. Set $k := 0$.

**Step 2:** If the termination criteria are satisfied (for example if $\|g\|$ is sufficiently small) then stop.

**Step 3:** If $k = 0$ then set $s := -g$, $k := 1$, $l := 1$ and go to Step 4 else go to Step 5.

**Step 4:** Use an imperfect line search procedure to determine two points $x_1 := x + \alpha_1 s$, $x_2 := x + \alpha_2 s$. Compute the values $F_1 := F(x_1)$, $F_2 := F(x_2)$ and the gradients $g_1 := g(x_1)$, $g_2 := g(x_2)$ (suppose that $F_2 = \min (F, F_1, F_2)$). Compute the values

$$
\varrho_1 := \sqrt{((F_1 - F)^2 - \varphi_1^2 g_1^T g_1 s)} ,
$$

$$
\varrho_2 := \sqrt{((F_2 - F)^2 - \varphi_2^2 g_2^T g_2 s)} ,
$$

$$
\lambda_1 := \frac{\alpha_1 g_1^T s}{F_1 - F - \varrho_1} ,
$$

$$
\lambda_2 := \frac{\alpha_2 g_2^T s}{F_2 - F - \varrho_2} ,
$$

and the vector

$$
c := -\frac{l}{2} \left[ \frac{\lambda_2^2 g_2 - g}{\lambda_1^2 F_2 - F} \right] \left[ \frac{\lambda_1^2 g_1 - g}{\lambda_1 F_1 - F} \right].
$$

Go to Step 9.

**Step 5:** If $k = 1$ then set $u := c$ else set

$$
u := u - \frac{y^T c}{y^T s} .
$$

**Step 6:** Set $v := (c^T g/c^T c) c - g$. If either $k = n$ or $v^T v \leq \varepsilon g^T g$, set $s := -\text{sgn} (g^T u) u$, $k := 0$ and go to Step 8.

**Step 7:** If $k = 1$ then set $s := v$ else set

$$
s := v - \frac{y^T v}{y^T s} .
$$

Set $k := k + 1$ and continue.

**Step 8:** Use a perfect line search procedure to determine the point $x_2 := x + \alpha_3 s$ such that $s^T g(x_2) = 0$. Compute the value $F_2 := F(x_2)$ and the gradient $g_2 := g(x_2)$.
If \( k \neq 0 \), compute the values
\[
q_2 := \sqrt{((F_2 - F)^2 - \alpha_2^2g^Ts_2s)} ,
\]
and the vector
\[
l_2 := \frac{\alpha_2g^Ts}{F_2 - F - q_2} ,
\]
and the vector
\[
y := (l_2^2g_2 - g) + \frac{2e}{l}(l_2F_2 - F) .
\]

Step 9: Set \( x := x_2, F := F_2, g := g_2, l := l_2l \) and go to Step 2.

Comments. 1) The algorithm is invariant under the initial scaling. Therefore we set \( l = 1 \) in Step 3.
2) We use the ratios \( l_1 = l_1/l, l_2 = l_2/l \) instead of the values \( l_1, l_2 \) in Step 4 and Step 8.
3) The vector \( \bar{y} = g_2 - g \) appears both in the numerator and in the denominator of the formula for deriving the direction vector (see (3.5) and (3.6)). Therefore we use \( y = \bar{y}/l^2 \) instead of \( \bar{y} \) in Step 7 of the algorithm.
4) Step 4 serves for the determination of the vector \( c \) only. Therefore it can be reduced to the computation of two values \( F_1, F_2 \) and two gradients \( g_1, g_2 \) provided \( q_1, q_2 \) exist and \( l_1 > 0, l_2 > 0 \).

Modifications. 1) The value of the linear function \( l(x) \) remains unchanged in Step 8 of the algorithm when it is used for the conic function. Therefore we can easily set \( l_2 = 1 \). However, the value \( l_2 \) computed by means of the parameter \( q_2 \) is useful for checking the suitability of the conic function as a model for the general objective function. In the case of perfect line search, we have \( g_2^Ts = 0 \) so that \( q_2 = |F_2 - F| \).

2) The vector \( c \) can be recomputed in Step 8 of the algorithm. In this case, both Step 4 and Step 8 are replaced by their combination which use a perfect line search procedure and compute the vector \( c \) from three values and three gradients of the objective function.

The following theorem is an immediate consequence of (3.5), (3.6), and Lemma 3.1.

**Theorem 3.1.** Algorithm 3.1 finds a minimum of the conic function \( F: X \to R \) with \( \tilde{G} \) positive definite after \( n \) perfect steps in the regular case.

Now we are analysing the singular case when \( P_{g_i} = 0 \) for some \( i < n \). If this is the case then \( g_i \) is parallel to \( c \) and, consequently, \( x_i \) is a minimizer of the conic function \( F(x) \) with the constraint \( l(x) = l_i \). Therefore, it is also a minimizer of the quadratic function \( \tilde{F}(x) \) with the same constraint and we can use the following lemma.

**Lemma 3.2.** Let \( \tilde{F}(x) \) be a quadratic function with a positive definite Hessian matrix \( \tilde{G} \). Let \( \tilde{g}_i = \tilde{g}(x_i), 1 \leq i \leq 3, \) be the gradients of the function \( \tilde{F}(x) \) at the
Proof. We can write \( \tilde{g}_i = \tilde{c}(x_i - \bar{x}) \), \( 1 \leq i \leq 3 \), where \( \bar{x} \) is a minimizer of the function \( \tilde{F}(x) \). The gradients \( \tilde{g}_i, 1 \leq i \leq 3 \), are parallel only if

\[
\tilde{g}_2 - \tilde{g}_1 = \tilde{c}(x_2 - x_1) = \lambda_2 c,
\]

\[
\tilde{g}_3 - \tilde{g}_1 = \tilde{c}(x_3 - x_1) = \lambda_3 c
\]

for some vector \( c \in \mathbb{R}^n \). Therefore

\[
x_2 - x_1 = \lambda_2 \tilde{c}^{-1} c,
\]

\[
x_3 - x_1 = \lambda_3 \tilde{c}^{-1} c
\]

and the points \( x_i, 1 \leq i \leq 3 \) lie on a line. \( \square \)

Lemma 3.2 can be used in the singular case. Let \( P g_1 = 0 \) and \( P g_2 = 0 \) at two different points \( x_1 \) and \( x_2 \), respectively. Then \( \tilde{g}_1 = \tilde{\lambda}_1 c \) and \( \tilde{g}_2 = \tilde{\lambda}_2 c \) by (2.2) and (3.4). Let \( x_3 \) be a minimizer of the conic function. Then \( g_3 = 0 \) and, consequently, \( \tilde{g}_3 = \tilde{\lambda}_3 c \) by (2.2). Therefore, using Lemma 3.2, we can write

(3.7) \[
x_3 = x_2 + \alpha(x_2 - x_1)
\]

for some steplength \( \alpha \). The points \( x_1 \) and \( x_2 \) such that \( P g_1 = 0 \) and \( P g_2 = 0 \) can be obtained in two immediately consecutive cycles of the algorithm. Therefore we can find a minimizer of the conic function in the second cycle by the special step (3.7).

4. THE IMPERFECT CONJUGATE GRADIENT METHOD

Algorithm 3.1, described in the previous section, uses a perfect line search procedure in Step 8. If the objective function \( F(x) \) is conic then the line search function \( \phi(x) = F(x + z s) \) is also conic and we can use the interpolation formula described in [3]. Thus we can find a minimizer \( \alpha_2 \) of the function \( \phi(x) \) by the formula

(4.1) \[
\alpha_2 = -\frac{\alpha_1}{(l_1)^3 \frac{g_1^T s}{g_1^T s} - 1}
\]

so that the perfect line search procedure requires only two values \( F, F_1 \) and two gradients \( g, g_1 \) of the conic function computed at two different points \( x \) and \( x_1 = x + \alpha_1 s \). Note that \( l_1/l = 1 \) when \( s^T c = 0 \) so that (4.1) reduces to the quadratic interpolation formula in this case.

Now we are describing the algorithm which is based on the idea used in [13] and which does not use a perfect line search procedure when \( s^T c = 0 \). Note that it allows us to save the computation of the value \( F_1 \) and the gradient \( g_1 \) when \( s^T c = 0 \).
Theorem 4.1. Let $F: X \rightarrow R$ be a conic function. Consider the iterative scheme

\begin{align*}
  x_{i+1} &= x_i + \alpha_i s_i \\
i \in N, \text{ such that} & \\
  s_1 &= -h_1 \\

\end{align*}

and

\begin{align*}
  s_i &= -h_i + \frac{\bar{y}_{i-1}^T h_i}{\bar{y}_{i-1}^T s_{i-1}} s_{i-1}
\end{align*}

for $1 < i < n$ where

\begin{align*}
  h_1 &= P_{g_1} \\

\end{align*}

and

\begin{align*}
  h_i &= P_{\bar{y}_{i-1}} - \frac{s_{i-1}^T \bar{y}_{i-1}}{s_{i-1}^T h_{i-1}} h_{i-1}
\end{align*}

for $1 < i < n$ with

\begin{align*}
  \bar{y}_{i-1} &= l_i^2 g_i - l_{i-1}^2 g_{i-1} + 2c(l_i F_i - l_{i-1} F_{i-1})
\end{align*}

for $1 < i < n$. Then the direction vectors $s_i$, $1 \leq i < n$, are nonzero and mutually conjugate provided $P_{g_i} \neq 0$ and $h_i \neq 0$ for $1 \leq i < n$ (regular case). Moreover, $s_i^T c = 0$ for $1 \leq i < n$.

Proof. We prove this theorem by induction. Suppose that $s_k \neq 0$ and $s_k^T c = 0$ and, moreover, $s_i^T G s_k = 0$, $s_i^T h_k = 0$ and $h_i^T h_k = 0$ for $1 \leq i < k$ where $k \leq n - 2$, which certainly holds for $k = 1$ provided $P_{g_1} \neq 0$ and $h_1 \neq 0$.

(a) Using (4.4) we get

\begin{align*}
  s_k^T h_{k+1} &= s_k^T \bar{y}_k - \frac{s_k^T \bar{y}_k}{s_k^T h_k} s_k^T h_k = 0
\end{align*}

since $s_k^T c = 0$, and

\begin{align*}
  s_i^T h_{k+1} &= s_i^T \bar{y}_k - \frac{s_i^T \bar{y}_k}{s_i^T h_k} s_i^T h_k = 0
\end{align*}

since $s_k^T c = 0$, $s_i^T h_k = 0$ and $s_i^T \bar{y}_k = \alpha_i s_i^T G s_k = 0$ for $1 \leq i < k$ by the assumption.

(b) Using (4.3) we get

\begin{align*}
  h_i^T h_{k+1} &= -s_i^T h_{k+1} = 0
\end{align*}

and

\begin{align*}
  h_i^T h_{k+1} &= -s_i^T h_{k+1} + \frac{\bar{y}_{i-1}^T h_i}{\bar{y}_{i-1}^T s_{i-1}} s_{i-1}^T h_{i+1} = 0
\end{align*}

for $1 < i \leq k$ since $s_i^T h_{k+1} = 0$ for $1 \leq i \leq k$ by (a).
(c) We have \( g^T h_{k+1} = 0 \) for \( 1 \leq i \leq k \) by (b) since the vector \( Pg \) is a linear combination of the vectors \( h_j, 1 \leq j \leq i \), by (4.3) and (4.5) and since \( h^T_{k+1} c = 0 \) by (4.4).

(d) The condition \( s^T_{k+1} c = 0 \) follows from (4.3) since \( h^T_{k+1} c = 0 \) by (4.4) and \( s^T_k c = 0 \) by the assumption. Moreover, \( s_{k+1} \neq 0 \) since \( s^T_k h_{k+1} = 0 \) by (a) and \( h_{k+1} \neq 0 \) by the assumption so that \( h^T_{k+1} s_{k+1} = -h^T_{k+1} h_{k+1} \neq 0 \) by (4.3). Using (4.3) we get

\[
\begin{align*}
\begin{align*}
    s^T_k G s_{k+1} &= -s^T_k G h_{k+1} + \frac{\tilde{y}^T_k h_{k+1}}{\tilde{y}^T_k s_k} s^T_k G s_k = -s^T_k G h_{k+1} + \frac{s^T_k G h_{k+1}}{\tilde{y}^T_k s_k} \tilde{y}^T_k s_k = 0
\end{align*}
\end{align*}
\]

and

\[
\begin{align*}
    s^T_k G s_{k+1} &= -s^T_k G h_{k+1} + \frac{\tilde{y}^T_k h_{k+1}}{\tilde{y}^T_k s_k} s^T_k G s_k = -\frac{1}{\alpha_i} \tilde{y}^T_k h_{k+1} = \\
    &= -\frac{1}{\alpha_i} (t_{i+1}^T g_{i+1} - t_i^T g_i)^T h_{k+1} - \frac{2}{\alpha_i} (l_{i+1} + l_i^T c) c^T h_{k+1} = 0
\end{align*}
\]

for \( 1 \leq i < k \) since \( s^T_k G s_k = 0 \) for \( 1 \leq i < k \) by the assumption, \( g^T h_{k+1} = 0 \) for \( 1 \leq i \leq k \) by (c) and \( h^T_{k+1} c = 0 \) by (4.4). Note that \( x_i \neq 0 \) if \( h_i \neq 0 \).

Theorem 4.1 shows that the vectors \( s_i, 1 \leq i < n \), generated by the formula (4.3), are nonzero and mutually conjugate in the regular case. These vectors span a subspace which is orthogonal to the vector \( c \) so that

\[
\sum_{i=1}^{n-1} \frac{s^T_i s_i}{s^T_i G s_i} = \mathcal{G}^{-1} - \frac{\mathcal{G}^{-1} c c^T \mathcal{G}^{-1}}{c^T \mathcal{G}^{-1} c}.
\]

This equality can be easily verified by multiplying it by the linearly independent vectors \( G s_i, 1 \leq i \leq n - 1 \), and \( c \). Using (4.6) we can find a minimizer of both the quadratic function \( F(x) \) and the conic function \( F(x) \) subject to the linear constraint \( l(x) = l_n \). It is given by the formula

\[
x_{n+1} = x_n + s_n
\]

where

\[
s_n = -\sum_{i=1}^{n-1} \frac{s^T_i s_i}{s^T_i G s_i} g_n = -\sum_{i=1}^{n-1} \alpha_i \frac{t_{i+1}^T g_{i+1}}{s^T_i \tilde{y}_i} s_i.
\]

The point \( x_{n+1} \in X \) given by (4.7) is the same as that obtained by means of \( n - 1 \) perfect steps with the directions (3.5). Therefore, we can continue in the same way as in the previous section. Let

\[
x_{n+2} = x_{n+1} + \alpha_{n+1} s_{n+1}
\]

where

\[
s_{n+1} = c - \sum_{i=1}^{n-1} \frac{\tilde{y}^T_i c}{\tilde{y}^T_i s_i} s_i
\]
and where the steplength $\alpha_{n+1}$ is chosen by the perfect line search so that $s_{n+1}^T g_{n+1} = 0$. Then $s_{i,n+1}^T y_{n+1} = 0$ for $1 \leq i < n$ by (4.10) and $s_{i,n+1}^T g_{n+1} = 0$ for $1 \leq i < n$ since $g_{n+1}$ is parallel to the vector $c$. Therefore

$$s_{i,n+1}^T v_{n+1} = s_{i,n+1}^T (l_{n+2}^2 g_{n+2} - l_{n+1}^2 g_{n+1}) + 2s_{i,n+1}^T (l_{n+2} F_{n+2} - l_{n+1} F_{n+1}) = l_{n+2}^2 s_{i,n+1}^T g_{n+2} = 0$$

for $1 \leq i < n$, which together with $s_{n+1}^T g_{n+1} = 0$ implies $g_{n+2} = 0$ and, consequently, $x_{n+1}$ is a minimizer of the conic function $F(x)$.

The following algorithm summarizes the above results.

**Algorithm 4.1**

**Step 1:** Determine an initial point $x$ and compute the value $F := F(x)$ and the gradient $g := g(x)$. Set $k := -1$.

**Step 2:** If the termination criteria are satisfied (for example if $\|g\|$ is sufficiently small) then stop.

**Step 3:** If $k < 0$ then set $s := -g$, $k := 1$, $l := 1$ and go to Step 4. If $k = 0$, go to Step 6. If $k > 0$, go to Step 5.

**Step 4:** Use a perfect line search procedure to determine two points $x_1 := x + \alpha_1 s$, $x_2 := x + \alpha_2 s$ such that $s^T g(x_2) = 0$. Compute the values $F_1 := F(x_1)$, $F_2 := F(x_2)$ and the gradients $g_1 := g(x_1)$, $g_2 := g(x_2)$. Compute the values

$$q_1 := \sqrt{((F_1 - F)^2 - \alpha_1^2 s^T g_1 s)},$$
$$q_2 := \sqrt{((F_2 - F)^2 - \alpha_2^2 s^T g_2 s)},$$
$$l_1 := \frac{\alpha_1 s^T g}{F_1 - F - q_1},$$
$$l_2 := \frac{\alpha_2 s^T g}{F_2 - F - q_2},$$

and the vector

$$c := -\frac{1}{2} \frac{(l_2^2 g_2 - g) \alpha_1 - (l_1^2 g_1 - g) \alpha_2}{(l_2^2 F_2 - F) \alpha_1 - (l_1^2 F_1 - F) \alpha_2}.$$

Go to Step 9.

**Step 5:** If $k = 1$ then set $h := g - (c^T g / c^T c) c$, $u := c$, and $v := 0$ else set

$$h := y - \frac{c^T v}{c^T c} c - \frac{s^T v}{s^T h} h, \quad u := u - \frac{y^T c}{y^T s} s, \quad v := v - \frac{\alpha l_2^2 s^T g}{s^T y} s.$$

If either $k = n$ or $h^T h \leq eg^T g$ then set $k := 1 - k$. 
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Step 6: If \( k < 0 \) then set \( s := -\text{sgn} (g^T v) v, \ k := 0 \), and go to Step 8. If \( k = 0 \) then set \( s := -\text{sgn} (g^T u) u, \ k := 1 \) and go to Step 4. If \( k > 0 \) then continue.

Step 7: If \( k = 1 \) then set \( s := -h \) else set \( s := -y^T h \). Set \( s := -\text{sgn} (s^T g) s \) and \( k := k + 1 \).

Step 8: Use an imperfect line search procedure to determine the point \( x_2 := x + a_2 s \). Compute the value \( F_2 := F(x_2) \) and the gradient \( g_2 := g(x_2) \). If \( k > 0 \) then compute the values
\[
\phi_2 := \sqrt{ (F_2 - F)^2 - x_2^T g_2^T g_2 s^T s },
\]
\[
\ell_2 := \frac{x_2 g_2^T s}{F_2 - F - \phi_2},
\]
and the vector
\[
y := (\ell_2^2 g_2 - g) + 2c \frac{\ell}{\ell_2^2} (\ell_2 F_2 - F).\]

Step 9: Set \( x := x_2, F := F_2, g := g_2, x := x_2, l := \ell_2 l \), and go to Step 2.

Comments. 1) The algorithm is invariant under the initial scaling. Therefore we set \( l = 1 \) in Step 3.

2) We use the ratios \( l_1 = l_2 = l_3 \) instead of the values \( l_1, l_2, l_3 \) in Step 4 and Step 8.

3) We use \( y = \tilde{y}/l_2 \) instead of \( \tilde{y} \) in Step 7 of the algorithm. It only changes the absolute values of the vectors \( s_i, 1 \leq i < n \), but it has no effect on their conjugacy.

4) The value of the linear function \( l(x) \) remains unchanged in Step 8 of the algorithm when it is used for the conic function. Therefore we can easily set \( \ell_2 = 1 \). However, the value \( \ell_2 \) computed by means of the parameter \( \phi_2 \) is useful for checking the suitability of the conic function as a model for the general objective function.

5) The algorithm uses a perfect line search procedure in Step 4. It can be reduced to the determination of two points \( x_1 = x + x_1 s \) and \( x_2 = x + x_2 s \) only, when the objective function is conic and when we use the interpolation formula (4.1).

6) The imperfect line search procedure which is used in Step 8 of the algorithm can be reduced to the determination of the only point \( x_2 = x + x_2 s \).

5. FURTHER EXTENSION

Consider the objective function of the form
\[
F(x) = \phi(\bar{F}(x), l(x))
\]
such that \( \frac{\partial \phi}{\partial \bar{F}}(x, l(x)) \frac{\partial \bar{F}}{\partial t} > 0 \) for all \( x \in \mathbb{R}^n \), where \( \bar{F}(x) \) is a quadratic function with a constant positive definite Hessian matrix \( G \), and \( l(x) \) is a linear function with a constant gradient \( c \). Using the same notation as in Section 2, we can write

\[
F = \phi(\bar{F}, l),
\]

\[
g = \sigma \bar{g} + \tau c,
\]

where \( \sigma = \frac{\partial \phi}{\partial \bar{F}} \) and \( \tau = \frac{\partial \phi}{\partial l} \). Comparing (5.2) with (2.2), we can see that both Algorithm 3.1 and Algorithm 4.1 can be easily generalized for the objective function (5.1) provided it is possible to compute \( \sigma(x) \) and \( \tau(x) \) at an arbitrary point \( x \in \mathbb{R}^n \).

The following lemma allows us to determine the vector \( c \) from the values \( F, F_1, \) and \( F_2 \) and the gradients \( g, g_1, \) and \( g_2 \) computed at three different points \( x, x_1, \) and \( x_2 \) lying on a line.

**Lemma 5.1.** Let \( x \in \mathbb{R}^n, x_1 = x + \alpha_1 s \in \mathbb{R}^n, \) and \( x_2 = x + \alpha_2 s \in \mathbb{R}^n \) be three different points. Then

\[
c = \frac{\left( \frac{g_2}{\sigma_2} - \frac{g}{\sigma} \right) \alpha_1 - \left( \frac{g_1}{\sigma_1} - \frac{g}{\sigma} \right) \alpha_2}{\left( \frac{\tau_2}{\sigma_2} - \frac{\tau}{\sigma} \right) \alpha_1 - \left( \frac{\tau_1}{\sigma_1} - \frac{\tau}{\sigma} \right) \alpha_2}.
\]

**Proof.** See proof of Lemma 2.2.

The most complicated problem associated with the function (5.1) is the determination of the values \( \sigma \) and \( \tau \). We confine ourselves to the objective function of the form

\[
F(x) = \bar{F}(x) l^k(x),
\]

defined in the open halfspace \( X = \{ x \in \mathbb{R}^n, l(x) > 0 \} \), which is a generalization of the conic function (2.1). Using (5.4) we get the formulae

\[
F = \bar{F} l^k,
\]

\[
g = \bar{g} l^k + \frac{k}{l} F c,
\]

so that \( \sigma = l^k \) and \( \tau = kF/l \), and (5.3) implies

\[
c = \frac{\left( \frac{g_2}{l^k} - \frac{g}{l} \right) \alpha_1 - \left( \frac{g_1}{l^k} - \frac{g}{l} \right) \alpha_2}{\left( \frac{kF_2}{l^k+1} - \frac{kF}{l+1} \right) \alpha_1 - \left( \frac{kF_1}{l^k+1} - \frac{kF}{l+1} \right) \alpha_2}.
\]

The following lemma offers the possibility of determining the ratio \( l_2/l \) from the values \( F \) and \( F_2 \) and the gradients \( g \) and \( g_2 \) computed at two different points \( x \) and \( x_2 \).
Lemma 5.2. Let $x \in X$ and $x_2 = x + \alpha_2 s \in X$ be two different points. Then the ratio $l_2/l$ is a solution of the equation

\[
(5.7) \quad kF \left(\frac{l_2}{l}\right)^{k+2} - ((2 + k) F + \alpha_2 g^T s) \left(\frac{l_2}{l}\right)^{k+1} + ((2 + k) F_2 - \alpha_2 g_2^T s) \left(\frac{l_2}{l}\right) - kF_2 = 0.
\]

Proof. Using (5.5) we get

\[
\tilde{F} = l^{-k} F, \quad \tilde{g} = l^{-k} g - kFl^{-(k+1)}c.
\]

Since the quadratic function has to satisfy the equality

\[
\tilde{F}_2 - \tilde{F} = \frac{\alpha_2}{2} (\tilde{g}_2^T s + \tilde{g}^T s)
\]

and since $\alpha_2 c^T s = l_2 - l$, we get after substitution

\[
l_2^k F_2 - l^{-k} F = \frac{1}{2} \left( \alpha_2 l_2^k \tilde{g}_2^T s + \alpha_2 l^{-k} g^T s - kF_2 l_2^{-k} \frac{l_2 - l}{l} - kFl^{-k} \frac{l_2 - l}{l} \right),
\]

which gives (5.7) after rearrangements.

Using the above investigation we can see that both Algorithm 3.1 and Algorithm 4.1 find a minimum of the function (5.4) after a finite number of steps if we replace (2.3) and (2.4) by (5.7) and (5.6), respectively, and set

\[
(5.8) \quad \tilde{y} = \tilde{g}_2 - \tilde{y} = \frac{g_2}{l_2^k} - \frac{g}{l^k} - k \left( \frac{F_2}{l_2^{k+1}} - \frac{F}{l^{k+1}} \right) c.
\]

Note that the equation (5.5) has a real solution $l_2/l \geq 0$ if $FF_2 > 0$, which is usually satisfied for $x_2$ sufficiently close to $x$. The following table contains some special models.

<table>
<thead>
<tr>
<th>$k$</th>
<th>model</th>
<th>degree of (5.7)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$-3$</td>
<td>$F(x) = \tilde{F}(x)/l^3(x)$</td>
<td>3</td>
</tr>
<tr>
<td>$-2$</td>
<td>$F(x) = \tilde{F}(x)/l^2(x)$</td>
<td>2</td>
</tr>
<tr>
<td>$-1$</td>
<td>$F(x) = \tilde{F}(x)/l(x)$</td>
<td>1</td>
</tr>
<tr>
<td>$1$</td>
<td>$F(x) = \tilde{F}(x)/l(x)$</td>
<td>3</td>
</tr>
<tr>
<td>$2$</td>
<td>$F(x) = \tilde{F}(x)/l^2(x)$</td>
<td>4</td>
</tr>
</tbody>
</table>

Note that $k$ in (5.4) can be any real number.
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