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Summary. Two universally applicable smoothing operations adjustable to meet the specific properties of the given smoothing problem are widely used: 1. Smoothing splines and 2. Smoothing digital convolution filters. The first operation is related to the data vector $r = (r_0, \ldots, r_{n-1})^T$ with respect to the operations $s_2$, $x$ and to the smoothing parameter $\alpha$. The resulting function is denoted by $y_s(t)$. The measured sample $r$ is defined on an equally spaced mesh $A = \{t_i = ih\}^{i=n-1}_0$ $T = nh$. The smoothed data vector $y$ is then $y = \{y_s(t_i)\}^{i=n-1}_0$. The other operation gives $y \in E^n$ computed by $y = h * r$, where $*$ stands for the discrete convolution, the running weighted mean by $h$.

The main aims of the present contribution: to prove the existence of close interconnection between the two smoothing approaches (Cor. 2.6 and [11]), to develop the transfer function, which characterizes the smoothing spline as a filter in terms of $\alpha$ and $\lambda_{ih}$ (the eigenvalues of the discrete analogue of $s_2$) (Th. 2.5), to develop the reduction ratio between the original and the smoothed data in the same terms (Th. 3.1).
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parameters. In case that no analytical model is known and only experimental data loaded with measurement errors describe the relationship between the dependent and independent quantities, it is recommendable to apply a suitable smoothing operation derived by means of methods of mathematical and functional analysis which would both remove the unwanted error fluctuations as much as possible and keep the distortion of the searched physical dependence to a minimum.

The additive model of the experimental measurement \( r_i = f(t_i) + e_i, \ i = 0(1) n - 1 \) is used, where \( r \) are the experimental data, \( f(t) \) an unknown function and \( e_i \) the measurement errors which may be considered to be the observed values of uncorrelated random variables \( e_i \) with zero mean and common variance. We want to find \( y_i \approx f(t_i) \) on the mesh \( \Delta = \{ih\}_{i=0}^{n-1} \) \( (h > 0, T = nh) \) by using a smoothing operation. The smoothing operation should take into account the knowledge of the physical phenomenon.

Two universally applicable smoothing operations adjustable to meet the specific properties of the given smoothing problem are widely used: 1. Smoothing splines and 2. Smoothing digital convolution filters.

1. **Smoothing spline** of the data vector \( r = (r_0, ..., r_{n-1})^T \) with respect to \( f, L \) and \( \alpha \) is a minimizer \( \alpha = \alpha(t) \) of the functional

\[
\mathcal{F}_{s,a}(f) = \|s f - r\|_E^2 + \alpha \|L f\|_{L_2}^2 \quad (f \in W^{2,v} \text{ complex}),
\]

where \( s, W^{2,v} \rightarrow E^n \) is the sampling operator on the mesh \( \Delta, s f = (f(t_0), ..., f(t_{n-1}))^T \), \( L : W^{2,v} \rightarrow L_2 \) a linear bounded operator (e.g. a differential one) and \( \alpha > 0 \) a real number, the smoothing parameter.

Then \( r_\alpha = \{r_i^\alpha\}_{i=0}^{n-1} \) with \( r_i^\alpha = \sigma_i(t_i) \) is the smoothed data vector.

2. **Smoothing digital convolution filter** assigns to the input data \( r \) its smoothed output \( y \in E^n \) computed by

\[
y = h * r.
\]

Here \( * \) stands for the discrete convolution, \( y_i = \sum_{k} h_k r_{i-k} \) (= the running weighted mean by \( h \)), where for \( i < 0 \) or \( i \geq n \)

\[
r_i = \begin{cases} r_{i-(n-mod)} & \text{for implied n-periodicity} \\ 0 & \text{otherwise.} \end{cases}
\]

\( h \) is an impulse response of the filter modifying the smoothing effect. Without loss of generality we can further assume a periodic convolution \( * \). Then an equivalent formulation of (1.2a) is as follows

\[
y = H r,
\]

where \( H \) is a circulant matrix with the generating vector

\[
h = (h_0, ..., h_{n-1})^T.
\]

Denote by

\[
\text{DFT}^+: \mathbb{C}^n \rightarrow \mathbb{C}^n, \quad \text{DFT}^+ (x) = X = W^+ x
\]
the discrete Fourier transformation (DFT) of length \( n \) and by DFT its inverse

\[
\text{DFT}^{-1}(X) = x = \frac{1}{n} W^{-1} X,
\]

where

\[
W^\pm = (e^{\pm jk})_{k=0}^{n-1}, \quad \epsilon = e^{i2\pi/n}.
\]

(1/\sqrt{n}) \text{W}^+ = U is a unitary matrix, i.e. \( UU^* = I_n \), and \( U^* = (1/\sqrt{n}) \text{W}^- \), see Lemma 2.3; as usual, \( U^* \) stands for \( U^T \). Then (1.2a) can be rewritten equivalently as

\[
y = \text{DFT}^{-1} (\text{DFT}^+ (h) \circ \text{DFT}^+ (r))
\]

or

\[
Y = H \circ R \quad \text{(i.e. } Y_k = H_k R_k, \ k = 0(1) n - 1 \).
\]

In view of the well-known convolution theorem [4], p. 98, \( H \) is called a "transfer function" (or "frequency response") of the filter saying how each of \( n/2 \) sinusoidal wave components of \( r \) are "damped down" as \( r \) passes through the filter.

The main aims of the present contribution:

- to prove the existence of close interconnection between the two smoothing approaches
- to develop the transfer function which characterizes the smoothing spline as a filter in terms of \( \alpha \) and \( \lambda_k \) (the eigenvalues of the discrete analogue of \( \mathcal{L} \))
- to develop the reduction ratio between the original and smoothed data in the same terms.

Restrictions:

- \( n \)-periodicity and equally spaced mesh, \( A = \{t_i = ih\}_{i=0}^{n-1} \), \( T = nh, h > 0 \).

2. Discrete analogue of a (periodic) smoothing spline

This analogue is obtained from (1.1) by replacing the integral

\[
\| \mathcal{L} f \|_{L_2}^2 = \int_0^T \| \mathcal{L} f(t) \|^2 dt
\]

by its discrete approximation

\[
\sum_{t=0}^{n-1} \| \mathcal{L} f(t_i) \|^2 = h \sum_{i=0}^{n-1} \| \mathcal{L} f(t_i) \|^2 + O(h^2);
\]

thus we approximate the operator \( \mathcal{L} \) on the mesh \( A \) by its discrete analogue \( L_D \) (a complex \( n \times n \) matrix) and define \( L_t = \sqrt{hL_D} \). Then

\[
h \sum_{i=0}^{n-1} \| \mathcal{L}(f)(t_i) \|^2 = h \| L_D \mathcal{A}(f) \|^2 + O(h^2) = \| L_t \mathcal{A}(f) \|^2 + O(h^2).
\]

The foregoing observation enables us to define a discrete smoothing criterion \( F_{\alpha, L} : \mathbb{C}^n \to \mathbb{R} \) by

\[
F_{\alpha, L}(y) = \| y - r \|^2_{E^n} + \alpha \| L y \|^2_{E^n}, \quad y \in E^n, \ L n \times n \text{ matrix}.
\]
It should be pointed out that the specification \( L = L_1(= \sqrt{hL_D}) \) has the following desirable property
\[
|F_{x,L_1}(\mathcal{A}f) - \mathcal{F}_{a,x}(f)| \to 0, \quad h \to 0, \quad f \in W^{2,v}.
\]

2.1. Definition. Let \( \mathcal{L} \) be an operator as above, \( L = L_1 \). Let \( y = r^* \) minimize (2.3). Then a (periodic) spline \( \tau_a(t) \) interpolating \( r^* \) with respect to \( \mathcal{L} \) is called a discrete (periodic) smoothing spline of \( r \) (shortly a DS-spline).

Indeed, for the smoothed data vector \( r^* \) we have \( r^* = \mathcal{A} \tau_a(t) = (\tau_a(t_0), \ldots, \tau_a(t_{n-1}))^T \).

Remember that the spline interpolating \( r \) with respect to \( \mathcal{L} \) is a function of a given Hilbert space \( W^{2,v} \), which minimizes the functional (2.0) on the subclass of functions of \( W^{2,v} \) that interpolate the vector \( r \). In case of \( \mathcal{L} = \mathcal{D}^{(v)} \) the spline is a polynomial of order \( 2v - 1 \).

2.1a. Convention. In all what follows let \( \Lambda = \{ t_i = \frac{ih}{n} \mid i = 0, \ldots, n = 1 \} (h > 0) \) be an equally spaced mesh on the interval \([0, T = nh]\), \( r = (r_0, \ldots, r_{n-1})^T \) the data vector to be smoothed, \( r^* = (r^*_0, \ldots, r^*_n)^T \) the smoothed vector. Further, let us assume that the matrix \( L \) has an orthonormal system \( u_0, \ldots, u_{n-1} \) of eigenvectors along with the respective eigenvalues \( \lambda_0, \ldots, \lambda_{n-1} \).

Then the matrix \( U^* = (u_0, \ldots, u_{n-1}) \) formed by the \( n \times 1 \) columns \( u_i \) is unitary and (see also [16] 4.10.1 and 4.10.3)
\[
ULU^* = \text{diag}(\lambda_0, \ldots, \lambda_{n-1}).
\]

E.g. the circulant matrix \( L \) has the mentioned property; the corresponding matrix \( U \) is equal to \((1/\sqrt{n})W^+ \) (see the following Lemma 2.4 or [16] 4.9 and 4.8.3; cf. also (1.2c)).

2.2. Theorem. Let \( L \) have the above property. Then
\[
r^* = U^* R^* ,
\]
where
\[
R^* = (R^*_0, \ldots, R^*_n)^T, \quad R^*_s = \frac{R_s}{1 + \alpha|\lambda_s|^2}, \quad s = 0(1) n - 1,
\]
\[
R = UR.
\]
(\( R \) and \( R^* \) are base \( U^*-\)coordinates of \( r \) and \( r^* \), respectively). Moreover, \( r \in \mathbb{R}^n \) implies \( r^* \in \mathbb{R}^n \).

Proof. By Parseval's theorem for unitary transforms ([16] 4.7.14 (ii))
\[
F_{x,L}(y) = \|Uy - Ur\|_E^2 + \alpha\|ULy\|_E^2 = \|Y - R\|_E^2 + \alpha\|ULU^*y\|_E^2 = \|Y - R\|_E^2 + \alpha\|\text{diag}(\lambda_0, \ldots, \lambda_{n-1})Y\|_E^2.
\]
The vector \( \mathbf{Y} = \mathbf{R}^* \) minimizing \( F_{\omega,L}(\mathbf{Y}) \) is a solution of the SLE:
\[
\frac{\partial F_{\omega,L}(\mathbf{Y})}{\partial \mathbf{Y}} = 0, \quad k = 0(1) n - 1.
\]

It is easy to see that this SLE in \( Y_0, \ldots, Y_{n-1} \) has the diagonal matrix \( S = \text{diag} \left( 1 + \alpha |\lambda_0|^2, \ldots, 1 + \alpha |\lambda_{n-1}|^2 \right) \) and the right-hand side \( \mathbf{R} \), i.e.
\[
\mathbf{r}^* = \mathbf{U}^* \mathbf{R}^* = \mathbf{U}^* S^{-1} \mathbf{R} = \mathbf{U}^* S^{-1} \mathbf{Ur}.
\]

Moreover, \( \mathbf{U}^* S^{-1} \mathbf{U} \) implies that \( \mathbf{U}^* S^{-1} \mathbf{U} \) is real, hence \( \mathbf{r}^* \) is real if \( \mathbf{r} \) is real. \( \square \)

2.3. Lemma
\[
\sum_{j=0}^{n-1} e^{\pm kj} = \begin{cases} n & \text{if } k \equiv 0(\text{mod } n), \\ 0 & \text{otherwise}, \end{cases} \quad e = e^{2\pi i/n}.
\]

Proof. If \( k \equiv 0(\text{mod } n) \), then \( e^{\pm kj} = 1 \) for all \( j \); if \( k \not\equiv 0(\text{mod } n) \), then
\[
e^{\pm k} + 1, \quad \text{thus} \quad \sum_{j=0}^{n-1} e^{\pm kj} = (e^{\pm nk} - 1)/(e^{\pm k} - 1) = 0. \quad \square
\]

2.4. Lemma. Let \( L \) be a circulant matrix with a generating vector \( \mathbf{l} = (l_0, \ldots, l_{n-1})^T \).
Then the Fourier base \( \mathbf{U}^* = (1/\sqrt{n}) \mathbf{W}^- \) (i.e. the system of columns of \( \mathbf{U}^* \)) is the system of eigenvectors of \( L \) with the respective eigenvalues
\[
(\lambda_0, \ldots, \lambda_{n-1})^T = \mathbf{W}^* \mathbf{l}.
\]

If \( L \) is real, then \( \lambda_k = \bar{\lambda}_{n-k}, k = 1(1) n - 1 \).

Proof. By Lemma 2.3 the matrix \( \mathbf{U}^* \) is unitary. The matrix \( \mathbf{W}^+ \) transforms the \( j \)-th column \( \{l_{k-j(\text{mod } n)}\}_{k=0}^{n-1} \) of the matrix \( L \) to the column \( \{\sum_{k=0}^{n-1} e^{ikj} l_{k-j(\text{mod } n)}\}_{i=0}^{n-1} = \{\sum_{k=0}^{n-1} e^{i(k+j)} l_i\}_{i=0}^{n-1} = \{e^{i\lambda_i} l_i\}_{i=0}^{n-1} \) = the \( j \)-th column of the matrix \( \text{diag} (\lambda_0, \ldots, \lambda_{n-1}) \).

Thus
\[
\mathbf{W}^+ L = \text{diag} (\lambda_0, \ldots, \lambda_{n-1}) \mathbf{W}^+
\]
completing the proof. \( \square \)

Note. In fact, we have proved (1.2d), because from (2.7') we have
\[
\mathbf{W}^+ L \mathbf{r} = \text{diag} (\lambda_0, \ldots, \lambda_{n-1}) \mathbf{W}^+ \mathbf{r} = \text{diag} (\lambda_0, \ldots, \lambda_{n-1}) \text{DFT}^+(\mathbf{r}) = \text{DFT}^+(\mathbf{l}) \circ \text{DFT}^+(\mathbf{r}) = \text{DFT}^+(\mathbf{l} \ast \mathbf{r}).
\]

If \( L \) is real, the relation \( \lambda_k = \bar{\lambda}_{n-k} \) follows evidently from (2.7). \( \square \)

By virtue of the above result we have \( \mathbf{U} = (1/\sqrt{n}) \mathbf{W}^+ \) provided \( L \) is circulant.

2.5. Theorem (Main Theorem). Let \( L \) be a circulant matrix. Then \( \mathbf{U} = (1/\sqrt{n}) \mathbf{W}^+ \) and
\begin{equation}
(2.8) \quad r^* = h \ast r = \frac{1}{n} W^{-1} H W^+ r = \tilde{H} r,
\end{equation}

where
\begin{equation}
(2.9) \quad H = W^+ h = \left( \frac{1}{1 + \alpha |\lambda_0|^2}, \ldots, \frac{1}{1 + \alpha |\lambda_{n-1}|^2} \right)^T
\end{equation}
is the associated transfer function (see (1.2d)),
\begin{equation}
(2.10) \quad h = \frac{1}{n} W^{-1} H, \quad H = \text{diag} \left( \frac{1}{1 + \alpha |\lambda_0|^2}, \ldots, \frac{1}{1 + \alpha |\lambda_{n-1}|^2} \right)
\end{equation}
and the matrix
\begin{equation}
(2.11) \quad \tilde{H} = \frac{1}{n} W^{-1} H W^+
\end{equation}
is circulant with the generating vector \( h \).

Proof. Denoting \( H = (1/(1 + \alpha |\lambda_0|^2), \ldots, 1/(1 + \alpha |\lambda_{n-1}|^2))^T \) we have by Theorem 2.2
\[
U r^* = U U^* R^* = R^* = \left( \frac{R_0}{1 + \alpha |\lambda_0|^2}, \ldots, \frac{R_{n-1}}{1 + \alpha |\lambda_{n-1}|^2} \right)^T = H \circ U r = H \circ (1/\sqrt{n}) W^+ r.
\]
Thus
\[
r^* = \frac{1}{n} W^{-1} (H \circ W^+ r).
\]

If we define \( h = (1/n) W^{-1} H \) where \( H \) is the \( n \times n \) diagonal matrix with the diagonal \( H \), we obtain from the preceding
\[
r^* = h \ast r = \frac{1}{n} W^{-1} H W^+ r.
\]

Write \( \tilde{H} \) for the circulant matrix generated by \( h \). Then using Lemma 2.4 we obtain
\[
W^+ \tilde{H} = W^+ \tilde{H} \frac{1}{n} W - W^+ = HW^+.
\]
Thus
\[
\tilde{H} = \frac{1}{n} W^{-1} H W^+ = \tilde{H}.
\]
Clearly, the matrix \( \tilde{H} \) is circulant and its first column is \( h \). \( \Box \)

2.6. Corollary. The periodic DS-spline smoothing data vector \( r \) is a periodic interpolation spline of the data \( r^* \) which were obtained by filtration of \( r \) according to the transfer function (2.9) provided that \( L \) is a circulant matrix. \( \Box \)
2.7 Corollary. Let $L$ be a circulant matrix such that $L = L^t$ where $L_t$ is associated with the differential operator $L = \mathcal{D}^{(v)}$ of order $v$ (cf. §2). Then the operator $r \to r^x$ is linear. The operator $r \to (\text{the periodic DS-spline smoothing } r)$ is linear, too (supposing $n \geq v$).

Proof. The first assertion follows immediately from (2.8). The second assertion: Let $r \to r^x$ and $s \to s^x$ be two discrete smoothing operations and $\tau_a(t)$ and $\phi_a(t)$ two periodic splines of $(2v - 1)$-th degree which interpolate $r^x$ and $s^x$, respectively. Then $a \tau_a(t) + b \phi_a(t)$ (a and $b$ arbitrary constants) is a polynomial spline of $(2v - 1)$-th degree which interpolates $ar^x + bs^x$. The first assertion implies that the discrete smoothing of $ar + bs$ results in $ar^x + bs^x$. Now, let $\psi_a(t)$ be the periodic polynomial spline of degree $2v - 1$ which interpolates the vector $ar + bs$ ([18], Th. 1.5) and thus $\psi_a(t) = a \tau_a(t) + b \phi_a(t)$. □

3. Reduction of data $r$ by the DS-spline smoothing

We are going to express the smoothed data $r^x$ and/or the reduction $w_s = r_s^x/r_s$, $s = 0(1) n - 1$ (if $r_s \neq 0$) explicitly in terms of $r_s$ and $\lambda_s$ (Fourier base is still assumed).

By Theorem 2.5 and in view of (1.2a–d) we have

3.1 Theorem. Let $L$ be a circulant matrix and $\lambda_k$ its eigenvalues. Then

\begin{align}
\text{(3.1a)} \quad r_s^x &= \frac{1}{n-1} \sum_{k=0}^{n-1} \frac{\tilde{B}_{s,k}}{1 + \alpha|\lambda_k|^2}, \quad s = 0(1) n - 1, \\
\text{where} \quad \tilde{B} &= \{\tilde{B}_{s,k}\}_{s,k=0}^{n-1} = W^{-} \text{ diag } R.
\end{align}

Moreover, if $L$ and $r$ are real, then

\begin{align}
\text{(3.1b)} \quad r_s^x &= \frac{1}{n-1} \sum_{k=0}^{n-1} \frac{B_{s,k}}{1 + \alpha|\lambda_k|^2}, \quad s = 0(1) n - 1, \\
\text{where}
\begin{align}
B_{s,0} &= \sum_{t=0}^{n-1} r_t, \\
B_{s,k} &= 2 \sum_{t=0}^{n-1} r_t \cos \frac{2\pi k}{n} (t - s), \quad k = 1(1) \left[ \frac{n - 1}{2} \right], \\
B_{s,n/2} &= (-1)^s \sum_{t=0}^{n-1} (-1)^s r_t \quad \text{if } n \text{ is even},
\end{align}
\end{align}

\begin{align}
\text{(3.3)} \quad w_s = \frac{r_s^x}{r_s} &= \frac{1}{nr_s} \sum_{k=0}^{n-1} \frac{B_{s,k}}{1 + \alpha|\lambda_k|^2}, \quad \text{if } r_s \neq 0.
\end{align}
Proof. By Theorem 2.5

\[ r^\gamma = \frac{1}{n} W^- \text{diag } HR = \frac{1}{n} W^- \text{diag } RH = \frac{1}{n} \hat{B} H , \]

where

\[ \hat{B} = \{ \hat{B}_{s,k} \}_{s,k=0}^{n-1} = W^- \text{diag } R \]

is a matrix depending on \( r \) (we write \( \hat{B}_{s,k} = \hat{B}_{s,k}(r) \) if necessary). Thus, we have proved (3.1a).

If \( r \) is real, then

\[ \hat{B}_{s,k} = \hat{B}_{s,n-k}^-, \quad k = 1(1) \lceil n/2 \rceil , \]

because

\[ \hat{B}_{s,k} = e^{-sk} R_k = e^{-sk} \sum_{t=0}^{n-1} e^{kt} r_t = \sum_{t=0}^{n-1} e^{k(t-s)} r_t , \]

\[ \hat{B}_{s,n-k} = e^{-s(n-k)} R_{n-k} = e^{sk} R_k = (e^{-ks} R_k)^- = \hat{B}_{s,k}^- . \]

Provided that both \( L \) and \( r \) are real, we obtain (3.1b) and (3.2) if we put

\[ B_{s,0} = \hat{B}_{s,0} , \quad B_{s,k} = \hat{B}_{s,k} + \hat{B}_{s,n-k} = 2 \Re \hat{B}_{s,k} = 2 \sum_{t=0}^{n-1} r_t \cos \frac{2\pi k}{n} (t-s) , \]

\[ B_{s,n/2} = \hat{B}_{s,n/2} = \sum_{t=0}^{n-1} r_t e^{n(t-s)/2} = e^{-ns/2} \sum_{t=0}^{n-1} r_t e^{nt/2} = (-1)^s \sum_{t=0}^{n-1} (-1)^t r_t \]

if \( n \) is even,

following Lemma 2.4 (\( \lambda_k = \bar{\lambda}_{n-k} \) and consequently \( H_k = H_{n-k} \)). □

Sometimes we are interested in the parameter \( \alpha \) expressed as a function of the other quantities. As the function \( 1/(1 + \alpha |\lambda_k|^2) \) has the expansion

\[ 1 - \alpha |\lambda_k|^2 + \alpha^2 |\lambda_k|^4 - \alpha^3 |\lambda_k|^6 + \ldots \]

(which converges if and only if \( \alpha |\lambda_k|^2 < 1 \)),

we have

\[ nr_s w_s = nr_s^2 = \sum_{k=0}^{\lceil n/2 \rceil} B_{s,k} - \alpha \sum_{k=0}^{\lceil n/2 \rceil} |\lambda_k|^2 B_{s,k} + \alpha^2 \sum_{k=0}^{\lceil n/2 \rceil} |\lambda_k|^4 B_{s,k} - \ldots \]

or

\[ nr_s w_s = nr_s^2 = \sum_{j=0}^\infty (-1)^j \alpha^j \sum_{k=0}^{\lceil n/2 \rceil} |\lambda_k|^{2j} B_{s,k} \]

with \( \alpha |\lambda_k|^2 < 1, \ k = 0(1) \lceil n/2 \rceil \), which enables us to determine an approximate value of \( \alpha \) in terms of \( \lambda_k \) and \( w_s \).
4. Digital filtration

By Lemma 2.4, the columns of the matrix $U^* = (1/\sqrt{n})W^-$ form an orthonormal system of eigenvectors for each circulant matrix, and the respective eigenvalues are obtained as the transform $W^* I$ of its generating vector $I$. The matrices $W^+$ and $(1/n) W^-$ define mutually inverse linear transforms

$$DFT^+(x) := W^+ x = X$$

and

$$DFT^-(X) := (1/n) W^- X = x$$

called the discrete Fourier transform and the inverse discrete Fourier transform, respectively (see [4], p. 98). Hereafter, instead of $x' = Lx$ we shall use the common notation

$$x' = I \ast x, \quad x'_k = \sum_{j=0}^{n-1} l_{k-j \pmod n} x_j = \sum_{j=0}^{n-1} l_j x_{k-j \pmod n}.$$

This bilinear and commutative operation $\ast$ is known as the discrete cyclic (periodic) convolution (see [4], p. 110). Denoting by the symbol $\circ$ the componentwise multiplication of vectors, we obtain from (2.7')

$$W^+(I \ast x) = W^+ Lx = \text{diag}(\lambda_0, \ldots, \lambda_{n-1}) W^+ x = W^+ I \circ W^+ x$$

or equivalently

$$DFT^+(I \ast x) = DFT^+(I) \circ DFT^+(x),$$

which is the so called discrete convolution theorem (see [4], p. 118). Hence we arrive at

$$I \ast x = DFT^-(DFT^+(I) \circ DFT^+(x)).$$

The operation $x \rightarrow x' = I \ast x$ is known as the digital convolution filter, the vector $I$ is the impulse response of the filter (in view of $I \ast (1, 0, \ldots, 0)^T = I$) and $I = DFT^+(I)$ is the transfer function (or frequency response) of the filter. Inspecting (4.2) we see that in the process of convolution filtration each value $x_k$ of the input vector $x$ is replaced on the output by a weighted mean of the neighbouring values with the components of $I$ standing for the weight coefficients.

4.1 Theorem. If $L$ is a circulant matrix, then the smoothing process described in Theorem 2.5 is exactly the convolution filter defined by (2.8).

The algorithm of smoothing by discrete smoothing splines may be then sketched as follows:

Step 1: Computing $DFT^+(r) = R$

Step 2: Multiplying $R$ by the transfer function $H: R^* = H \circ R$ (Theorem 2.2)

Step 3: Computing $DFT^-(R^*) = r^*$ (Theorem 2.2)

Step 4: Interpolating the data $\{t_s, r_s\}$, $s = 0(1) n-1$ by a periodic interpolation spline.

Steps 1 and 3 may be accomplished very effectively by using a “fast Fourier transform” (FFT) algorithm, e.g. see [4, 5, 7, 17].

36
5. Discrete analogue of the differential operator $D = D^{(v)}$, $1 \leq v \leq n - 1$ and its eigenvalues

The differential operator $D^{(v)}$, defined by $D^{(v)}(f) = f^{(v)}$, may be discretely approximated by various methods. We shall apply the method of divided differences [3] 2.4, p. 56 ff, [14] III, 3.6, p. 106, which will give rise to an $n \times n$ matrix $D^{(v)}$ approximating $D^{(v)}$ and consequently to $L = \sqrt{h}D^{(v)}$. Both $D^{(v)}$ and $L$ are circulant in view of the implied periodicity of $f$. Supposing the mesh $\Delta \equiv t_0 < t_1 < \ldots < t_{n-1}$ to be equidistant, the $v$-th divided difference of a function $f(t)$ assumes the form

$$f[t_0, \ldots, t_{i+v}] = \frac{1}{h^v} \sum_{j=0}^{v} (-1)^{v-j} \binom{v}{j} f(t_{i+j}).$$

If $v = 2z - 1$ is odd, the value of the $v$-th derivative of $f$ at the point $t_k$ is approximated as follows

(5.1a) $f^{(v)}(t_k) \approx f[t_{k-z+1}, \ldots, t_{k+z}] = \frac{1}{h^v} \sum_{j=0}^{v} (-1)^{v-j} \binom{v}{j} f(t_{k-z+1+j})$

and if $v = 2z$ is even,

(5.1b) $f^{(v)}(t_k) \approx f[t_{k-z}, \ldots, t_{k+z}] = \frac{1}{h^v} \sum_{j=0}^{v} (-1)^{v-j} \binom{v}{j} f(t_{k-z+j}).$

The same result may be obtained from Bessel's interpolation formula [13] III, 1, p. 187–8.

After some formal rearrangements we can rewrite (5.1) into the matrix form (independently of the parity of $v$) as follows.

5.1. Theorem.

(5.2) $(f^{(v)}(t_0), \ldots, f^{(v)}(t_{1-1}))^T \approx D^{(v)}(f(t_0), \ldots, f(t_{n-1}))^T,$

where $D^{(v)} = (1/\sqrt{h})L$, $L$ is circulant with the generating (first column) vector $l = (l_0, \ldots, l_{n-1})^T$,

$$l_j = h^{(1/2)-v}(-1)^{z+j} \binom{v}{z+j} \quad \text{for} \quad j = 0 \left(1 \atop 2\right),$$

$$l_j = 0 \quad \text{for} \quad j = \left[\frac{v}{2}\right] + 1 \left(1 \atop n - z - 1\right),$$

$$l_j = h^{(1/2)-v}(-1)^{j-n+z} \binom{v}{j-n+z} \quad \text{for} \quad j = n - z(1 \atop n - 1),$$

where

$$z = \left[\frac{v + 1}{2}\right].$$

Proof. Denoting $c_j = h^{(1/2)-v}(-1)^{v-j} \binom{v}{v-j}$ for $0 \leq j \leq v$ and $c_j = 0$ for $v + 1 \leq j \leq n - 1$ we have by (5.1a) and (5.1b)
where \( v = 2z - \alpha, \alpha \in \{0, 1\} \) and \([v/2] = z - \alpha \geq 0\). Putting \( k - (z - \alpha - j) = j' \mod n\), i.e. \( j = (z - \alpha - (k - j') \mod n) \mod n\), we obtain

\[
f^{(v)}(t_k) = \frac{1}{\sqrt{n} \sum_{j=0}^{n-1} c_{j} f(t_{k-(z-a-j)}(v))}
\]

where \( l_j = c_{(z-a-j) \mod n} \).

We have to distinguish two cases:

1. \( 0 \leq j \leq z - \alpha \). Then \((z - \alpha - j) \mod n = z - \alpha - j \mod n \) and so \( 0 \leq z - \alpha - j \leq 2z - \alpha - v \). Hence in view of \( v = (z - \alpha - j) = 2z - \alpha - (z - \alpha - j) = z + j \) we get \( l_j = c_{z-a-j} = h^{(1/2)}(-v(-1)^{z+j}(v/z + j)). \)

2. \( z - \alpha + 1 \leq j \leq n - 1 \). Then \((z - \alpha - j) \mod n = n + z - \alpha - j \mod n \) and so \( 0 \leq n + z - \alpha - j \leq 2z - \alpha - v \). In this case the inequality \( 0 \leq n + z - \alpha - j \leq 2z - \alpha - v \) holds if and only if \( n - z \leq j \leq n - 1 \). Indeed, \( \{n + z - \alpha - j \leq 2z - \alpha \Leftrightarrow n - z \leq j \} \) and \( j \leq n - 1 \) implies \( j \leq n - \alpha \) whence \( 0 \leq n + z - \alpha \leq z = j + z - j \leq n + z - \alpha - j \). Hence in view of \( v = (n + z - \alpha - j) = 2z - \alpha - (n + z - \alpha - j) = j - n + z \) we get \( l_j = c_{a+z-a-j} = h^{(1/2)}(-v(-1)^{j-n+z}(v/j-n+z)) \) if and only if \( n - z \leq j \leq n - 1 \), in particular \( l_j = 0 \) for \( z - \alpha + 1 \leq j \leq n - z - 1 \).

Let us note that the matrices \( L_D \) and \( L_L \) from Sec. 2 are now specified by \( D^{(v)} \) and \( L \), respectively.

5.2 Theorem. The eigenvalues \( \lambda_k \) of the matrix \( L = \sqrt{h} \ D^{(v)} \) fulfil

\[
|\lambda_k|^2 = h^{1 - 2z} \left(2 \sin \frac{\pi k}{n}\right)^2, \quad k = 0(1) n - 1.
\]

Proof. By Lemma 2.4

\[
\lambda_k = \sum_{j=0}^{n-1} l_j e^{ijk}, \quad k = 0(1) n - 1.
\]

Substituting (5.3) for \( l_j \) we obtain

\[
h^{v-(1/2)} \lambda_k = \sum_{j=0}^{v} (-1)^j \binom{v}{j} e^{(v-z)j} + \sum_{j=0}^{v-1} (-1)^j \binom{v}{j} e^{(v-z)j} =
\]

\[
= \sum_{j=0}^{v} (-1)^j \binom{v}{j} e^{-(v-z)j} = e^{(v-z)j} \sum_{j=0}^{v} (-1)^j \binom{v}{j} e^{-(v-j)k} =
\]

\[
= e^{(v-z)k} (e^{-k} - 1)^v = e^{(v-z)k} (e^{-k/2} (e^{-k/2} - e^{k/2}))^v =
\]

\[
e^{(v-z)k} e^{-v k/2} \left(-2i \sin \frac{\pi k}{n}\right)^v.
\]

(5.5) \[ \lambda_k = e^{(v-2z)k/4} h^{(1/2)}(-i)^v \left(2 \sin \frac{\pi k}{n}\right)^v. \]
Now, if $v = 2z - 1$, then
\begin{equation}
(5.6) \quad e^{(v-2z)k/2}(-i)^v = (-1)^v \left( \sin \frac{\pi k}{n} + i \cos \frac{\pi k}{n} \right)
\end{equation}
and if $v = 2z$, then
\begin{equation}
(5.7) \quad e^{(v-2z)k/2}(-i)^v = (-1)^v .
\end{equation}
Now (5.4) follows from (5.5) to (5.7) \( \square \)

Conclusions

We believe that all results stated in the present paper are approximately valid also for the classical theory of smoothing splines because the smoothing criteria (1.1) and (2.3) do not differ much. The following conclusions can be drawn from our results.

1. On an equally spaced mesh the periodic smoothing spline is not a new quality among the existing smoothing operations. Approximately the same effect may be achieved by applying a digital convolution filter with the transfer function

\[ H = \left( \frac{1}{1 + 2l_0^2}, \ldots, \frac{1}{1 + 2l_{n-1}^2} \right) ^T . \]

The convolution filtering is preferable also from the point of view of the computational effectiveness because there exist fast algorithms with time consumption proportional to $n \log n$, see [4].

2. The transfer function $H$ may serve as a guideline allowing to choose $\alpha$ and $L$ which are best-suited to satisfy our smoothing requirement. It is preferable to choose directly the eigenvalues $\lambda_k$ when looking for a suitable $L$. In case of the differential operator, we choose a suitable order $v$ considering formula (5.4) for $|\lambda_n|^2$.

3. The smoothing effect depends strongly on the sampling rate. If $r$ are $n$ samples and $r'$ are $n'$ samples of the same function on a fixed interval $T = nh = n'h'$, then $r^T$ and $(r')^T$ may show a qualitatively different behaviour caused by an irregular dependence of $\lambda_k$ (and consequently of the transfer function $H$) on $n$ and $h$, as can be seen from (5.4) — $n$ enters the sin function.

II. APPLICATIONS

6. $p$-Periodic data $r$

In all what follows $r$ and $L$ are real.

If the data $r$ have some specified properties such as
- $p$-periodicity: $r_s = r_{s(modp)}$, where $p$ is an integer $\geq 2$ and $n$ is divisible by $p$,
- partial symmetry: $r_s = r_{n-s}$,
- full symmetry: $p$ even, $r_s = r_{n-s}$ and $r_s = -r_{(p/2)-s}$,
then simpler formulas can be derived from (3.1)—(3.3) in the sense that the summation terms are shortened to $p$ instead of $n$ in case of $p$-periodicity, those for $B_{s,k}$ even to $[(p - 1)/2]$ if additional partial symmetry is present. For $p$-periodic and fully symmetrical data both summation terms have only $[(p/2 - 1)/2]$ members. For some given $p$-periodic wave functions the sums for $B_{s,k}$ may be evaluated explicitly.

First, we shall confine our discussion to $p$-periodic data $r$, where $p$ is an integer $\geq 2$ and $n$ is divisible by $p$. A representant of this kind is the sequence

$$\delta_{p,q} = \{\delta_{p,q}(t)\}_{t=0}^{n-1},$$

where

$$\delta_{p,q}(t) = \begin{cases} 1 & \text{for } t = t'p + q, \quad q = 0(1) \quad p - 1, \quad t' = 0(1)\; n/p - 1. \\ 0 & \text{otherwise.} \end{cases}$$

Denote $e_k = e^{2\pi i/k}$ for every positive integer $k$, and $e := e_n$.

The definitions of the matrix $\hat{B}$ (3.5), of the vector $R$ (2.6) and of the matrix $W$ (1.2c) imply by Theorem 3.1

$$\hat{B}_{s,k}(\delta_{p,q}) = e^{-sk}R_k = e^{-sk}\sum_{t=0}^{n-1} e^{kt}\delta_{p,q}(t) = e^{-sk}\sum_{t'=0}^{(n/p)-1} e^{k(t'p+q)} =$$

$$= e^{(q-s)k}\sum_{t'=0}^{(n/p)-1} e^{k't'}.$$ 

Thus by Lemma 2.3

$$\begin{cases} \hat{B}_{s,k'n/p}(\delta_{p,q}) = \frac{n}{p} e^{(n-s)k'} & \text{for } k' = 0(1) \quad p - 1, \\ \hat{B}_{s,k}(\delta_{p,q}) = 0 & \text{for } k \not\equiv 0 \left( \text{mod}\; \frac{n}{p} \right). \end{cases}$$

(6.1)

Now, let $r$ be an arbitrary $p$-periodic sequence of length $n$,

$$r = \sum_{q=0}^{n-1} r_q\delta_{p,q},$$

then by (3.5) and (6.1)

$$\begin{cases} \hat{B}_{s,k'n/p} = \hat{B}_{s,k'n/p}(r) = \hat{B}_{s,k'n/p}(\sum_{q=0}^{p-1} r_q\delta_{p,q}) = \frac{n}{p} e^{-sk'}\sum_{q=0}^{p-1} r_qe^{k'q}, \\ k' = 0(1) \quad p - 1, \\ \hat{B}_{s,k} = \hat{B}_{s,k}(r) = 0, \quad k \not\equiv 0 \left( \text{mod}\; \frac{n}{p} \right). \end{cases}$$

(6.2)

It is easy to see that $r^s$ is $p$-periodic if $r$ is $p$-periodic. Indeed, $s \equiv s'(\text{mod } p)$ implies $e^{-sk'} = e^{-s'k'}$, thus by (6.2) $\hat{B}_{s,k} = \hat{B}_{s',k}$ and by (3.1) $r_s^s = r_s^{s'}$. Therefore, we may evaluate $r_s$ and $w_s$ for $s = 0(1) \quad p - 1$ only.
Denoting
\begin{equation}
\begin{aligned}
\left( \begin{array}{c}
\mathcal{B}_{s,k'} = \frac{p}{n} \mathcal{B}_{s,k'n/p}, \quad s, k' = 0(1) p - 1,
\end{array} \right)
\end{aligned}
\end{equation}
(6.3)
\begin{equation}
\begin{aligned}
r^{(p)} = (r_0, \ldots, r_{p-1})^T \quad \text{(the basic period of the data vector } r),
\end{aligned}
\end{equation}
\begin{equation}
\begin{aligned}
W_p^\pm = (e_p^\pm jk')_{j,k=0}^{p-1},
\end{aligned}
\end{equation}
\begin{equation}
\begin{aligned}
(R^{(p)})^+ = W^+_p r^{(p)} = \left\{ \sum_{q=0}^{p-1} e^{jk'q} r_q \right\}_{k'=0}^{p-1}
\end{aligned}
\end{equation}
we obtain by (6.2)
\begin{equation}
\begin{aligned}
(6.4_1) \quad \mathcal{B}_{s,k'} = e^{-s k'} R^{(p)}_{k'} = e^{-s k'} \sum_{q=0}^{p-1} e^{qk'} r_q, \quad s, k' = 0(1) p - 1.
\end{aligned}
\end{equation}

By virtue of
\begin{equation}
\begin{aligned}
(6.4_2) \quad \mathcal{B}_{s,p-k'} = \mathcal{B}^{-}_{s,k}, \quad H_{k'n/p} = H_{n-(k'n/p)}, \quad k' = 0(1) [p/2],
\end{aligned}
\end{equation}
the following assertion is true. (The proof proceeds like in Theorem 3.1.)

6.1 Theorem. The smoothed vector $r^s$ of a $p$-periodic data vector $r$ is $p$-periodic, too, and
\begin{equation}
\begin{aligned}
r^s = \frac{1}{p} \sum_{k=0}^{[p/2]} \frac{B^{k}_{s,k'}}{1 + \alpha |\lambda_{k'n/p}|^2}, \quad s = 0(1) p - 1,
\end{aligned}
\end{equation}
where
\begin{equation}
\begin{aligned}
\left\{ \begin{array}{l}
B^{0}_{s,0} = \mathcal{B}_{s,0} = R_0^{(p)+} = \sum_{q=0}^{p-1} r_q, \\
B^{s}_{s,k'} = \mathcal{B}_{s,k'} + \mathcal{B}_{s,p-k'} = 2 \sum_{q=0}^{p-1} r_q \cos 2\pi k'(q-s)/p, \quad k' = 1(1) \left[ \frac{p-1}{2} \right], \\
B^{s,p/2}_{s,p/2} = \mathcal{B}_{s,p/2} = (-1)^{s} R^{(p)+}_{p/2} = (-1)^{s} \sum_{q=0}^{p-1} (-1)^{q} r_q \quad \text{for } p \text{ even.}
\end{array} \right.
\end{aligned}
\end{equation}

If $r_{s} = 0$, then
\begin{equation}
\begin{aligned}
(6.7) \quad w_{s} = r^s_{s}/r_{s} = \frac{1}{p r_{s}} \sum_{k=0}^{[p/2]} \frac{B^{s}_{s,k'}}{1 + \alpha |\lambda_{k'n/p}|^2}, \quad s = 0(1) p - 1. \quad \Box
\end{aligned}
\end{equation}

6a. Partially symmetrical $p$-periodic data $r$

Consider a vector $r$ of length $n$ and denote by $r^k = (r_{j-k(modn)})_{j=0}^{n-1}$ the vector cyclically shifted $k$ positions to the right, $k = 0(1) n - 1$. Then $(r^k)^s$ is the vector $r^s = \hat{H} r$ cyclically shifted $k$ positions to the right, i.e. $(r^k)^s = (r^s)^k$. Indeed, the $i$-th component of the smoothed vector $(r^k)^s$ satisfies $(r^k)^s_i = \sum_{j=0}^{n-1} h_{i-j(modn)} r_{j-k(modn)} = \sum_{j'=0}^{n-1} h_{i-k-j'(modn)} r_{j'} = r^s_{i-k} = (r^{sk})_i$, the $i$-th component of the shifted vector $r^s$. Thus without loss of generality we may restrict our considerations to such $r$ or $r^{(p)}$,
respectively, for which
\[ r_0 = \min (r_0, \ldots, r_{n-1}) = \min (r_0, \ldots, r_{p-1}). \]

6.2 Definition. A data vector \( r \) of length \( n \) is said to be partially symmetric if
\[ r_k = r_{n-k (\text{mod} \ n)} \quad \text{for} \quad k = 0(1) [n/2]. \]

Clearly a \( p \)-periodic vector \( r \) of length \( n \) is partially symmetric if and only if
\[ r_k = r_{p-k (\text{mod} \ p)} \quad \text{for} \quad k = 0(1) [p/2]. \]

6.3 Theorem. Let \( r \) be a \( p \)-periodic and partially symmetrical data vector. Then
\[ r_s^2 = \frac{1}{p} \sum_{k'=0}^{[(p-1)/2]} \left| B_{s,k'} \right|^2, \quad s = 0(1) p - 1, \]

where
\[
B_{s,0} = R_0^{(p)+} = r_0 + 2 \sum_{q=1}^{[(p-1)/2]} r_q + r_{p/2},
B_{s,k'} = 2 \cos \frac{2\pi k'}{p} R_k^{(p)+} = 2 \cos \frac{2\pi k'}{p} \left( r_0 + 2 \sum_{q=1}^{[(p-1)/2]} r_q \cos \frac{2\pi k' q}{p} + (-1)^{k'} r_{p/2} \right),
B_{s,p/2} = (-1)^s R_{p/2}^{(p)+} = (-1)^s \left( r_0 + 2 \sum_{q=1}^{[(p-1)/2]} (-1)^q r_q + (-1)^{p/2} r_{p/2} \right),
\]

For \( p \) odd we define \( r_{p/2} = 0 \).

(6.7a) \( w_s = r_s^2 / r_s \) (if \( r_s \neq 0 \)).

Proof. The vector \( r \) is \( p \)-periodic and partially symmetric, so we only need to evaluate formulas for \( s = 0(1) [p/2] \). In view of the partial symmetry, by (6.3) and (6.4) we have
\[ R_k^{(p)+} = \sum_{q=0}^{[(p-1)/2]} \varepsilon_p q r_q = r_0 + 2 \sum_{q=1}^{[(p-1)/2]} r_q \cos \frac{2\pi k' q}{p} + (-1)^{k'} r_{p/2}, \]
\[ k' = 0(1) [p/2]. \]

If \( p = 2 \), then the sum \( \sum_{q=1}^{[(p-1)/2]} \) will be omitted; this convention will be applied in the sequel, too. Thus \( R_k^{(p)+} \) is a real partially symmetric vector, which implies (6.6a). Indeed, by (6.6)
\[ B_{s,k'} = B_{s,k'} + \bar{B}_{s,k'} = \varepsilon_p^{\pi k'} R_k^{(p)+} + \varepsilon_p^{-\pi (p-k')} R_{p-k'}^{(p)+} = 2 \cos \frac{2\pi k'}{p} R_k^{(p)+} \quad \text{for} \quad k' = 1(1) [(p - 1)/2] \]
and the cases \( k' = 0 \) and \( k' = p/2 \) (\( p \) even) follow directly from (6.6).

Hence we see that \( r^2 \) is partially symmetric because \( B_{p-s,k'} = B_{s,k'}^{(p)}. \)
6b. Fully symmetrical $p$-periodic data $r$

**6.4 Definition.** The full symmetry of a $p$-periodic data vector $r$ means that

$$\begin{align*}
p &= 2m, \\
r_q &= -r_{m-q} \quad \text{for} \quad q = 0(1) \, m, \\
r_q &= r_{p-q \mod p}. \quad \square
\end{align*}$$

Formulas (6.8) and (6.10) yield

$$r_m = \max (r_0, \ldots, r_{p-1}) = \max (r_0, \ldots, r_m) \quad \text{and} \quad r_0 \leq 0.$$ 

Indeed, $r_0 > 0$ and $r_0 \leq r_m$ imply $-r_0 = r_m \geq r_0$, a contradiction. We may restrict ourselves to the case $r_0 < 0$ (omitting the trivial case $r_0 = 0$). Thus $r_m > 0$ will be assumed in all what follows. As the reduction $w_s = r_s^\pi / r_s$ does not depend on the data scale, without loss of generality we may suppose $r_0 = -1$, $r_m = +1$.

**6.5 Theorem.** Let $r$ be a fully symmetrical $p$-periodic data vector. Assume that $r_0 = -1$ and $r_m = 1$; define $r_{m/2} = 0$ for $m$ odd and put $B''_{s,l} = \frac{1}{2} B''_{s,2l+1}$, $l = 0(1) \, [(m - 1)/2]$. Then

$$r_s^\pi = \frac{1}{m} \sum_{l=0}^{[(m-1)/2]} \frac{B''_{s,l}}{1 + \alpha |\lambda_{(2l+1)n/2m}|^2}, \quad s = 0(1) \, p - 1,$$

where

$$\begin{align*}
B''_{s,l} &= \cos \left( \pi s (2l + 1) \right) \frac{R_{2l+1}^{(p)+}}{m} \\
&= 2 \cos \left( \frac{\pi s (2l + 1)}{m} \right) \left(-1 + 2 \sum_{q=1}^{[(m-1)/2]} r_q \cos \left( \frac{\pi q (2l + 1)}{m} \right) \right), \\
l &= 0(1) \, [m/2] - 1, \\
B''_{s,(m-1)/2} &= \frac{1}{2} (1)^s R''_{m} = (-1)^s (-1 + 2 \sum_{q=1}^{(m-1)/2} (-1)^s r_q) \text{ for } m \text{ odd};
\end{align*}$$

$$w_s = \frac{r_s^\pi}{r_s} = \frac{1}{mr_s} \sum_{l=0}^{[(m-1)/2]} \frac{B''_{s,l}}{1 + \alpha |\lambda_{(2l+1)n/2m}|^2}, \quad s = 0(1) \, p - 1 \, (r_s \neq 0).$$

The vector $r^\pi$ is fully symmetric and $p$-periodic. Moreover,

$$w_{m-s} = w_s, \quad s = 0(1) \, p - 1 \quad \text{and if } m \text{ is even, } \quad r_{m/2} = 0.$$ 

So we only need to evaluate the formula (6.7b) for $s = 0(1) \, [(m - 1)/2]$.

**Proof.** By (6.10) $[(p - 1)/2] = m - 1$ and $r_{m/2} = 0$ for $m$ even. Further (6.9) is reduced to the form

$$R''_{k}^{(p)+} = -1 + 2 \sum_{q=1}^{[(m-1)/2]} \left(r_q \cos \frac{\pi k' q}{m} + r_{m-q} \cos \frac{\pi k' (m-q)}{m} + r_{m/2} \right) + (-1)^{k'},$$

$$k' = 0(1) \, m,$$
whence with respect to $r_{m-q} = -r_q$ and $r_{m/2} = 0$ it follows for $k'$ odd or even, respectively

$$R_{2l}^{(p)_+} = 4 \sum_{q=1}^{[m/2]} r_q \cos \frac{\pi q(2l + 1)}{m} - 2 \quad \text{for} \quad l = 0(1) \left[ \frac{m-1}{2} \right]$$

$$R_{2l+1}^{(p)_+} = 0 \quad \text{for} \quad l = 0(1) \left[ \frac{m}{2} \right].$$

Then the formulas (6.5a)–(6.7a) reduce to (6.5b)–(6.7b).

Further, for every $l$ there evidently holds $B_{m-s,l}^{m} = -B_{s,l}^{m}$, whence $r_{m-s}^x = -r_s^x$, which means that the smoothed data is fully symmetric. Thus the reduction

$$w_{m-s} = \frac{r_{m-s}^x}{r_{m-s}^x} = -r_s^x = w_s \quad \text{(for} \quad r_s \neq 0)$$

is the same for the positive and negative part of the halfwave.

### 6.6 Definition

The number $|r_0| = r_m$ is called an amplitude of a fully symmetric periodic data vector $r$.

This legitimates us to define the notion of a reduction of the amplitude by $w_0 = w_m$.

According to our convention concerning the data scaling we may suppose (without loss of generality) the unit amplitude of $r$.

### 6.7 Corollary

Let $r$ be a fully symmetrical periodic data vector. Then

$$w_0 = w_m = \frac{1}{m} \sum_{l=0}^{[m/2]} A_l$$

where

$$A_l = -R_{2l+1}^{(p)_+} = 2 \left( 1 - 2 \sum_{q=1}^{[m/2]} r_q \cos \frac{\pi q(2l + 1)}{m} \right), \quad l = 0(1) \left[ \frac{m}{2} \right] - 1,$$

$$A_{m-1)/2} = -\frac{1}{2} R_{m-1)}}^{(p)_+} = 1 - 2 \sum_{q=1}^{(m-1)/2} (-1)^q r_q \quad \text{for} \quad m \text{ odd.}$$

For some special periodic data the $R_k^{(p)}$ may be easily evaluated. This will be demonstrated by several examples such as the sinusoidal wave, for which a detailed derivation is given, and others where only the results are presented.

### III. EXAMPLES

#### 7a. Sinusoidal wave

A sample of a sinusoidal wave on an equidistant mesh $A = \{ th \}_{t=0}^{n-1}$ is the vector

$$(7.1) \quad \hat{r} = \left\{ -\cos \frac{2\pi t h}{P} \right\}_{t=0}^{n-1} = \left\{ -\cos \frac{2\pi t}{P} \right\}_{t=0}^{n-1}$$

with $P = ph$ — the period, $p$ an integer $\geq 2$ and divisor of $n$. 
7.1 Theorem. For the sinusoidal wave with the sample vector (7.1) we have

\[
\begin{align*}
    r_s &= \frac{r_s}{1 + \alpha|\lambda_{n/p}|^2}, \\
    w_s &= \frac{1}{1 + \alpha|\lambda_{n/p}|^2}, \quad (r_s = 0),
\end{align*}
\]

(7.1a)

Thus the reduction \(w_s\) does not depend on \(s\).

Proof. Clearly, the vector \(r\) is partially symmetric with the basic period \(r^p = \{- \cos 2\pi t/p\}_{t=0}^{p-1}\). We have

\[
    r^{(p)} = -\frac{1}{2} \left\{ e^{-2\pi i t/p} \right\}_{t=0}^{p-1} \left\{ e^{-2\pi i (p-1) t/p} \right\}_{t=0}^{p-1},
\]

which means that \(r^{(p)}\) is a linear combination of the second and the last column of the matrix \(W_p = (e^{-ik})_{i,k=0}^{p-1}\). By Lemma 2.3

\[
    R^{(p)+} = W^{-1} W^{(p)} W^+, \quad \tilde{H}^{(p)} = (1/p) W^{-1} H^{(p)} W^+,
\]

where \(\tilde{H}^{(p)}\) is a circulant matrix with the generating vector \(h^{(p)} = (1/p) W^{-1} H^{(p)}\), \(W^\pm = (e^{\pm i k})_{i,k=0}^{p-1}\), \(H^{(p)}\) is a vector the components of which are \(H^{(p)}_{k,n/p} = 1/(1 + \alpha|\lambda_{n/p}|^2)\) and \(H^{(p)} = \text{diag}(H^{(p)}_0, ..., H^{(p)}_{p-1})\); the property \(H^{(p)}_{k} = H^{(p)}_{p-k-1}\) is an evident consequence of \(H_k = H_{n-k(\text{mod} p)}\).

Now, the result of Theorem 7.1 may be obtained from (7.2) because \(H^{(p)}_{k} = H^{(p)}_{p-1-k}\) is the reduction of the base vectors \(\{e^{-i t}\}_{t=0}^{p-1}\) and \(\{e^{-i (p-1) t}\}_{t=0}^{p-1}\) and consequently also of (7.1). In more detail, the equations

\[
    W^{-1} H^{(p)} W^+ = W^{-1} H^{(p)} W^+ (1/p) W^{-1} \quad \text{and} \quad \tilde{W}^{(p)+} = W^{-1} H^{(p)} W^+ (1/p) \tilde{W}^{(p)+},
\]

where \(W^- = \{e^{-i t}\}_{t=0}^{p-1}\) and \(W^+ = \{e^{i t}\}_{t=0}^{p-1}\) are the second and the last column of \(W^-\), respectively, say that the respective \(\tilde{W}^{(p)+}\) is the second and the last column of \(W^- H^{(p)}\) which is equal to \(H^{(p)} W^-\) or \(H^{(p)} W^+\), respectively. Then, in view of \(H^{(p)}_{p-1} = H^{(p)}_1 = 1/(1 + \alpha|\lambda_{n/p}|^2)\) and \(r^{(p)} = -\frac{1}{2}(W^- + W^+)\), we get the desired formula \(r^{(p)+} = 1/(1 + \alpha|\lambda_{n/p}|^2) r^{(p)}\).
7b. Saw-like wave

The basic period of the saw-like wave is given by the vector
\[ r(F) = \{1 - |q - m| \frac{2^m - 1}{2^{m-1}} \} \]

where \( n \) is divisible by \( p, p = 2m, m \geq 1 \). This data vector is \( p \)-periodic and fully symmetric.

Fig. 1. Saw-like wave.

7.3 Theorem. For the saw-like wave we have

\[
\begin{align*}
    r_s^s = & \frac{1}{m} \sum_{l=0}^{[(m-1)/2]} \frac{B_{s,l}^m}{1 + \alpha|\lambda_{(2l+1)n/2m}|^2}, \quad s = 0(1) 2m - 1, \\
    B_{s,l}^m = & -\frac{2}{m} \cos \frac{\pi s(2l + 1)}{m} \left( \frac{\sin \frac{\pi (2l + 1)}{2m}}{2m} \right) \quad \text{for} \quad l = 0(1) \left[ m/2 \right] - 1, \\
    B_{s,(m-1)/2}^m = & \frac{1}{m} (-1)^{s+1} \quad \text{for} \quad m \text{ odd}.
\end{align*}
\]

For the reduction of the amplitude we obtain

\[
\begin{align*}
    w_0 = & w_m = \frac{1}{m} \sum_{l=0}^{[(m-1)/2]} A_l, \\
    A_l = & \frac{2}{m \sin^2 (2l + 1) \frac{\pi}{2m}}, \quad l = 0(1) \left[ m/2 \right] - 1, \\
    A_{(m-1)/2} = & \frac{1}{m} \quad \text{for} \quad m \text{ odd}. \quad \Box
\end{align*}
\]

In particular, for \( p = 2 \) (\( m = 1 \)) we have

\[
    w_0 = w_1 = \frac{1}{1 + \alpha|\lambda_{m/2}|^2},
\]

which is the same result as in (7.1a) (for \( p = 2 \) the samples of the sinusoidal and saw-like waves are identical).
7c. Rectangular pulse train

Figure 2 shows the graph of the function representing a sequence of rectangular pulses for \( m \) odd. From these functions the following \( p \)-periodic fully symmetric discrete function will be deduced:

\[
P = \begin{cases} 1, & q = 0(1) \left\lfloor \frac{(m - 1)/2}{2} \right\rfloor, \\ -1, & q = 0(1) \left\lfloor \frac{m}{2} \right\rfloor + 1(1) m, \\ 0, & \text{for } m \text{ even}. \\
\end{cases}
\]

7.4 Theorem. For the rectangular pulse train we have

\[
B_{s,l} = 2\left(-1\right)^{l+1} \frac{\cos \frac{\pi s(2l + 1)}{m}}{\sin \frac{\pi (2l + 1)}{2m}}, \quad s = 0(1) p - 1,
\]

\[
B_{s,l}^{m} = \frac{1}{m} \sum_{i=0}^{\left\lfloor \frac{(m - 1)/2}{2} \right\rfloor} \frac{B_{s,l}^{m}}{1 + \chi_{\left(2l+1\right)}^{m/2m}},
\]

\[
B_{s,(m-1)/2}^{-} = \begin{cases} (-1)^{s+1} & \text{for } (m - 1)/2 \text{ even,} \\ (-1)^{s} & \text{for } (m - 1)/2 \text{ odd.} \\
\end{cases}
\]

7d. and e. Other two examples

The \( p \)-periodic curve e) results from the curve d) by shifting and multiplying:

\[
r_{s}(e) = 2(r_{s}(d) - 1/2). \] These curves are not symmetrical. The result for the curve d) is
Fig. 3. Cases d) and e).

\[ r_s^a(d) = \frac{p - 1}{2} + \frac{1}{p} \sum_{k = 1}^{\lfloor p/2 \rfloor} \frac{B_{s,k'}}{1 + \lambda_{k'n/p}^2}, \quad s = 0(1) p - 1, \]

(7.1d) \[ B_{s,k'} = -\frac{\sin \pi k'(2s + 1)/p}{\sin \pi k'/p}, \quad k' = 1(1) [(p - 1)/2], \]

\[ B_{s,p/2} = \frac{1}{2}(-1)^{s+1} \text{ for } p \text{ even}; \]

and for e):

(7.1e) \[ r_s^b(e) = p - 1 + \frac{2}{p} \sum_{k = 1}^{\lfloor p/2 \rfloor} \frac{B_{s,k'}}{1 + \lambda_{k'n/p}^2} - \frac{1}{1 + \lambda_{0}^2}, \]

\[ s = 0(1) p - 1. \]

Note. Problems similar to those of the present paper are dealt with also by Gautschi [8], Locher [15] and in a more general form by Gutknecht [9]. The first two authors deal with the periodic interpolation problem in one dimension, the third author has generalized their results admitting any linear and translation invariant operator (not only an interpolating one) in several dimensions. In a certain sense our Theorem 2.5 may be viewed as a special case of Gutknecht’s result which, when applied to the DS-spline, says that the transfer function coefficients \( H \) are to be computed as DFT of the DS-smoothed unit vector \((1, 0, \ldots, 0)^T\). Thus Gutknecht’s result implies only that the DS-smoothed data are obtained by discrete convolution. Our Theorem 2.5 is stronger in that it moreover provides explicit formulas for \( H \). Using Gutknecht’s result the proof of the above mentioned Theorem 2.5 might be modified by considering \( r = (1, 0, \ldots, 0)^T \) only.
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