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We investigate trajectories \( \{y_{i+1}\}_{i=1}^{\infty} \) of mappings \( h=f \circ g \) such that \( y_{i+1} = fg(y_1, \ldots, y_{i-q+1}) \) where \( q \geq 1 \), \( f: \mathbb{R}^m \to \mathbb{R}^m \) is cyclically monotone and \( g \) is one of the following

(a) \( g = g(y_t, \ldots, y_{t-q+1}) = \sum_{k=1}^{q} A_k y_{t-k+1} \) where \( q \geq 1 \) and \( A_k \) is a matrix (the transpose matrix) for \( k=1, \ldots, q \).

(b) \( g = g(y_t) \) where \( g \) is cyclically monotone (for \( q=1 \)).

We show that there is an integer \( r \) such that

\[
\lim_{i \to \infty} \|y_{i+1} - y_i\| = 0
\]

provided the trajectory is bounded.

(Namely, it is \( r = q+1 \) in case (a) and \( r = 1 \) in case (b).

The paper is motivated by the study of cellular automata.
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We investigate trajectories \( \{y_{i+1}\}_{i=1}^{\infty} \) of mappings \( h=f \circ g \) such that \( y_{i+1} = fg(y_1, \ldots, y_{i-q+1}) \), where \( q \geq 1 \), \( f: \mathbb{R}^m \to \mathbb{R}^m \) is cyclically monotone and \( g \) is some other mapping. We give some partial answers when there is some \( r \) for which

\[
\lim_{i \to \infty} \|y_{i+1} - y_i\| = 0
\]

The considered question arises in the study of cellular automata (cf. [3]), used e.g. for modeling of neural networks ([1],[5]) or social influence ([2],[8],[11]). For better understanding we will use the following interpretation.

Consider a group of \( p \) members. The opinions of members are represented by vectors from \( \mathbb{R}^m \). The members change their opinions simultaneously in discrete steps according to mutual influences. The new opinion \( y_{t+1}^i \) of the \( i \)-th member at time \( t+1 \) depends on \( q \) previous opinions of other members so that

\[
y_{t+1}^i = f^i g^i(y_t, \ldots, y_{t-q+1})
\]

where \( y_t = (y_t^1, \ldots, y_t^p) \) is a concatenation of opinions of all members, \( g^i \) is an influence mapping, and \( f^i \) is an evaluation mapping.
for \(i=1,\ldots,p\). (One may object that considering the transition mapping as a composition of two mappings is superfluous. But this can be natural from the point of view of some application, and moreover, it enables us to study the behaviour of the group according to properties of \(f^i\) and \(g^1\).) Now, if we put \(f=(f^1,\ldots,f^p)\) and \(g=(g^1,\ldots,g^p)\), we get the problem formulated in the beginning of the section. Answering this question, we describe the "limit" opinion of the group.

We assume that the evaluation mapping \(f\) is always cyclically monotone. Let us remark that if all \(f^i\) are cyclically monotone then \(f\) is as well. With respect to the influence mapping \(g\) we consider two particular cases.

(a) \(g=g(y_t,\ldots,y_{t-q+1})=\langle y_{t-k+1}\rangle_{k=1}^{q-1} A_k y_{t-k+1}\) where \(q\geq 1\) and 
\[A_{q+1-k} = A_k^T\] (the transposed matrix) for \(k=1,\ldots,q\);

(b) \(g=g(y_t)\) where \(g\) is cyclically monotone (for \(q=1\)).

We show there is an integer \(r\) such that 
\[\|y_{t+r} - y_t\| \to 0\] provided the trajectory is bounded.

Namely, it is \(r=q+1\) in case (a) and \(r=1\) in case (b).

In particular, if \(h=fa\) then \(r=2\) for \(A\) symmetric and \(r=1\) for \(A\) positive definite matrix. Presented results generalize [3],[4],[6],[7],[8] where \(f\) of finite range (i.e. a system with a finite number of states) was considered. In this case, \((\ast)\) means the existence of a period on the trajectory of \(fa\).

1. Some facts on cyclically monotone mappings. The following definitions and results are due to Rockafellar [10]. Let \(M\) be a subset of \(m\)-dimensional Euclidean space \(R^m\). A multivalued mapping \(F: M \to \exp R^m\) is cyclically monotone (abbreviated as c.m.) on \(M\) if

\[
\forall n \forall x_1,\ldots,x_n \in M \quad \forall y_1 \in F(x_1),\ldots,y_n \in F(x_n)
\]

\[
\sum_{i=1}^{n-1} (x_i - x_{i+1}) y_i \geq 0
\]

where \([n+1]=1\) and \([i+1]=i+1\) for \(i<n\). If there is a unique value \(y \in F(x)\) for every \(x\), we put \(f(x) = y\) and we say that \(f\) is c.m. if \(F\) is.

A c.m. mapping \(F\) is maximal if there is no c.m. mapping \(G \supseteq F\) satisfying \(G(x) \supseteq F(x)\) for all \(x \in R^m\).

A real function \(u: M \to R\) is a potential of \(F\) on \(M\) if

(1) \(u(z) - u(x) \geq (z-x) y\) for each \(z, x \in M\) and \(y \in F(x)\).

It was proved by Rockafellar [10] that

(i) \(F\) is c.m. on \(M\) if and only if \(F\) has some potential on \(M\);
(ii) $F$ is maximal on $\mathbb{R}^m$ if and only if $F$ has a unique potential. For a potential $u$ of $F$ define

$$\overline{u}(z) = \sup \{ u(x) + (z-x) y : x \in M \text{ and } y \in F(z) \}.$$ 

It follows from (1) that

(a) $\overline{u}$ is a convex function with finite values on convex closure of $M$;
(b) $\overline{u}(x) = u(x)$ for $x \in M$;
(c) $F(x)$ is a subset of subgradients of $\overline{u}$ at $x$.

It was observed in [7] that the statement (i) remains true if the notion of a c.m. mapping is defined with respect to an arbitrary binary operation instead of the scalar product.

2. Limit behaviour of trajectories. In this section we give some results concerning the limit behaviour of bounded trajectories of discrete influence models.

A sequence $\{y_i\}_{i=1}^{\infty}$ of points of $\mathbb{R}^m$ is called bounded if there is a $K \geq 0$ such that $\|y_i\| \leq K$ for every $i$ (by $\|y\|$ we denote a norm of $y$). We adopt the following notation. If $r$, $s$, $r < s$ are fixed integers then $[i]$ is an integer satisfying $[i] = \text{int}(s-r)$ and $r \leq [i] < s$ for every integer $i$.

Lemma 1. Let $\{x_i\}_{i=1}^{\infty}$ be a bounded sequence in $\mathbb{R}^m$ and $f: \mathbb{R}^m \rightarrow \mathbb{R}^m$ be a continuous c.m. mapping. Assume that for every $\varepsilon > 0$ there exists an infinite set $S$ of integers such that

(2) $0 \leq \sum_{i=r}^{s-1} f(x_i)(x_{i+1} - x_i) < \varepsilon$ for every $r, s \in S$, $r < s$.

Then, $\lim_{i \to \infty} \|f(x_i) - f(x_{i-1})\| = 0$.

Proof. Let $u: \mathbb{R}^m \rightarrow \mathbb{R}$ be a convex function such that the gradient $\nabla u = f$. Choose an $\varepsilon > 0$, and let $S$ be an infinite set given by the assumptions of the lemma. Then the following holds for every $i > r = \min S$.

(3) $u(x_{i+1}) - u(x_i) \leq (x_{i+1} - x_i) f(x_i) + \varepsilon$.

(If not, take $s \in S$, $s > i$. Summing the inequalities

$u(x_{i+1}) - u(x_j) \leq (x_{i+1} - x_j) f(x_j)$

for $j = r, \ldots, s-1$, $j \neq i$, and the inequality $u(x_{i+1}) - u(x_i) > (x_{i+1} - x_i) f(x_i) + \varepsilon$,

we get a contradiction with (2).)

Inequality (3) says that $f(x_i)$ is an $\varepsilon$-subgradient of $u$ at $x_{i+1}$. (For the definition of $\varepsilon$-subgradient see [101].) The lemma follows from the follow-
Claim. Let $M \subseteq \mathbb{R}^m$ be a compact set. Then for each $\sigma > 0$ there is $\epsilon > 0$ such that the following holds for every $x \in M$.

If $v$ is an $\epsilon$-subgradient of $u$ at $x$, then $\|f(x) - v\| < \sigma$.

Proof of Claim. Choose $\sigma > 0$. For every $x \in M$ define $\varphi(x)$ and $F(x)$ by $\varphi(x) = \inf \{\sigma > 0 : \text{there is an } \epsilon\text{-subgradient } \sigma \text{ of } u \text{ at } x \text{ such that } \|\varphi - f(x)\| < \sigma\}$, and $F(x) = \inf \{\|v\| : v \in (\varphi(v))_x \}$: $(v_n)_n$ converges to $x$. $F$ is clearly lower semicontinuous and it is easy to see that $F(x) > 0$ for all $x \in M$. Hence the compactness of $M$ applies. \(\square\)

Lemma 2. Let $(y^1_i)_{i=1}^\infty$ be a bounded sequence in $\mathbb{R}^m$ and $q$ be a positive integer. Then for every $\sigma > 0$ there exists an infinite set $S$ of integers satisfying:

(i) $\|y_{r-s} - y_{s-j}\| < \sigma$ for every $r, s \in S$, $j = 0, \ldots, q$,

(ii) $r = s \bmod(q+1)$ for every $r, s \in S$.

Proof. Let $M \subseteq \mathbb{R}^m$ be a compact set containing all $y$, and denote by $M \omega$ the cartesian product of countably many copies of $M$. Define a mapping $s: M \omega \to M \omega$ which assigns $s(z) = \{z_2, z_3, \ldots\}$ to every sequence $z = \{z_1, z_2, \ldots\}$ (the shift to the left). Put $t_0^n = (y^1_i)_{i=1}^\infty$ and denote $t_{p+1}^n = s(t^p_n)$, $p = 1, 2, \ldots$. By the compactness of $M \omega$ there exists an accumulation point $\bar{t} \in M \omega$ of the sequence $(t_i^n)_{i=1}^\infty$. Consider the following basic neighbourhood $U = \{\{z_i\} : \|z_i - \bar{t}_i\| < \sigma/2 \text{ for } i = 1, 2, \ldots, q \}$ of $\bar{t}$. The set $S = \{n : t_n \in U \}$ is infinite and satisfies (i). Clearly there is an infinite subset $S' \subseteq S$ satisfying also (ii). \(\square\)

Theorem 1. Let $q \geq 1$ be an integer and $A_1, \ldots, A_q$ be square matrices of order $m$ such that $A_k^{i,j} = A_{k+1}^{i,j}$ for $k = 1, \ldots, q$. Let $f: \mathbb{R}^m \to \mathbb{R}^m$ be a continuous c.m. mapping and let $(y^1_i)_{i=1}^\infty$ be a bounded sequence such that $y_{i+1} = f(\sum \limits_{k=1}^{q-1} A_k y_{i-k+1})$ for $i \geq q$.

Then $\lim_{i \to \infty} \|y_{i+q-1} - y_i\| = 0$.

Proof. Let $K$ be an upper bound of $\|y_i\|$. Denote $a_{i,j}^k$ the $(i,j)$-th entry of $A_k$ and put $M = \max \{a_{i,j}^k : 1, j = 1, \ldots, m, k = 1, \ldots, q\}$. Choose an $\epsilon > 0$. Put $\sigma = (2m^2K(q^2 + q))^{-1}$. Let $S$ be an infinite set which exists by Lemma 2 for the given sequence $(y^1_i)_{i=1}^\infty$, $q$, and $\sigma$. Let $r$ and $s$, $r < s - 1$, be arbitrary elements of $S$. Put $x_i = \sum \limits_{k=1}^{q-1} A_k y_{i-k+1}$ for $i \geq q$. Let us define the expressions $W$ and $V$ by
We have $W \geq 0$ as $f$ is c.m., and it is easy to check that $V=0$ as $A_k^T A_k = A_{k+1}^T A_{k+1}$.

If we substitute $y_{i+1} = f(x_i)$ and $x_i = A_k y_{i+1}$ into $W$, we get

$$W = \frac{A_{i+1}^T}{A_i^T} (f(x_i) - f(x_{i+1})) x_i$$

and

$$V = \frac{A_{i+1}^T}{A_i^T} (y_{i+1} - y_{i+1+1}) A_k y_{i+1+1}.$$

We have $W \geq 0$ as $f$ is c.m., and it is easy to check that $V=0$ as $A_k^T A_k = A_{k+1}^T A_{k+1}$.

Let us compute the difference $W-V$. It is a sum of the following four terms.

$$W = \frac{A_{i+1}^T}{A_i^T} (f(x_i) - f(x_{i+1})) x_i$$

and

$$V = \frac{A_{i+1}^T}{A_i^T} (y_{i+1} - y_{i+1+1}) A_k y_{i+1+1}.$$

The first and the third terms can be estimated each by $d^2 m^2 \mu$. The second and the fourth terms each by $d^2 m^2 \mu$. As $V=0$, we get $0 \leq W-W-V < \varepsilon$. As $s-r$ is divisible by $q+1$, it is $s-r=t(q+1)$ for some $t \geq 0$. We can write

$$0 \leq \frac{A_{i+1}^T}{A_i^T} (f(x_i) - f(x_{i+1})) x_i$$

and

$$0 \leq \frac{A_{i+1}^T}{A_i^T} (y_{i+1} - y_{i+1+1}) A_k y_{i+1+1}.$$
As $f$ and $G$ are c.m., both $W$ and $V$ are nonnegative, and hence

$$0 \leq W \leq W + V = (y_t^r - y_{S-1})(x_t^r - x_s^r) < 4\varepsilon + k.$$ 

We apply Lemma 1 to the sequence $\{y^i_i\}_{i=1}^\infty$ and the statement follows. □

**Theorem 3.** Let $\{y^i_i\}_{i=1}^\infty$ be a bounded sequence, $A$ be a positive definite matrix of order $m$, and $F:R^m \to \exp R^m$ be a c.m. multivalued mapping, such that the sequence satisfies $y^i_1 \in F(Ay^i_1)$ for every $i$. Then $\lim_{i \to \infty} \|y^i_i - y^i_{i-1}\| = 0$.

**Proof.** Let $K$ be such that $\|y^i_i\| \leq K$ for all $i$. Choose an $\varepsilon > 0$. As the sequence $\{y^i_i\}$ is bounded, there exists an infinite set $S$ such that $|(y^i_S - y^i_t)Av| < \varepsilon$ holds for every $s, r \in S$ and every vector $v$ with $\|v\| \leq 2K$. Let $r$ and $s$, $r < s - 1$, be arbitrary elements of $S$. Define the expressions $W$ and $V$ by

$$W = \sum_{i = r}^{s-1} y^i_{i+1}(Ay^i_1 - Ay^i_{i+1})$$

and

$$V = \sum_{i = r}^{s-1} y^i_{i+1}(Ay^i_1 - Ay^i_{i+1}) - \sum_{i = r}^{s-1} (y^i_{i+1} - y^i_r) A(y^i_{i+1} - y^i_r) \geq 0.$$

The first equality holds as $A$ is symmetric, $V$ is nonnegative as $A$ is positive definite. As $F$ is c.m., we have $W \geq 0$. For the sum $V + W$ we get the inequality

$$0 \leq V + W = (y^i_S - y^i_1)(y^i_{S-1} - y^i_t) < \varepsilon.$$ 

This gives

$$\sum_{i = r}^{s-1} (y^i_{i+1} - y^i_r) A(y^i_{i+1} - y^i_r) < 2\varepsilon$$

and the statement immediately follows. □

3. Connections to finite models. Theorems 1, 2 and 3 have a common pattern: under some assumptions on the sequence $\{y^i_i\}_{i=1}^\infty$ there is some $r$ such that $\lim_{i \to \infty} \|y^i_r - y^i_{r+1}\| = 0$. It follows that accumulation points of any of sequences $\{y^i_i\}_{i=1}^\infty$ form a connected closed set in $R^m$. This connected set degenerates to one-point set provided that the corresponding discrete influence model has a finite number of states. This finite case was solved in [7]. In this section we show:

(a) how the results of the present paper generalize the results for finite models;

(b) an example of a strongly cyclically monotone mapping for which the sequence $\{y^i_i\}_{i=1}^\infty$ is not convergent.

We say that a mapping $f: R^m \to R^m$ is *strongly* cyclically monotone if it is cyclically monotone and
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\[ f(x_1) = \ldots = f(x_n) \] whenever
\[ \sum_{i=1}^{n} (x_1 - x_{i+1}) f(x_i) = 0. \]

Mappings with this property were used in [6] and [7] for describing periods of systems with a finite number of states. (The period of a sequence \( \{y_i\} \) is the least positive integer \( r \) such that \( y_{i+r} = y_i \) for all \( i \) greater than some \( n_0 \).) These results are covered by the theorems of Section 2 as the following holds.

**Theorem 4.** Let \( M \) be a finite subset of \( \mathbb{R}^m \), and \( f:M \rightarrow \mathbb{R}^m \) be a mapping. Then \( f \) can be extended to some continuous c.m. mapping \( \exists : \mathbb{R}^m \rightarrow \mathbb{R}^m \) if and only if \( f \) is strongly c.m.

**Proof.** The "only if part" follows from the following observations.

(i) To each convex function \( u: \mathbb{R}^m \rightarrow \mathbb{R} \) there is some strongly c.m. mapping \( g: \mathbb{R}^m \rightarrow \mathbb{R}^m \) such that \( g(x) \) is a subgradient of \( u \) of \( x \) for each \( x \).

(ii) If \( g: \mathbb{R}^m \rightarrow \mathbb{R}^m \) is a continuous c.m. mapping, then \( g \) is maximal.

Proof of (i). Take some good ordering \( \prec \) of \( \mathbb{R}^m \) and define \( g(x) = \min_{y} \{ y: y \text{ is a subgradient of } u \text{ at } x \} \).

Proof of (ii). It is easy to see that (ii) holds for \( m = 1 \). When \( m > 1 \), we can use the following reduction. Let \( G: \mathbb{R}^m \rightarrow \exp \mathbb{R}^m \) be a c.m. multivalued mapping. For each \( i = 1,\ldots,m \) and each \( x = (x_1,\ldots,x_m) \in \mathbb{R}^m \) let us define a multivalued mapping \( G_i^x: \mathbb{R} \rightarrow \exp \mathbb{R} \) by \( G_i^x(t) = \{ z: z \text{ is the } i-th \text{ component of some } y \in G(x_1,\ldots,x_{i-1},t,x_{i+1},\ldots,x_m) \} \). Then the mappings \( G_i^x \) are c.m.

Now, if \( \exists \) is a continuous c.m. mapping, then it is maximal by (ii), and thus \( \exists \) coincides with the strongly c.m. mapping \( g \) given by (i) (for the potential \( u \) of \( \exists \)).

The "if part". We show that there is a potential \( u^* \) of \( f \) satisfying
\[ u^*(x) - u^*(y) = (x-y)f(y) \text{ iff } f(x) = f(y). \]

For a potential \( u \) of \( f \) define a number \( N(u) = \{ (x,y): u(x) - u(y) = (x-y)f(y) \text{ and } f(x) \neq f(y) \} \). Clearly (4) is equivalent to \( N(u^*) = 0 \). Let \( u \) be a potential with \( N(u) \) minimal. Define a digraph \( G \) with the set of vertices \( M \) and with the directed edges \( (x,y) \in E(G) \) if \( u(x) - u(y) = (x-y)f(y) \). Consider a partition of \( G \) into components of strong connectivity. If \( N(u) > 0 \) then there exist some edges between distinct components. Let \( S \) be a component for which there is some edge from \( S \) to \( M-S \) but no edge from \( M-S \) to \( S \). Put \( \varepsilon = \min \{ u(y) - u(x) - (x-y)f(x): x \in S, y \in M-S \} \). According to the choice of \( S \) we have \( \varepsilon > 0 \). Define a potential \( u' \) by
\[ u'(x) = \begin{cases} u(x) + \frac{1}{2} \varepsilon & \text{for } x \in S, \\ u(x) & \text{for } x \in M-S. \end{cases} \]
Obviously, it holds $N(u') < N(u)$ which contradicts the choice of $u$. Thus, let $u^*$ be a potential satisfying (4). Define $\tilde{u}:\mathbb{R}^m \to \mathbb{R}$ by

$$\tilde{u}(x) = \max \{ u^*(y) + (x-y)f(y) : y \in M \}$$

(i.e. $\tilde{u}$ is a maximum of a finite number of linear functions). Clearly, $\tilde{u}$ is a convex function on $\mathbb{R}^m$, and $\tilde{u}(x) = u^*(x)$ for each $x \in M$. It follows from (4) that for each $x \in M$ there is a neighbourhood $U_x$ in which $\tilde{u}$ is linear. It holds that there is a differentiable convex function $u$ such that $u(y) = \tilde{u}(y)$ for $y \in U_x$, $x \in M$, and $u(y) \geq \tilde{u}(y)$ for all $y \in \mathbb{R}^m$.

Let $M$ be a finite subset of $\mathbb{R}^m$ and $f: \mathbb{R}^m \to M$ be strongly c.m.. Then we get the following corollaries.

**Corollary 2.** Let $A_1, \ldots, A_q$ be square matrices of order $m$ such that $A_j = A_{j+1}$ for $j=1, \ldots, q$. Then the period of the sequence $\{y_i\}_{i=1}^{\infty}$ where $y_{i+1} = f(\sum_{j=1}^{i} A_j y_{i-j+1})$ for $i \geq q$ and $y_1, \ldots, y_q$ arbitrary, is a divisor of $q+1$. \[ \square \]

**Corollary 2.** Let $G:M \to \mathbb{R}^m$ be a c.m. multivalued mapping. Then the sequence $\{y_i\}_{i=1}^{\infty}$ where $y_{i+1} = f(x_i)$ for some $x_i \in G(y_i)$, is eventually constant. \[ \square \]

An important case of Corollary 1 is when $q=1$ and $A$ is a symmetric matrix (the period is then 1 or 2); moreover, if $A$ is positive definite then the period is 1 by Corollary 2.

**Remark 1.** We give an example of a c.m. mapping $f$ for which the trajectory

$$\{f^{i+1}(A_1)\}_{i=1}^{\infty}$$

where $f^{i+1}(A_1) = f(f^{i}(A_1))$, is not convergent ($A_1$ is the starting point of the trajectory).

We will construct $f$ on a discrete subset of $\mathbb{R}^2$ only. Let us define $A_n = (x_n, y_n)$, $n=1,2, \ldots$, where $x_n = 1/(2^{n-1})$, $y_n = 0$ for $n=4k+2$ or $4k+3$, and $y_n = 1$ otherwise. Put $t_n = A_{n+1} - A_n$ and choose integers $p_n > 2^{3n+3}$ and $t_n \leq 2$. Set $C(n,j) = A_n + \frac{1}{p_n} t_j$ for $j = 0, \ldots, p_n - 1$, $n=1,2, \ldots$. Then the mapping $f$ defined by

$$f(C(n,j)) = A_n + \frac{1}{p_n} t_j \quad \text{(i.e. } C(n+1,0) \text{ for } j=p_n - 1 \text{ and } C(n,j+1) \text{ for } j < p_n - 1)$$

is strongly c.m. and the set of accumulation points of the trajectory (5) is the set $\{(0,y) : 0 \leq y \leq 1\}$.

For the proof it is sufficient to check that a function $u$ defined by

$$u(C(n,j)) = \frac{1}{2} ||C(n,j)||^2 + \sum_{i=1}^{p_n - 1} ||t_i||^2 / (2p_n) + \sum_{i=1}^{p_n - 1} ||2t_i||^2 / (2p_n^2)$$

is a potential for $f$. We omit the proof.
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Remark 2. The following construction of some strongly c.m. mappings was given in [6].

Let $g_1, \ldots, g_m$ be nondecreasing real functions such that $g_1(x) \geq g_2(x) \geq \ldots \geq g_m(x)$ for all $x \in \mathbb{R}$. We define $f(x_1, \ldots, x_m) = (y_1, \ldots, y_m)$ so that every $y_i = g_j(x_i)$ for some $j$, and every $g_j$ is applied to one component. The rule is that $g_1$ acts on the greatest $x_1$, $g_2$ acts on the greatest component but one, etc. Ties are solved so that $y_i \geq y_j$ provided $x_i = x_j$ and $i < j$.

Mappings constructed as above are often used as "social welfare functions" (see e.g. [9]).

Remark 3. The problem of extensions of cyclically monotone mappings related to Theorem 4 is further studied in [12].

Remark 4. The results in the present paper can be extended to the infinite dimensional domain.
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