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TWO LINEAR TIME ALGORITHMS FOR MST ON MINOR CLOSED GRAPH CLASSES

MARTIN MAREŠ

ABSTRACT. This article presents two simple deterministic algorithms for finding the Minimum Spanning Tree in $O(|V| + |E|)$ time for any non-trivial class of graphs closed on graph minors. This applies in particular to planar graphs and graphs of bounded genus. Both algorithms run on a pointer machine and they require no a priori knowledge of the structure of the class except for its density. Edge weights are only compared.

1. INTRODUCTION: THE MST PROBLEM

The problem of finding a minimum spanning tree of a weighted undirected graph is one of the most well-known algorithmic problems of combinatorial optimization. Since the first solution by Borůvka [1] in 1926 (see [10] for an English translation), a plethora of increasingly more efficient algorithms has been developed (for the full story, see [8] and [4]).

Assuming that edge weights are taken from an arbitrary ordered set (the only operation defined on them is comparison), the current speed record is held by the algorithms of Chazelle [5] and Pettie [11] which achieve time complexity $O(m \cdot \alpha(m, n))$ where $n$ and $m$ are the number of vertices and edges of the graph and $\alpha(m, n)$ is a certain inverse\(^1\) of the Ackermann’s function. If the edge weights are integers whose bits can be manipulated in constant time, there exists a MST algorithm by Fredman and Willard [3] running in linear time on a unit-cost RAM. Also, there is a randomized algorithm with expected linear time for the general case due to Karger et al. [6].

Recently, Pettie and Ramachandran [12] have shown an algorithm for the pointer machine with running time bound by the size of the optimum MST decision tree. Since the decision-tree complexity is an obvious lower bound for the algorithmic time complexity of the problem, this algorithm is optimal up to a

\(^1\) $\alpha(m, n) = \min\{i \geq 1 : A(i, 4[m/n]) > \log n\}$
multiplicative constant and no random access is needed to achieve optimality. However, the decision-tree complexity of the MST is still unknown and no non-trivial lower bounds are known, hence it is still open whether the MST can be found in linear time or not.

Although the question is still unresolved for general graphs, there are several special cases where linear-time algorithms are known to exist. When the graph is sufficiently dense, meaning that it has at least \( n \cdot \log(k) \) edges\(^2\) for some \( k \), Tarjan’s \( O(m \cdot \beta(m,n)) \) algorithm \([13]\) performs linearly. On the other end of the spectrum, there exist several \( O(m + n) \) algorithms for planar graphs (e.g., by Matsui \([7]\)), so the only problematic cases seem to be low density graphs with no special structure which could be taken advantage of.

This article narrows the gap by showing two MST algorithms which run in linear time for any non-trivial class of graphs closed on graph minors. In particular, this includes planar graphs and graphs of bounded genus. We base our time bounds on density of minor closed classes (see for example Nešetřil and De Mendez \([9]\)). Our algorithms do not require any specific knowledge of class structure except for class density needed by the second algorithm. This is a substantial improvement over the previous results for planar graphs which require construction of a planar embedding.

Without loss of generality, we assume that the graph is connected and that all the edge weights are distinct. Also, \( n \) and \( m \) always denote the number of vertices and edges of the graph under examination.

2. Minor closed classes

For the sake of completeness, we define minor closed graph classes and we also mention the well-known statement about the density of such classes.

**Definition 1.** Graph \( H \) is a minor of graph \( G \) if it can be obtained from \( G \) by a sequence of deletions and contractions of edges and deletions of isolated vertices.

**Definition 2.** Let \( \mathcal{C} \) be a class of graphs. We define its edge density \( \varrho(\mathcal{C}) \) to be the infimum of all \( \varrho \)'s such that \( |E(G)| \leq \varrho \cdot |V(G)| \) holds for any \( G \in \mathcal{C} \).

**Theorem 1** (see Theorem 6.1 in \([9]\)). A minor closed class \( \mathcal{C} \) has finite edge density iff \( \mathcal{C} \) is a non-trivial class, i.e. different from the class of all graphs and the empty class.

Graphs with finite density not only have a vertex of small degree (as it is well known for planar graphs), but there also has to be a large fraction of such vertices:

**Lemma 1** (Density Lemma). Let \( \mathcal{C} \) be a graph class with density \( \varrho \) and \( G \in \mathcal{C} \) a graph with \( n \) vertices. Then at least \( n/2 \) vertices of \( G \) have degree at most \( 4\varrho \).

**Proof.** Assume the contrary: let there be at least \( n/2 \) vertices with degree greater than \( 4\varrho \). Then \( \sum_v \deg(v) > n/2 \cdot 4\varrho = 2\varrho n \) which is in contradiction with the number of edges being \( \leq \varrho n \). (The proof can also be viewed probabilistically:

\(^2\log(k)\) denotes binary logarithm iterated \( k \) times
let $X$ be degree of a vertex of $G$ chosen uniformly at random. Then $E X \leq 2\varrho$, hence by the Markov’s inequality $\Pr[X > 4\varrho] < 1/2$, so for at least $n/2$ vertices $\deg(v) \leq 4\varrho$.

For planar graphs, the bound can be easily tightened:

**Lemma 2** (Density Lemma for Planar Graphs). Let $G$ be a planar graph with $n$ vertices. Then at least $n/2$ vertices of $v$ have degree at most 8.

**Proof.** It suffices to show that the lemma holds for triangulations (if there are any edges missing, the situation can only get better) with at least 3 vertices. Since $G$ is planar, $\sum_v \deg(v) < 6n$. The numbers $d(v) := \deg(v) - 3$ are non-negative and $\sum_v d(v) < 3n$, hence by the same argument as in the previous proof, for at least $n/2$ vertices $v$ it holds that $d(v) < 6$, hence $\deg(v) \leq 8$.

3. **A meta-algorithm**

Our two algorithms are variations on the original algorithm by Borůvka, but instead of growing a forest of MST subtrees by joining them by edges newly proven to be in the MST, we keep each subtree contracted to a single vertex (this approach has been suggested in a less general setting by Tarjan in [13]). Both algorithms can be considered incarnations of the following “meta-algorithm”:

1. Start with the input graph.
2. Find some edges which are part of the MST of the current graph.
3. Contract the graph along these edges.
4. Clean up the graph (to be explained in a moment).
5. Repeat steps 2–4 until there are no edges left.

This procedure is obviously correct (due to it stopping after a finite number of contractions and the well-known fact that given any subset $A$ of MST edges, the rest of the MST are just edges of a MST of the same graph with edges of $A$ contracted). However, we need to decide on how do we choose the edges to be contracted and how to represent the graph in order to perform searching for these edges and all the contractions efficiently.

We would like to make use of the low density of non-trivial minor closed classes of graphs, but unfortunately it is not as simple as it looks, because edge contractions produce loops and parallel edges, leaving us with a multigraph which of course can have a superlinear number of edges. Loops are the easy part: they can be easily detected and removed immediately after the contraction. From a set of parallel edges, we can delete all but the lightest one, but the key problem is to avoid spending a lot of time on detecting them.

To accomplish this, we introduce a *cleanup phase* which is called occasionally during the course of the algorithm and whose purpose is to prune the graph (make it again a simple graph):

4.1. Bucket-sort all graph edges lexicographically, bringing parallel edges together.
4.2. Walk the edge list sequentially, delete the unnecessary parallel edges and recalculate vertex degrees.
4.3. Remove zero degree vertices.
The cleanup takes time \( O(m + n) \) where \( m \) and \( n \) are the number of edges and vertices before the cleanup took place, so we need to use this fine spice very carefully.

4. Algorithm 1

We follow the meta-algorithm, using the fact that for each vertex, the lightest incident edge belongs to the MST (it follows from the Tarjan’s blue rule [13] applied to a cut formed by edges incident to the vertex). No cycles can arise since the edge weights are distinct. Also, we process contractions due to all vertices of the current graph at once and clean up the graph afterwards. This gives:

Algorithm 1.

1. Start with the input graph.
2. Construct a temporary graph \( G' \) on the same set of vertices. For each vertex \( v \), \( G' \) contains the lightest edge of \( G \) incident to \( v \).
3. Contract the graph along the edges of \( G' \): find connected components of \( G' \) and renumber every vertex of \( G \) to the number of the component they belong to.
4. Clean up the graph (as defined above).
5. Repeat steps 2–4 until there are no edges left.

Lemma 3. For any non-trivial minor closed class of graphs \( \mathcal{C} \), Algorithm 1 finds the MST of any graph in this class in time \( O(\varphi(\mathcal{C}) \cdot n) \).

Proof. Correctness follows from the meta-algorithm (we need the properties of the graph class only for the time bound). Each pass of the algorithm takes time \( O(m + n) \) and it reduces \( n \) at least by a factor of two. All graphs generated by the algorithm (after cleanup) are minors of the input graph, so they belong to \( \mathcal{C} \) as well and, according to Theorem 1, \( m \leq \varphi n \) holds for all of them. Therefore the total time spent by the algorithm is \( O(\varphi n + \varphi n/2 + \varphi n/4 + \ldots) = O(\varphi n) \).

5. Algorithm 2

Instead of batching the contractions, we can also perform them greedily on the lightest edges adjacent to low-degree vertices and delay the cleanup until we run out of such vertices. This gives our second algorithm (\( t \) is a parameter to be chosen later):

Algorithm 2.

1. Start with the input graph.
2. While there exists a vertex \( v \) with \( \deg(v) \leq 4t \), select the lightest edge \( e \) incident to \( v \) and contract it (just remove all edges incident to \( v \) and add them back to the graph with \( v \) renumbered to the other end of \( e \)). Delete all loops and isolated vertices that arise. To avoid sequential searching, keep a queue of such low-degree vertices.
3. Clean up the graph (as defined above).
4. Repeat steps 2–3 until there are no edges left.

For minor closed classes of graphs, we set \( t \) to the density of the class or, if the exact density is unknown, to any upper bound on the density. We get:

**Lemma 4.** For any non-trivial minor closed class of graphs \( C \), Algorithm 2 with \( t \geq \varrho(C) \) finds the MST of any graph in this class in time \( O(tn) \).

**Proof.** Let \( G^k_i \) denote the graph we work with at the start of step \( i \) in the \( k \)-th iteration of the algorithm, let \( n^k_i \) and \( m^k_i \) be its number of vertices and edges respectively. For each \( k \), \( G^k_2 \) is a simple graph which is a minor of the input graph, so it belongs to \( C \) and according to Theorem 1, \( m^k_2 \leq \varrho n^k_2 \) where \( \varrho = \varrho(C) \). Due to Lemma 1, at least \( n^k_2 / 2 \) vertices of \( G^k_2 \) have \( \text{deg}(v) \leq 4 \varrho \leq 4t \). Because of this, step 2 runs at least once in each iteration, so the algorithm stops after a finite number of iterations and since it is following the meta-algorithm, it is correct.

All executions of step 2 contribute to the total running time by \( O(tn) \) — each contraction takes \( O(t) \) and it removes at least one vertex. To conclude the proof of time complexity, it suffices to show that the total time spent by all the cleanups is \( O(tn) \) as well.

Let’s look at the \( k \)-th cleanup: it takes \( O(n^k_3 + m^k_3) \) time units. However, we know that \( n^k_3 \leq n^k_2 \) and \( m^k_3 \leq m^k_2 \leq tn^k_2 \), hence we can bound the time by \( O(tn^k_2) \).

Also, \( G^k_2 \) contains at least \( n^k_2 / 2 \) vertices of \( \text{deg}(v) \leq 4t \) (let \( D \) denote the set of them) while all vertices of \( G^k_3 \) have \( \text{deg}(v) > 4t \). So every \( v \in D \) had either to disappear by having been merged to another vertex by a contraction or \( \text{deg}(v) \) had to increase by another vertex having been merged to \( v \). Considering that each contraction can affect in this way at most two vertices of \( D \), there must have been at least \( n^k_2 / 4 \) contractions and as each of them removes at least one vertex, \( n^k_2 + 1 \leq 3/4 \cdot n^k_2 \).

Thus all the cleanups take time \( O(n^k_2 + tn^k_2 + \ldots) = O(tn+t(3/4)n+t(3/4)^2n+\ldots) = O(tn) \).

**Remark 1.** For planar graphs, we can take advantage of having proven Lemma 2 and improve the performance by a constant factor by setting the parameter \( t \) to 2.

6. Conclusions

We have presented algorithms for the minimum spanning tree problem which run in deterministic linear time for any non-trivial class of graphs closed on graph minors. This further reduces the classes of graphs where the complexity of finding the MST is unknown, but it still leaves the general version of the problem open.

Closedness on graph minors seems to be crucial for algorithms of this type, low density per se doesn’t suffice: there exists a simple linear time reduction (see [2] for details) of general MST to MST on graphs with maximum degree 3.
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