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Časopis pro pěstování matematiky, roČ. 101 (1976), Praha 

BOUNDARY VALUE PROBLEMS WITH JUMPING NONLINEARITIES 

SVATOPLUK FUCIK, Praha 

(Received August 30, 1974) 

1. INTRODUCTION 

Consider the nonlinear two point boundary value problem 

(1.1) u'(x) + f(u(x)) = p(x) , 

tt(0) = u(n) = 0 , 

where ^ is a continuous real-valued function defined on (— oo, oo). If 

lim m = lim m = A 

we shall say that the nonlinearity ij/ is not jumping. The results obtained under various 
assumptions may be summarized as follows: 

L If A = oo (see [3]) or A # n2, n is positive integer (see e.g. [6], [10]) then (1.1) 
has a solution for any right hand side p. 

The assumption A =# n2 means that A is not an eigenvalue of the boundary value 
problem 

(1.2) U"(T) + AW(T) = 0 , 

u(0) = u(n) = 0 . 

II. If A = n2 (see e.g. [4], [5], [9], [13]) then necessary and sufficient conditions 
on p have been given for (1 A) to be solvable. 

If 

l im^Ulim^) 
£-00 £ . S- -00 £ 

we shall say that the nonlinearity ij/ is jumping. 
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III. Under some assumptions it is proved (see [10], for partial differential analogue 
see [8]) that if 

n2 < lim^<(n + l)2 , 
* $-+co £ 

n2 < Hm ?Kl) < („ + !)2 

(n is positive integer) then (IA) is solvable for any right hand side p. 

In this case the nonlinearity may be jumping but it does not jump over an eigenvalue 
of (1.2). To the author's best knowledge, the first result about solvability of (1A) 
with the nonlinearity jumping over an eigenvalue of (1.2) is proved by A. AMBROSETTI 

and G. PRODI (see [1], for partial differential analogue see [2], a generalization is 
given in [12]). 

IV (see [1]). Let i/l be a continuous function of class C2 satisfying the following 
conditions: 

(i) *(0) = 0 ; 

( i i ) f ( £ ) > 0 , £ e ( - 00,00); 

(hi) 0 < lim ^ < 1; 

(iv) 1 < Hm ^ < 4. 
<s-*oo £ 

Then there exists in C<0, n} a closed connected C^manifold M of codimension 1, 
such that C<0, n}\ M consists of exactly two connected components Al9 A2 with the 
following properties: 

(a) if peAt then (1.1) has no solution; 

(b) if peA2 then (1.1) has exactlyAwo solutions; 

(c) if p e M then (1.1) has a unique solution. 

In the last case the nonlinearity i// jumps over the least eigenvalue of (1.2). This 
paper deals with the following cases: 

(a) the nonlinearity \j/ jumps over an eigenvalue of (1.2) which is not the least 
(see 2.15, 2.17); 

(P) the nonlinearity jumps over more than one eigenvalue of (1.2) (see 2.18); 

(y) the nonlinearity jumps from an eigenvalue of (1.2) to another one (see 2.16); 

(8) the nonlinearity jumps off an eigenvalue (but not to another) (see 2.15-2.17, 
3.9-3.11). 
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The paper serves also as an example that the assumptions (iii) and (iv) are essential 
for the assertion in IV since if the nonlinearity jumps over an eigenvalue which is not 
the least we obtain solvability of (1.1) for arbitrary right hand side. 

The proofs are based on the properties of the Leray-Schauder degree which are 
for the reader's convenience recalled in 2.2. Routine and tedious calculations play 
by no means a merely trifling part in the proofs. From this point of view it seems that 
it is not possible to obtain the partial differential analogue of the results given here 
in the same way. Thus the problem of solvability of boundary value problems for 
nonlinear partial differential equations with a nonlinearity of one of the types (a) —(8) 
remains open. On the other hand, the partial differential analogues of I —IV (except 
the case A = oo) are known. Other open problems are formulated in the ends of 
both sections. 

2. JUMPING OUTSIDE THE LEAST EIGENVALUE 

2.1. Notation and terminology. Unless otherwise stated, we shall suppose that X 
and Yare real Banach spaces with the norms || \\x and || | |y, respectively. Let F be 
a mapping with the domain D e l and values in Y (F : D c X -» Y). Then F is 
said to be completely continuous on D if for each bounded subset M c D, F(M) is 
compact and F is continuous on D. 

2.2. Leray-Schauder degree. Let KQ = {x eX; \\x\\x < Q} and let F : KQ c X -> X 
(the bar denotes the closure) be a completely continuous mapping. Denote by Id the 
identity mapping in X, i.e. Id(x) = x for every xeX. Let x — F(x) 4= 0X (0* means 
the zero element of X) for each xeX with \x\x = g. Then it is possible to define 
the Leray-Schauder degree d[Id — F; KQ, 0^] of the mapping Id — F with respect 
to K^ and the point 0X so that (see e.g. [7]): 

I. d[W; .K„0j = l; 

II. d[ld — F; Ke, 0X] 4= 0 implies that there exists at least one x0 e KQ such that 
x 0 = F(x0). 

III. Let G : KQ cz X -* X be also a completely continuous mapping. Suppose 
that for each x e KQ, \x\x = g and t e <0, 1> it is x — F(x) — t G(x) 4= 0X. Then 
d[Id - F; KQ9 0 J = d[Id - F - G; KQ9 0X]. 

IV. Suppose that for arbitrary k e <0, 1> the equation 

.Ңx)--±-F(-x) 
1 

x = r+ k x' i + k 

has only the trivial solution. Then 

d[/d - F; K„ 0 J * 0 . 
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I —III imply immediately 

V (Schauder fixed point theorem). Let F(Ke) c: KQ. Then there exists at least one 
x0 6 KQ such that F(x0) = x0. 

2.3. Lemma. Let J be an isomorphism between X and Y. Let S : X -> Y, R : X -+ Y 
be completely continuous mappings. Suppose that there exist a ^ 0, /? = 0, 
y e <0, 1) such that 

(2.3A) \\R(x)\\r < « + P\\x\\x 

for every x e X. 

For every x e X and t *£ 0, let 

(2.3.2) S(tx) = t S(x). 

Then the equation 

(2.3.3) J(x) - S(x) + R(x) = y 

is solvable for any right hand side y e Y provided the equations 

(2*0 A . ) - ^ * ) - ^ * - . ) 

have for each k e <0, 1> the trivial solution only. 

Proof. Since the operator J is an isomorphism between X and Yit is sufficient 
to show that the equation 

(2.3.5) x - J"1 S(x) + J"1 R(x) = n 

is solvable for any n e l , where J-1 is the inverse of J. First of all we notice that 
there exists c > 0 such that 

(2.3.6) ||x - J'1 S(x)\\x ^ c\\x\\x 

for every xeX. Let n eX be arbitrary but fixed. There exists O > 0 such that 

(2.3.7) CQ > (a + pei) | j- i | | + H4-. 

Put iCe = { x e Z ; \\x\\x < g}. It is easy to see that the mappings J _ 1 S and J _ 1 R 
are completely continuous. From (2.3.6), (2.3.7) according to III (see 2.2) we have 

d[x - J'1 S(x) + Z"1 R(x) ~ r,; Ke, 0X] = d[x - J-1 S(x); Ke, 0 j . 

Now it is sufficient to show (see the property II from 2.2) that 

d f x - J'1 S(x);Ke, 0x] + 0. 
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This fact follows immediately from our assumption that the equations (2.3.4) have 
for each k e <0, 1> only the trivial solution and form the property IV of the Leray-
Schauder degree. 

2.4. Notation. In the sequel, Lp(0, n) (p _- 1) will denote the space of all measurable 
real-valued functions u such that \u\p is integrable, with the usual norm 

|iHii... = n i«(T)i'dTJ I / p 

and with the inner product 

U>wi 

(u, v) = u(т) v(т) dт 
J o 

if p = 2. 

For k = 0, 1, 2, ..., C*<0,7i> will denote the space of all functions which are 
k-times continuously differentiable on (0, n) and such that the derivatives can be 
extended continuously to <0,7i>. With the usual norm 

||u||r;k = sup sup |u ( r ) (*) | , 
Ogr^/c xe(0,n) 

Ck<0,7i> is a Banach space. Co<0, n} will denote the subspace of C*<0, n} consisting 
of all functions which are zero at 0 and n. 

Denote by W\(0, n} the Sobolev space of all real-valued absolutely continuous 
functions u on the interval <0, n} whose derivatives u' (which exist almost every­
where) are elements of L2(0, n). Put W2<0, n) = W\(0, n) n C^<0, n). It is easy 
to see that W\(0, n} is a Hilbert space with the inner product 

<u, v> = (u\ V) , u, v G W\(0, 7l> ' 

and that the imbedding i : u i—* u is a completely continuous mapping from W\(0, n) 
into CoXO, 7t>. 

Let g be a continuous real-valued function defined on (—oo, oo) and such that 
there exist ct ^ 0, c2 = 0 and y e <0, 1) such that 

(2-4.1) \g(i)\ Sc1+ c2\^ 

for every £, e (— oo, oo). 

2.5. Definition. Let p e L ^ O , 7i), \i, v real numbers. The function u0e W\(0, n} 
is said to be a weak solution of the boundary value problem 

(2.5.1) U"(T) + pi « + ( T ) - v « - ( T ) + g(u(r)) = p(x), 

u(0) = u(n) = 0 
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(where W+(T) = max (W(T), 0}, w (T) = max ( - W ( T ) , 0}) if for every v e W\(0, n]> 

the integral identity 

/•« pn fn 

(2.5.2) - w0(r) v'(T) dT + /x W + (T) V(T) 6T - v tt-(T) y(T) dT + 
J o J o J o 

g(woW) KT) d T = P(T) V(T) dT 
> J 0 

holds. 

The existence of a weak solution of the boundary value problem (2.5.1) will be 
proved (under some assumptions) by means of Lemma 2.3 the assumptions of which 
will be verified in 2.6 and 2.8. 

Let w e W\(0, 71s) and p e L t(0, n) be fixed. It is easy to see that 

sм : v i-

j u : v i-» - w'(т) v'(т) dт , 

ŕn ŕn 
- џ I w + (т) v(т) dт + w"(т) v(т) dт , 

Jo Jo 

ru ' v '-> g("(т)) Ф) àт , 

^ : Î; І—> I p(т) v(т) dт 

are continuous linear functional on the space W\(0, n} = X = Y. By the Riesz 
representation theorem there exist uniquely determined elements J(u), S(w), JR(w), 
y e X such that 

< j(w), v> = ju(v) , <S(w), v> = su(v) , <K(w), v> = ru(v) , <y, v> = £{v) 

for any v e K. 

2.6. Lemma, a) The mapping J is an isomorphism on W\(0, n}; 

b) the mappings S and R are completely continuous; 

c) there exist a S> 0, p ^ 0, y e <0, 1) sweh fhaf 

|R(w) |^ = a + p\\u\[^2 

for every u e W\(0, it); 

d) S(tu) = t S(u) for every u e W\(0, TT> and t ^ 0. 

74 



Proof. The assertions a), c) and d) are obvious. The assertion b) follows im­

mediately from the complete continuity of the imbedding from W\(0, rc> into 

C°<0, TI>. 

2.7. Lemma. Let p e C°<0,7c> and let u0 e W\(f), n) be a weak solution of the 

boundary value problem (2.5.1). Then u0 e Co<0, n} and the equation in (2.5.1) 

is satisfied at every x e <0,7r>. 

(This regularity result can be obtained immediately by integrating by parts in the 

integral identity (2.5.2).) 

Denote by N the set of all positive integers. 

2.8. Lemma. The boundary value problem 

(2.8.1) u"(x) + fi u+(x) - v u~(x) = 0 , 

M(0) = u(n) = 0 

has a nontrivial weak solution if and only if one from the following conditions is 
satisfied: 

a) v = 1, fi is arbitrary; 

b) v is arbitrary, fi = 1; 

c) fi> 1, v > 1, co1(v,/l)= / ^ E N ; 
Vr1 + v v 

d) fi > I, v- > i, co2(v, p) ^ v y ^ - ^ g M . 

V^ + VV 

e) /Z > 1, v > 1, o>3(v, /i) = ^ ( V v ~ 0 e N 

Vr1 + VV 

Proof. Let u0 e W2<^' 7C> D e a nontrivial weak solution of (2.8A). In virtue of the 
assertion of Lemma 2.7 it is u0 e Co<0, n} and u0 is a nontrivial classical solution of 
(2.8A). According to the Uniqueness Theorem for ordinary differential equations the 
function u0 has a finite number of zero points in the interval (0, n). If u0 has no zero 
point in (0, n) then we obtain either a) or b). If u0 has a zero point in (0, n) then 
v > 0, fi > 0 and the function u0 is periodic with the period 

n(± + ±) 
Wv vдj 

(since on the interval where the function u0 is positive there exists a constant m > 0 

such that u0vr) = m sin ^J(fi) x and analogously u0(T) = n sin yj(y) x with a suitable 
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constant n < 0 on the interval where w0(
T) < 0)- Hence one of the equations 

. * ( ^ ) -

Vv \W v/* 

f / 1 I \ 1 
k / — + _ __. J + — = 1 

V* vV V* 
must have a positive integer k for a solution. Thus one of the conditions c) — e) is 
fulfilled. 

Conversely, if one of the conditions a) —e) is fulfilled then it is easy to construct 
a nontrivial classical solution of (2.8.1) and thus also a nontrivial weak solution. 

Let k e <0, 1> and let us consider the equation (2.3.4) in our special case, i.e. we 
shall seek the nontrivial u e Wl

2(0, n) such that the integral identity 

- fV(T) V'(T) dT = - -L±!?? f V ( T ) V(T) dT + V-^ f U~(T) V(T) dT 
Jo 1 + fc Jo 1 + k Jo 

holds for all v e Wx
2(0, n). (According to the assertion of Lemma 2.7, u e Co<0, TT> 

and satisfies at every point T e <0, n) the equation 

n( v u + kv +r . v + kfi _, , x 
u ix\ -\ u AT) u (T) = 0 .) 

w 1 + k w 1+k v J 

2.9. Theorem. Let n < 1, v < 1, let a continuous function g satisfy the condition 
(2.4.1). Then the boundary value problem (2.5.1) is weakly solvable for every 
peLx(0,n). 

Proof. If fi < 1 and v < 1 then also 

u + kv , v + kii 
ci _ < i r: < i # 

1 + k 1 + k 
With respect to the assertion of Lemma 2.8, the equations (2.3.4) have for arbitrary 
k e <0, 1> the trivial solution only. The other assumptions of Lemma 2.3 are verified 
in Lemma 2.6. Thus the assertion of Theorem follows from Lemma 2.3. 

2.10. Remark. The assertion of the previous theorem is well-known. It follows 
immediately from the Leray-Lions theorem (see [11]). 
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Let џ > 1, v > 1 and put 

. , v v + tp p + tv 
<ř,(v, fi) = max co, , 

Í6<0,1> \ 1 + l 1 + t 

/ v . (v + tfl p + tv 
(Pi(v, p) = min co, , 

íe<0.1> \ 1 + t 1 + t 
for i = 1, 2, 3. 

Analogously as Theorem 2.9, we obtain immediately from the above lemmas the 
following result. 

2.11. Theorem. Let p > 1, v > 1 and let the continuous function g satisfy the 
condition (2.4.1). Then the boundary value problem (2.5.1) is weakly solvable 
for every p e L^O, n) provided 

(2.11.1), <<P.(v,lO> ^,(v,M)>nN = 0 

for i = 1, 2, 3. 

2.12. Corollary. Let p. = v = m2, m $ N and let the continuous function g 
satisfy the condition (2.4.1). Then the boundary value problem (2.5.1) is weakly 
solvable for every p e Li(0, n). 

2.13. Remark. It is possible to obtain the assertion of the previous corollary also 
from the so-called "Fredholm alternative for nonlinear operators" (see e.g. [6, 
Chapter II]). 

2.14. Remark. Let 1 < p < v, k = v + p. By elementary calculation we obtain: 

•.(v,/,)- max ^ ( f c ~ g ) = 1 l(a±l); 
(?e</i,*/2> V # + V ( f c ~ Q) 2 V V 2 / 

/ \ V# \lik - Q) V V V^ 
(pi(v, p) = mm — - — — = — — - — ; 

Qe<H,k/2>^Q + V ( ^ - Q) V V + V " 

* 2 ( v , „) « max V ( ^ - g ) ( > / g - l l = i f / ( l ± ^ -
C?e0.f*/2> V ^ + V( f c ~ ^) 2 VV V 2 / 

„2(v, ,) = min V(fc-g)(Vg-0 = X ^ - 1 ) . 
<?€Oi,k/2> V ^ + V( f e - ^) V v + v^ 

In the same way we have 

Ф3(v, џ) - max z(e) 
.?€</. ,*/2> 
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and 

<p3(v, /i) = min Z(Q) , 
06<J*,*l2> 

where 

- ; g , . v W f c - g ) - ' ) , 
Ve + V(fe - g) 

It is 

• _ = (fc - g)»/- - g V- _ k 

~K) 2(> + V(fc-g))2VeV(^-g) 

on </i, fc/2>. If v^v - 1) = ^(7/. + 1) then Z'(Q) S 0 and 

*3(V,,) = > J > ^ 0 , 
v ^ + V v 

"••"-KУШ-1)-
If v^v - 1) > pi^Jfx + i) then there exists exactly one Q0 e (/*, k/2) such that 
Z'(Q0) = 0 and 

Z(Q0) = max Z(Q) = ^ / 2 / k . 
ee<n,k/2> 

Thus 

03(v, /x) = zfeo) , 

It follows from the previous calculation that the conditions (2. HA), (i = 1,2, 3) 
assume that form 

<"4,) < ^ ' i ^ ) ) - -
and 

(2.14.2) / > М > - -) , ^ . „ A n l M - . 

\ V!* + v 
where 

/̂£ÍVvl)_ if v ( v / v _ 1 ) š M V / i + l ) 

A(v, n) = J V!1 + >/v 
' z(ffo) if v(Vv - 1) > ^ O + 1), 
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for <p2(v, /i) S (Ps(v-> M) .= ^ ( ^ M) •= ^3( v
? /*)• I t 1s e a s y t o s e e that 

Since <p2(
v> M) ^ <?i(v> M) anc* #3(v, /z) < ^ ( v , /*), we shall consider the condition 

instead of (2.14.1) and (2.14.2) if v(jv - 1) > ^(^/^ + l). It is possible to con­
sider the condition (2.14.3) also if 

V(VV - 1) = /i(Vri + 1) • 

2.15. Corollary. Let a continuous function g satisfy the condition (2.4.1). Let 
m > 1. Then there exists e0 > 0 such that for every e e (0, e0) the boundary value 
problem (2.5.1) is weakly solvable for every peLj(0,7r) provided \x = m2, v = 
= (m + e)2. 

Proof. It is sufficient (see 2.11 and 2.14) to show that there exists s0 such that for 
e e (0, e0) we have 

(m + e)2 (m + e - 1) ^ m2(m + 1), 

(m/2, (m + e)\2) n N = 0 , 

((m - l)/2, (m + e - l)/2) n N = 0 . 

The existence of e0 with the previous properties is trivial. 

2.16. Corollary. Let a continuous function g satisfy the condition (2.4.1). Suppose 
that £ ^ 0 , <5 ^ 0, e + < 5 < l and let n be an odd positive integer, n ^ 3. Put 
li = (n + £)2, v = (n + 1 — 8)2. Then the boundary value problem (2.5.1) has 
a weak solution for arbitrary p e L t(0, n). 

Proof. According to 2.11 and 2.14 it is sufficient to verify the condition (2.14.3). 
It is easy to see that 

(n + 1 - <5) (n + e - 1) 1 \((n + e)2 + (n + 1 - 8)2
 t x ^ 

2и + 1 ~ ð + є 2 

и̂ + є — 1 и + 1 — ð 

7(и + є)2 + (и + 1 - <3)2V 

n N = 0 
\ 2 2 J 

for n is odd. 

2.17. Corollary. Let a continuous function g satisfy the condition (2.4.1). Sup-
pose that 1 > e = 0, 1 > <5 = 0, e + <5 > 0. Put \i = (n - e) 2 , v = (n + <5)2, 
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where n is an odd positive integer, n = 3. Moreover, let 

(2.17.1) 5(n - 1 - 2e) > e(n + 1). 

Then the boundary value problem (2.5.1) has a weak solution for arbitrary 
p e Lt(0, n). 

Proof. Similarly as in the proof of 2.16 we have 

f(n + S) (n - 6 - 1 ) 1 \((n - e)2 + (n + <5)2 

• îÆ n ГО c 
2и + <5 - £ 

(n - 1 w + OД . . л cz - ł n N = 0 

for n is odd. 

2.18. Example. In the previous corollaries we solved the problem when the non-
linearity jumps over one eigenvalue (see 2A5 and 2A7) or jumps from an eigenvalue 
to the next one (see 2A6). 2.11 and 2.14 imply also the weak solvability of (2.5.1) 
if the nonlinearity jumps over two eigenvalues. An example is provided by the case 
H = 2.752 , v = 4.752 for 

4.75 x 1.75 1 //2.752 + 4.752 

2.75 + 4.75 
jÇjЦ*lĽ)yKc=ií,2)nN=9. 

2.19. Remark. Let g be a continuous function satisfying (2.4.1). Let the couple JX, v 
satisfy the assumptions from one of the parts 2.15 — 2.18. Then the boundary value 
problem 

(2.19.1) u"(x) + v u+(x) - ti u~(x) + g(u(x)) = p(x) , 

u(0) = u(n) = 0 

has a weak solution for arbitrary p e L{(0, n). 

Proof. Let p e Lt(0, n). The contiiruous function £, i—> — g( — <J) satisfies the con­
dition (2.4.1). By 2.15 —2.18, the boundary value problem 

IT(T) + \k u+(x) - v IT(T) - g(~u(x)) = p(x) , 

w(0) = u(n) = 0 

has a weak solution u0 e W\(0> n). Thus the function — u0 is a weak solution of 
(2.19.1). 

2.20. Open problems, a) Are the assertions of 2.16 and 2.17 true also if n is an even 
integer? 
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b) Is true that the boundary value problem (2.5.1) is weakly solvable for arbitrary 
p e Lx(0,7r) if only p. > 1, v > 1, p 4= v? 

3. JUMPING OFF THE LEAST EIGENVALUE 

3.1. Notation. Let g be a continuous function defined on (— oo, oo) and suppose 
that there exist cx = 0, c2 = 0 such that 

(3.1.1) \g(t)\ £ ct + c2|«| 

for every <̂  e (—oo, oo). Let v > 1 be a real number. Define the mappings 
L: C^<0, ?t> -* C°<0, ->, N : C2

0(0, n) - C°<0, rc> by the formulas 

(3.1.2) . L:u^ u" + u, 

(3.1.3) • i V : « r - t v , i . - ( T ) - ^ ( u ( T ) ) , 

where vt = v — 1. . 
To obtain the (classical) solution of the boundary value problem 

(3.1.4) . u(x) + u+(x) - v u~(x) + g(u(x)) = p(x), 

u(0) = u(n) = 0 

for p e C°<0,7t> we have to show that the operator equation 

(3.1.5) L(u) = N(u) + p 

is solvable in CQ<0, 7i>. 

3.2. Lemma, a) The mapping L defined by the formula (3.L2) is linear and 
continuous. The null-space Ker [L] of Lis a linear hull generated by the function 
x i—* sin T, i.e., 

Ker [L] = {A sin T; Xe(— oo, oo)} . 

b) The image Im [L] 0f L is 

jz e C°<0, TI>; J Z(T) sin T dT = oi . 

c) The mappings 

(3.2.1) Q : z r-» 2-55-I f z(i) sin { d£ , 2 6 C°<0, *> , 
n Jo 

(3.2.2) P : X K ^--Si f x(£) sin £ d£ , x e C*<0, n> 
w Jo 
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are continuous linear projections in the spaces considered and 

Im [P] = Ker [L] , Im [Qc~] = Im [L] , 

where Qc = Id - Q. 

d) The mapping N*is completely continuous. Moreover, 

\\N(u)\\ca S c i + (c2 + v.) | |u| |cv 

for every u e Co<0, n}. 

(The assertions a) —c) are well-known. The proof of d) is trivial.) 

3.3. Remark. The restriction L of the operator L to 

xx = (/</- P)(C2<O,K» 

is one-to-orie and according to the Closed Graph Theorem the mapping Lis an iso­
morphism between XY and Im [L]. Denote its inverse by K (the so-called right 
inverse of L). Considering the same norm on Xl as in Co<0,7i>, let |K | j be the norm 
of K. 

3.4. Lemma. Let there exist t0 e(— oo, oo) and v0 eXi such that 

(3.4A) QN(t sin x + v(T)) + Q(p) = 0 , 

(3.4.2) KQcN(t sin T + v(x)) + K Qc(p) = v 

hold with t = J0, v = v0. 

Then u0(x) = t0 sin x + v0(T) is a solution of the equation (3.L5). 

Proof. L(u0) - N(u0) - p = L(v0) - Q N(u0) - Qc N(u0) - Q(p) - Qc(p) = 0X. 

3.5. Lemma. Let veXx. Define 

f*n r*n 

(3.5A) cpv : n-> vt (t sin T + I;(T))" sin x dx - g(l sin x + v(x)) sin x dx 
Jo Jo 

(i.e., QN(t sin T 4- v(T)) = (2 sin xjn) (pv(t)). 

Let 

(3.5.2) t! < l2 =-> g(rO = g(t2). 

Then: 

(a) (p.. is continuous; 

(b) l i m ^ f ) = -2^(oo) , (0(00) = lim g(£)); 
f->QO <*~»O0 
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(c) lim ęv(t) = oo. 

(The assertions follow immediately from the classical theorems about interchanging 
the integration and the limit process.) 

3.6. Remark. From the previous lemma we see that a necessary condition for the 
solvability of (3.4A) is 

p(x) sin т dт = 2 g(oo) 

provided g(oo) is finite. 

3.7. Lemma. Suppose in addition that the function g satisfies the following 
condition: 

(3.7.1) g(oo) < oo ; t t * t 2 9 g(tx) = g(t2) => g(tx) = g(oo) . 

Let p e C°<0, ri) and 

(3.7.2) p(x) sin т dт < 2 g(oo) 

Then for every v eXt there exists exactly one t(v) e (— oo, oo) such that 

(3.7.3) <Pv(t(v)) + PW sin x dx = 0 . 

The mapping v i—> t(v) is continuous. 

Proof. The existence of t such that 

(Pv(ł) + p(т) sin x dг = 0 

is evident. Suppose tt < t2. Obviously (pv(tt) = <pv(t2). Let 

(3.7.4) cp^t^ -f p(x) sin x dx = cpv(t2) + p(x) sin x dx = 0 . 
Jo Jo 

Thus (pv(ty) = <p,;(l2) which implies 

(3.7.5) (tt sin x + v(x))~ sin x dx = (l2 sin x + t?(T))~ s i n T d T 

Jo Jo 
and 

(3.7.6) g(tx sin т -f v(т)) sin x dx = 
Jo 

= g(t2 sin т -f v(т)) sin т dт . 
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From (3.7.5) we have 0 < tt sin T + v(T) < t2 sin T + v(T) and from (3.7.6) we 
have g(tx sin T + v(T)) = g(oo). Substituting into (3.7.4) we obtain 

g(co) = p(т) si sin т dт = 0 

which contradicts (3.7.2). 

The continuity of v t—> *(v) is obvious. 

3.8. Lemma. There exist c3(vx) _• 0 and c4 _• 0 such that 

\t(v)\ = c 3 ( v i) + ^IHIco2 

for every v eXt. 

Proof. Since there exists M > 0 such that 

sin T 
= Щ4c0г 

for T e (0,7r) and v e CQ<0, 7C> we have 

vt (l(v) sin T — M||v |C o2 sin T ) " sin T dT ^ 

= 9(KV) s m T ~~ ̂ I H k o 2 s j n T) s i n T dT — P(T) sin T dT . 
Jo Jo 

Let t(v) > M||v||Co2. Then 

/•ft t*t r*3T 

flf(A sin T) sin T dT = P(T) sin T dT ^ g((r(y) - ^IHko 2 ) s j n T) s u l T ^T 
Jo Jo Jo 

and thus t(v) ^ X + M||v||Co2 for every v e l ^ 

On the other hand, 

- Vi t(v) sin2 T dT = - vt (t(v) sin T + v(T)) sin T dT ^ 
Jo Jo 

= Vi (Kv) s m T + KT))~ s i n T dT g 2 g(oc) - /?(T) sin T dT 

and 

ЧГ 
Vl Uo 

t(v)^~^-\\ P(T) sin T dT - 2 öf(oo) 
7TV 

84 



3.9. Theorem. Suppose (3.1.1), (3.5.2), (3.7.1), (3.7.2) and 

(3.9.1) \\K\\ ||ee||(c2 + v,)(c4+ 1 ) < 1 . 

Then the boundary value problem (3.1.4) has a solution. 

Proof. The foregoing consideration shows that it is sufficient to prove that the 
mapping 

F : v i— KQcN(t(v) sin x + v(x)) + K Qc(p) 

has at least one fixed point in Xt. Obviously, F is completely continuous. Moreover, 

\\F(v)\\Co> Sc1 + \\K\\ | |0j | (c2 + v.)(c.. + 1) ||!>||Co. 

(c7 = \\K Q<(p)\\Coi + | X | \\Q<\\ c, + (c2 + v.)c,(v.)) 

for every v eXt. 

Now it is easy to see that there exists D > 0 such that 

\\F(p)\\cs ^ Q 

for each v eXu ||^||c0
2 = 0. The Schauder fixed point theorem (see 2.2) implies our 

assertion. 

3.10. Corollary. Suppose (3.1.1), (3.5.2), (3.7.1), (3.9.1) and 

(3.10.1) 0 ( 0 ) * 0(00). 

Then the condition (3.7.2) is necessary and sufficient for the solvability of (3.1.4). 

Proof. Let 

p(x) sin x dx = 2 a(oo) 

and suppose that u0(r) = l0 sin x + v0(T) is a solution of (3A.4). From 

vx (r0 sin T + v0(x))~ sin T dT = g(t0 sin x + v0(x)) sin r dT - 2 #(oo) = 0 
Jo Jo 

it follows that (t0 sin x + v0(x))~ = 0 and t0 sin x + v0(T) = 0. Thus 

g(t0 sin T + I?0(T)) sin T dT =*. 2 g(oo) = g(oo) sin x dx 
Jo Jo 

and g(t0 sin x + v0(T)) = g(co) for every x e <0, n>. The last fact is in contradiction 
with (3.10.1). 
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3.11. Corollary. Suppose (3.L1), (3.5.2), (3.7.1), (3.9.1) and 

(3.11.1) gO*) = 0 for £ ^ 0 . 

Then the condition 

(3.11.2) * |%(T)sinTdT = 0 

is necessary and sufficient for the solvability 0/(3.1.4). 

Proof. It remains to show that if 

(3.11.3) P(r)sinTdT = 0 

then (3.L4) has a solution. But this follows from the fact that if (3.11.3) is fulfilled 
then 

u"(x) + u(x) = p(x), w(0) = u(n) = 0 

has a nonnegative solution. 

3.12. Remark. In the same way as in 3.9, it is possible to introduce an analogous 
condition to (3.9.1) to obtain the solvability of (3.L4) for arbitrary p e C°<0,7i> 
if the assumption (3.7.1) is replaced by 

g(co) = oo ; tt < t2 => g(tx) < g(t2). 

3.13. Open problem. Let g = 0. Is the condition (3.11.2) necessary and sufficient 
for the solvability of (3.L4) with no restriction on v > 1? 

Note added in September 1975. The problems in 2.20 are solved negatively by E. N. DANCER 
(see "On the Dirichlet problem for weakly nonlinear elliptic partial differential equations" — to 
appear). The periodic problem and boundary value problems for partial differential equations 
of the elliptic type are also solved in Dancer's paper. 
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