Josef Voldřich
Gradual partition of a graph into complete graphs

Časopis pro pěstování matematiky, Vol. 103 (1978), No. 1, 8--16

Persistent URL: http://dml.cz/dmlcz/117965

Terms of use:

© Institute of Mathematics AS CR, 1978

Institute of Mathematics of the Academy of Sciences of the Czech Republic provides access to
digitized documents strictly for personal use. Each copy of any part of this document must
contain these Terms of use.

This paper has been digitized, optimized for electronic delivery and stamped
with digital signature within the project DML-CZ: The Czech Digital
Mathematics Library http://project.dml.cz
GRADUAL PARTITION OF A GRAPH INTO COMPLETE GRAPHS

JOSEF VOLDRICH, Praha
(Received March 31, 1977)

INTRODUCTION

In this paper we investigate properties of the amalgamation operation of graphs. Obviously every graph can be obtained by a gradual amalgamation of certain family of complete graphs. We are interested in the properties of this procedure. For every graph $G$ we define the depth of $G$ as a measure of amalgamation inefficiency of $G$. We prove that there are graphs of arbitrarily large depth and that for every $n$ there exists a uniquely determined graph $G_n$ with depth $n$ and with a minimal number of vertices. We prove also that the depth of a planar graph is $\leq 4$ which is best possible.

The paper has 2 parts:

In § 1 we introduce the notion of a gradual partition of a graph into complete graphs and state basic properties of this notion.

In § 2 we introduce and investigate the depth of a graph.

The results of this paper extend the results which were obtained at the Seminar of Applied Combinatorics at Charles University, Prague by the authors of [0].

1. GRADUAL PARTITIONS OF GRAPHS

1.1. In this paper we consider finite undirected graphs without loops and multiple edges. Explicitly, a graph $G$ is a pair $(V, E)$ where $V$ is a finite set and $E \subseteq \binom{V}{2} = \{e \subseteq V; |e| = 2\}$. We shall use also the notation $G = (V(G), E(G))$.

Graph $\binom{V}{2}$ is called the complete graph on the set $V$ and is denoted by $K_V$. 

STUDENTS' RESEARCH ACTIVITY AT THE FACULTY OF MATHEMATICS AND PHYSICS, CHARLES UNIVERSITY. This paper was a part of a collective work awarded the 2nd prize in the Faculty Students' Research Work Competition, section Algebra and Topology, in the year 1976. Scientific adviser: Professor J. NEŠETŘIL.
Put $K_n = K_{[1,n]}$, where $[1,n] = \{1,2,\ldots,n\}$. The graph $K_0 = K_\emptyset = (\emptyset, \emptyset)$ will be denoted sometimes shortly by $\emptyset$; this graph is called the void graph.

1.2. Definition. Let $G, G'$ be graphs. A mapping $f : V(G) \to V(G)$ is called an *embedding* of $G$ into $G'$ if

1) $f$ is a 1-1 mapping
2) $\{f(x), f(y)\} \in E(G') \iff \{x, y\} \in E(G)$.

1.3. Definition. Graph $G$ is a *subgraph* of $G'$ if $V(G) \subseteq V(G')$ and the inclusion is an embedding. This fact is denoted by $G \subseteq G'$. Explicitly: $G = (V, E)$ is a subgraph of $G' = (V', E')$ if $V \subseteq V'$ and $E \cap \binom{V}{2} = E$.

If $G \subseteq G'$ and $G \neq G'$ then we write $G < G'$.

Obviously a subgraph $G = (V, E)$ of $G' = (V', E')$ is determined by the set of its vertices. In this case we also say that $G$ is *induced* by $G'$ on the set $V$. We use the notation $G' \mid_V = G$.

We shall find it convenient to use the following definitions:

1.4. Definition. Graph $G$ is the *union* of $G_1$ and $G_2$ if $G_i \subseteq G$, $i = 1, 2$, and $V(G) = V(G_1) \cup V(G_2)$. In this case we write $G = G_1 \lor G_2$.

**Definition.** Graph $G$ is the *intersection* of graphs $G_1$ and $G_2$ if $G \subseteq G_i$, $i = 1, 2$, and $V(G) = V(G_1) \cap V(G_2)$. The intersection is denoted by $G = G_1 \land G_2$.

**Definition.** Let $G_i < G$. We say that $(V', E')$ is the *difference* of graphs $G$ and $G_1$ if $V' = V(G) \setminus V(G_1)$ and $(V', E') < G$. This fact is denoted by $G - G_1$.

1.5. Definition. Let $G = (V, E)$ be a graph, $v \in V$ a fixed vertex. Denote by $G_v$ the subgraph of $G$ induced by the set $V_v = \{v'; \{v, v'\} \in E\}$. Denote by $G_v^*$ the subgraph of $G$ induced on the set $V_v \cup \{v\}$.

1.6. Definition. Let $G, G'$ be graphs. Define the graph $G + G'$ as follows:

$V(G + G') = V(G) \cup V(G'),$

$E(G + G') = E(G) \cup E(G') \cup \{\{v, v'\}; v \in V(G), v' \in V(G')\}$.

Graph $G + G'$ is called the *direct sum* of graphs $G$ and $G'$.

1.7. The following is the principal operation considered in this paper:

**Definition.** Let $G, G_1, G_2, G_{12}$ be graphs. We say that the graph $G$ is *partitioned* in graphs $G_1$ and $G_2$ with respect to the graph $G$ if

1) $G_1 \subseteq G, G_2 \subseteq G$,
2) $G = G_1 \lor G_2$,
3) $G_{12} = G_1 \land G_2$.
In this case we write \( G = (G_1, G_{12}, G_2) \). We write also \( G = (G_1, G_{12}, G_2) \) if there exist isomorphisms \( G \cong G', \ G_1 \cong G'_1, \ G_{12} \cong G'_{12}, \ G_2 \cong G'_2 \) such that \( G' = (G'_1, G'_{12}, G'_2) \).

If \( G = (G_1, G_{12}, G_2) \) then the triple \( (G_1, G_{12}, G_2) \) is called a partition of \( G \).

If \( G = (G_1, G_{12}, G_2) \) and \( G \cong G_1, \ G \cong G_2 \), then \( (G_1, G_{12}, G_2) \) is called a proper partition of \( G \).

1.8. Remarks. 1) Obviously there is not an edge \( \{v_1, v_2\} \in E(G) \) for \( v_1 \in V(G_1) \setminus V(G_{12}), \ v_2 \in V(G_2) \setminus V(G_{12}) \).

2) If \( G \) is a disconnected graph then \( G = (G_1, \emptyset, G_2) \) for convenient \( G_1, G_2 \).

The graph \( (G_1, \emptyset, G_2) \) is always disconnected.

3) The operation \( (., ., .) \) is the inverse operation to the amalgamation operation: if \( G = (G_1, G_{12}, G_2) \) then \( G \) is an amalgam of \( G_1 \) and \( G_2 \) with respect to \( G_{12} \), see [3].

4) If \( G \) is a complete graph, then there is no proper partition of \( G \) (see the above remark 1). On the other hand if \( G \) fails to be a complete graph, then there exists \( v \in V(G) \) such that \( G = (G_v, G_v, G|_{V(G)\setminus\{v\}}) \). It suffices to take any vertex \( v \) for which \( G|_{V(G)\setminus\{v\}} \neq G_v \) (which is equivalent to the fact that there exist \( v' \in V(G), \ v \neq v', \ \{v, v'\} \notin E(G) \)).

1.9. Remark 1.8.4 shows that every graph \( G \) may be gradually partitioned into a family of complete graphs. This gradual partition into complete graphs is introduced in the following two definitions:

1.10. Definition. A branching partition tree \( T \) is a quadruple \( (V, R, R', v) \) with the following properties:

1) \( (V, R \cup R') \) is a branching from \( v \),
2) \( (V, R) \) is a dyadic tree,
3) every vertex which fails to be a terminal vertex is incident with exactly one edge of \( R' \).

1.11. Definition. Let \( G \) be a graph. A gradual partition of \( G \) into complete graphs with respect to a branching partition tree \( T = (V, R, R', v) \) is a mapping \( \mathcal{H} : V \rightarrow \text{Gra} \) with the following properties:

1) \( \mathcal{H}(v) = G \).
2) If \( (w, w_1) \in R, \ (w, w_2) \in R, \ (w, w_{12}) \in R' \) then \( \mathcal{H}(w) = (\mathcal{H}(w_1), \mathcal{H}(w_{12}), \mathcal{H}(w_2)) \).
3) If \( w \) is a terminal vertex of \( T \) then \( \mathcal{H}(w) \) is complete graph.

If \( t_1, \ldots, t_n \) are all terminal vertices of \( T \) then we say that \( G \) is generated by the set \( \{\mathcal{H}(t_1), \ldots, \mathcal{H}(t_n)\} \). The set of all graphs generated by a set of complete graphs \( \{K_{n(i)}; \ i \in I\} \) will be denoted by \( [K_{n(i)}; \ i \in I] \).
1.12. Remark. Denote by $\text{Gra}$ the class of all finite graphs. Then

$$\text{Gra} = \bigcup_{i=0}^{\infty} [K_i; i = 0, \ldots, n] = [K_i; i \in \mathbb{N}]$$ (see Remark 1.8.4).

It is easy to see that $[K_0, K_1, \ldots, K_n] = \text{Gra}(n)$ where $\text{Gra}(n)$ is the class of all
finite graphs which do not contain a complete subgraph with \( n + 1 \) vertices. These classes were studied in [3]. These applications of amalgamation operation provided a motivation of this research.

1.13. Example. Fig. 1 illustrates a possible gradual partition of graph \( G \) with respect to the tree \( T = (V, R, R') \). The arrows of \( R \) are depicted by straight lines, the arrows of \( R' \) by dotted lines.

1.14. Remark. Let \( K_1, \ldots, K_n, L_1, \ldots, L_m \) be complete graphs. It is easy to see that

(i) \([K_1, \ldots, K_n] \cup [L_1, \ldots, L_m] \equiv [K_1, \ldots, K_n, L_1, \ldots, L_m],\)

(ii) \([K_1, \ldots, K_n] \cap [L_1, \ldots, L_m] \equiv [(K_1, \ldots, K_n) \cap \{L_1, \ldots, L_m\}].\)

However, if \([K_1, \ldots, K_n] \neq [L_1, \ldots, L_m] \) then \([K_1, \ldots, K_n] \cup [L_1, \ldots, L_m] \nsubseteq \not\subset [K_1, \ldots, K_n, L_1, \ldots, L_m].\)

L. KUČERA and J. NEŠETŘIL asked when the equality in (ii) is valid. The equality in (ii) holds in most "simple cases". The smallest graph for which the equality in (ii) does not hold is in Fig. 2:
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Fig. 2.


2. DEPTH OF A GRAPH

In this part we introduce the notion of the depth of a gradual partition of a graph. This number characterizes the "inner" complexity of a graph.

2.1. Definition. Let \( \mathcal{R} \) be a gradual partition of the graph \( G \) with respect to the tree \( T = (V, R, R', v) \). Denote by \( (v, x) = \{(v, x_1), \ldots, (x_n, x)\} \) the path from \( v \) to \( x, x \in V \). We say that the vertex \( x \) belongs to the \( k \)-th level of \( \mathcal{R} \) if \( |(v, x) \cap R'| = k \).

We say that the graph \( \mathcal{R}(x) \) belongs to the \( k \)-th level of \( \mathcal{R} \) if \( |(v, x) \cap R'| = k \).
Depth of a tree $T = (V, R, R', v)$ is the maximal level of a vertex of $T$. Depth of a gradual partition $R$ of a graph $G$ with respect to $T$ is the depth of the tree $T$ and it will be denoted by $dp(R)$.

2.2. Definition. Depth of a graph $G$ is the minimal depth of a gradual partition $R$ of a graph $G$ (with respect to a branching tree $T$). Depth of the graph $G$ will be denoted by $dp(G)$.

2.3. Remarks. 1) The gradual partition of the graph $G$ in Fig. 1 has depth 2.

2) Obviously $dp(G) \leq \max(dp(G_1), dp(G_{12}) + 1, dp(G_2))$ for every partition $G = (G_1, G_{12}, G_2)$. Moreover, for every graph $G$, $dp(G) > 0$ there exists a partition $G = (G_1, G_{12}, G_2)$ such that $dp(G) = \max(dp(G_1), dp(G_{12}) + 1, dp(G_2))$.

2.4. Proposition. 1) $dp(G) = 0$ iff $G$ is a complete graph.

2) $dp(G) = 1$ iff $G$ does not contain a subgraph which is isomorphic to a cycle of length $> 3$.

Proof. 1) is obvious.

2) If $G$ contains a cycle $C$ of length $> 3$ as a subgraph, then $dp(G) \geq dp(C) = 2$.

Now let $G$ be a graph which does not contain a cycle of length $> 3$ as a subgraph (graphs with this property are called triangulated graphs). We prove by induction on $|G|$ that $dp(G) \leq 1$. It is well known that every minimal articulation set $A$ of a triangulated graph is a complete graph. Hence there exists a partition $G = (G_1, G_{12}, G_2)$, where $G_{12}$ is a complete graph and consequently $dp(G) = \max(dp(G_1), 1, dp(G_2))$ and we may use the induction hypothesis.

In the sequel we establish the basic properties of the depth of graphs. We prove the existence of graphs with an arbitrarily large depth.

2.5. Theorem. Let $G \leq H$. Then $dp(G) \leq dp(H)$.

Proof. If $G = H$ then $dp(G) = dp(H)$. It suffices to prove the statement of Theorem for $G = H - K_{[a]}$ for every $a \in V(H)$.

Let $R$ be a gradual partition of $H$ (into complete graphs) with respect to $T = (V, R, R', v)$. Define the mapping $R' : V \to \text{Gra}$ by

$$R'(w) = R(w) - K_{[a]} \text{ if } a \text{ is a vertex of } R(w),$$

$$R'(w) = R(w) \text{ otherwise}.$$

Obviously $R'$ is a gradual partition of $G = H - K_{[a]}$ into complete graphs with respect to the same tree $T = (V, R, R', v)$. This proves $dp(G) \leq dp(H)$.

To establish the depth of a direct sum of graphs we shall need the following

2.6. Lemma. Let $H, G$ be non-void graphs. Let $H + G = (F_1, F_{12}, F_2)$. Then one of the following possibilities must occur (up to a permutation of symbols):
1) \( F_1 = G_1 + H, F_{12} = G_{12} + H, F_2 = G_2 + H \) and \( G = (G_1, G_{12}, G_2) \).
2) \( F_1 = G + H_1, F_{12} = G + H_{12}, F_2 = G + H_2 \) and \( H = (H_1, H_{12}, H_2) \).

Proof. Let \( G + H = (F_1, F_{12}, F_2) \) be a fixed partition. As \( G + H \neq (H, F, G) \) for any graph \( F \) there are vertices \( a, b \) such that either \( a, b \in V(H) \) or \( a, b \in V(G) \) and \( a \in V(F_1 - F_{12}), b \in V(F_2 - F_{12}) \).

Assume without loss of generality that \( a, b \in V(H) \). Furthermore, assume \( G \neq F_{12} \).

Then there exists a vertex \( c \in V(G) \) such that either \( c \in V(F_1 - F_{12}) \) or \( c \in V(F_2 - F_{12}) \). We get a contradiction as \( \{a, c\} \in E(G + H) \), \( \{b, c\} \in E(G + H) \) and \( F_1 \vee F_2 \neq G + H \). Thus \( G \leq F_{12} \). Put \( H_1 = F_1 - G, H_2 = F_2 - G, H_{12} = F_{12} - G \). It is easy to check that \( G + H = (G + H_1, G + H_{12}, G + H_2) \) and \( H = (H_1, H_{12}, H_2) \).

2.7. Theorem. Let \( G, H \) be non-void graphs. Then \( \text{dp}(G + H) = \text{dp}(G) + \text{dp}(H) \).

Proof. Obviously \( \text{dp}(G) \leq \text{dp}(G + H), \text{dp}(H) \leq \text{dp}(G + H) \).

First, if \( G \) and \( H \) are complete graphs then Theorem is true.

Secondly, let \( H \) be a complete graph and \( \mathcal{R} \) a gradual partition of \( G \) with respect to a tree \( T = (V, E, E') \). Define \( \mathcal{R}' \) as follows: \( \mathcal{R}'(w) = \mathcal{R}(w) + H \). Obviously \( \mathcal{R}'(w) \) is a complete graph iff \( \mathcal{R}(w) \) is a complete graph and consequently \( \mathcal{R}' \) is a gradual partition of \( G + H \) into complete graphs with respect to \( T \). Hence \( \text{dp}(\mathcal{R}) = \text{dp}(\mathcal{R}') \) and, according to Lemma 2.6, \( \text{dp}(G + H) = \text{dp}(G) \) if \( H \) is a complete graph. Finally, let \( G, H \) be non-complete graphs. In this case we prove by induction on \( |V(G + H)| \) that \( \text{dp}(G + H) = \text{dp}(G) + \text{dp}(H) \). The small values of \( |V(G + H)| \) are obvious.

Let \( |V(G + H)| = n + 1 \) and let the statement of Theorem be valid for all graphs with \( \leq n \) vertices. Let \( G + H = (G_1 + H, G_{12} + H_2, G_2 + H) \) where \( G = (G_1, G_{12}, G_2) \). According to Lemma 2.6 and Remark 2.3 we may assume that

\[
\text{dp}(G + H) = \max \left( \text{dp}(G_1 + H), \text{dp}(G_{12} + H), \text{dp}(G_2 + H) \right).
\]

By the induction hypothesis it follows: \( \text{dp}(G + H) = \max \left( \text{dp}(G_1) + \text{dp}(H), \text{dp}(G_{12}) + \text{dp}(H) + 1, \text{dp}(G_2) + \text{dp}(H) \right) = \text{dp}(H) + \max \left( \text{dp}(G_1), \text{dp}(G_{12}) + 1, \text{dp}(G_2) \right) \geq \text{dp}(G) + \text{dp}(H) \).

Consequently, it suffices to construct a gradual partition \( \mathcal{R} \) of \( G + H \) into complete graphs such that \( \text{dp}(\mathcal{R}) = \text{dp}(G) + \text{dp}(H) \). Let \( \mathcal{R}_1 \) and \( \mathcal{R}_2 \), respectively, be gradual partitions of \( G \) and \( H \) into complete graphs with respect to branching partition trees \( T_1 \) and \( T_2 \) such that \( \text{dp}(\mathcal{R}_1) = \text{dp}(G), \text{dp}(\mathcal{R}_2) = \text{dp}(H) \). Let \( T_i = (V_i, E_i, E'_i, v^i), i = 1, 2 \). Put \( V_i = \{v^i_1, \ldots, v^i_k, v^i_{k+1}, \ldots, v^i_n\} \) where \( \{v^i_1, \ldots, v^i_k\} \) is the set of all end-vertices of the tree \( T_i \). Define the branching tree \( T = T_1 \circ T_2 = (V, E, E', v) \) by \( V = V_1 \cup (V_2 \times [1, k]) \sim \) where \( \sim \) is the equivalence generated by the set of pairs \( \{(v^1_i, (v^2, i)); i = 1, \ldots, k\} \). Let \( [x] \) denote the equivalence class of \( \sim \) containing the vertex \( x \).
Define the mapping $\mathcal{R}$ by

$$\mathcal{R}([x]) = R_1(x) + H \quad \text{for} \quad x \in V_1,$$

$$\mathcal{R}([(x, i)]) = R_1(v_i) + R_2(x) \quad \text{for} \quad x \in V_2$$

(observe that this definition is consistent: if $[x] = [(y, i)]$ then $x$ is an endvertex of $G$ and hence $R_1(x) + H = R_1(v_i) + R_2(y)$).

If is clear that $\mathcal{R}$ is a gradual partition of $G + H$ into complete graphs and hence $\text{dp}(G + H) \leq \text{dp}(\mathcal{R}) = \text{dp}(G) + \text{dp}(H)$.

This proves Theorem.

2.8. Theorem. Let $\text{dp}(G) = n > 0$. Then there exists a subgraph $H \subseteq G$ such that

1) $\text{dp}(H) = n$,
2) $\text{dp}(H_a) = n - 1$ for every vertex $a$ of $H$.

Proof. Let $H$ be a subgraph of $G$ such that $\text{dp}(G) = \text{dp}(H)$ and $\text{dp}(H') < \text{dp}(G)$ for every proper subgraph $H'$ of $H$. Then obviously $\text{dp}(H_a) \leq n - 1$ for every $a \in V(H)$ (otherwise $H$ would not be minimal).

Let $\text{dp}(H_a) \leq n - 2$ for a vertex $a \in V(H)$. As $H = (H_a^*, H_a, H - \{a\})$ and $\text{dp}(H_a^*) = \text{dp}(H_a) \leq n - 2$ we have $\text{dp}(H) = \text{dp}(H - \{a\})$ which is a contradiction with the minimality of $H$.

2.9. Theorem. Let $\text{dp}(G) = n$. Then

1) $|V(G)| \geq 2n$,
2) $K_n \not\subseteq G$.

Proof. We prove both statements by induction on $n$ (the case $n = 0$ is obvious). Let $G$ be a graph, $\text{dp}(G) = n > 0$. We may assume that $\text{dp}(G') < n$ for every $G' \subseteq G$.

Let $G = (G_1, G_{12}, G_2)$ be a proper partition such that $\text{dp}(G) = \max (\text{dp}(G_1), \text{dp}(G_{12}) + 1, \text{dp}(G_2))$.

By the minimality of $G$, it is $\text{dp}(G) = \text{dp}(G_{12}) + 1$, using the induction hypothesis and the fact that $(G_1, G_{12}, G_2)$ is a proper partition we have

$$|V(G)| \geq |V(G_{12})| + 2 \geq 2 \cdot (n - 1) + 1.$$
In order to prove 2) choose $a \in V(G)$ such that $dp(G_a) = n - 1$ (Theorem 2.8). Then $K_{n-1} \subseteq G_a$ implies $K_n \subseteq G$.

2.10. **Theorem.** For every natural number $n$ there exists a unique graph $G_n$ with the following properties:

1) $G_n$ has $2n$ vertices,
2) $dp(G_n) = n$.

The graphs $G_n$ are given as follows: $G_0 = K_0$, $G_1 = \{1, 2\}$, $G_n = G_{n-1} + G_1$ for all $n \geq 2$.

**Proof.** $dp(G_n) = n$ by Theorem 2.7. Proof of the uniqueness of graphs $G_n$ follows easily from the proof of Theorem 2.9.

2.11. **Theorem.** $dp(G) \leq 3$ for every planar graph $G$.

**Proof.** Let $dp(G) = 4$. By Theorem 2.8 there exists a vertex $a \in V(G)$ such that $dp(G_a) = 3$ and by the same argument there exists a vertex $b \in V(G_a)$ such that $dp((G_a)_b) = 2$. But this means that $(G_a)_b$ contains a cycle $C$ of length $> 3$ as its subgraph. But $C + K_2$ fails to be a planar graph.

2.12. **Remark.** There are examples of planar graphs depth 3. These are e.g. $C_k + G_2$ for any $k > 3/C_k$ is the cycle of length $k$ and $G_2$ is that from Theorem 2.10).

Let us conclude the paper with a problem:

2.13. **Neighborhood problem.** Let $G$ be a graph such that $dp(G_a) = n \geq 1$ for every vertex $a \in V(G)$. Does it follow $dp(G) = n + 1$?
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