Acta Universitatis Palackianae Olomucensis. Facultas Rerum
Naturalium. Mathematica

Karel Benes

Digital simulation of analog computing differential equations with variable
coefficients and nonlinear differential equations

Acta Universitatis Palackianae Olomucensis. Facultas Rerum Naturalium. Mathematica, Vol. 25 (1986), No.
1, 193--210

Persistent URL: http://dml.cz/dmlcz/120170

Terms of use:

© Palacky University Olomouc, Faculty of Science, 1986

Institute of Mathematics of the Academy of Sciences of the Czech Republic provides access to
digitized documents strictly for personal use. Each copy of any part of this document must contain
these Terms of use.

This paper has been digitized, optimized for electronic delivery and stamped
with digital signature within the project DML-CZ: The Czech Digital Mathematics
Library http://project.dml.cz



http://dml.cz/dmlcz/120170
http://project.dml.cz

ACTA UNIVERSITATIS PALACKIANAE OLOMUCENSIS
FACULTAS RERUM NATURALIUM

1986 Mathematica XXV Vol. 85

Katedra kybernetiky a matematické informatiky piirodové&decké
fakulty Univerzity Palackého v Olomouci
Vedouci katedry: Doc.Ing.Karel Bene$, CSc.

DIGITAL SIMULATION OF ANALOG
COMPUTING DIFFERENTIAL
EQUATIONS WITH VARIABLE
COEFFICIENTS AND NONLINEAR
DIFFERENTIAL EQUATIONS

KAREL BENES

(Received April 30th, 1985)

This paper deals with the influence of the inaccuracy
appearing at the diode multiplier in the setup diagram for
computing ordinary differential equations resulting in inaccu-
rate computations, The function of the diode multiplier is si-
mulated by the digital computer. Likewise, the simulation of
the whole differential equation is performed by the digital
computer in applying the corresponding numerical methods.
There are considered differential equations of the first and
of the second order, only. The simulation ascertains the theo=-
retical accuracy of the equations considered.

I. Diode multiplier and its function
In analog machines the most used multiplier is the diode
multiplier, independent of frequency in the wide band, rela-
tively simple in construction, it brings, however, a certain
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error in computing., The diode multiplier works on the basis
of the relation

uv:(.—-———-

A2 L (ha)? (1)
2

raising to the second powers is realized by means of functio-
nal transformators. In the diode multiplier there are used

two squarers, which are the diode functional transformators,
where w = z2 is approximated by a certain number of K linear
sections generally by five or by ten sections and this is the
source of the error of the functional transformators, hence
also of the whole multiplier. In general, in polynomial appro-
ximating the function f(z) by the polynomisl g(z) in the inter-
val of the approximation <aib)> the inaccuracy ¢ (z) = f(2) -

- g(z) may be written as

(n+l)
€z = ‘t?“"f'{L'{J (z-20) (2-21) +.o (2-2p) (2)

where Z,s Z1s vees Z, are the knots of approximation and

is a certain point of {atb> , n is the degree of the approxi-
mating polynomial g(z). The maximal absolute error of the
approximation then satisfies the inequality

oM .
IE(Z)ImaxéT:-:—i.;—T (/’(zl zol zl' eees zn) . (3)

where
(n+l)
M .1 = max f(z) l,_ z €<aibd>

V(z, Zgs Z)s eees Z) = max](z-zo)(z-zl)...(z-zn)] .

z € {aib) .
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In approximating the function f(z) by linear sections we get
n = 1 and the error in the interval z ¢ (zk_lszk> is given

with respect to (2) by

€(=) = 'f"sz (22 ) (z-2,) @

where { is a certain point of the interval z, 13z > and

k =1,2, eee, K. Next, we ascertain at which point of the in-
terval < zk_lgzk) the expression m = (z-zk_l)(z-zk) assumes
its extreme., From the condition for the extreme value of the

function m
n =z - zg +z=-2,_9=0
we find the value z, at which the function m assumes its

extreme, i.,e,

z, + 2z
R St Y N

2

Substituting this value into the right hand side of (3), we
obtain for the upper bound of the inaccuracy in <zk_1; zk>

M Z) =2z
]E(z)[,,.axe-z-f(—’ﬁ—z—-"-i)a . ; (5)

If an approximation of a quadratic function is concerned, then

My = 2 and g

Zz, =-Z
[ €(2)] pax ¢ (-'—‘;-'—‘-‘-1- )2 ()

It becomes apparent from (6) that in this case the error is
dependent on the length of the linear section only, and in
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case of the equidistant decomposition of the breakpoints
Z0eZye eees Z) the maximal error is equal in any section, Hen-
ce, this decomposition of breakpoints complies with the requi-
rement of the best uniform approximation. That is why we choose
the equidistant distribution of breakpoints in applying the
squarer functional transformator. It is an established practi=-
ce with the diode multipliers to use either five or ten linear
sections (i.,e. K =5, or K= 10), In K = 5 the maximal squarer
error is £ = 0,01, while in K = 10 the maximal error is

¢ = 0,0025. By (1) it is apparent that the above errors may
also be eliminated.

Digital simulation of the diode multiplier

The simulation of the multiplier is performed by a pro-
gram which during the numerical solution of the differential
equation, wherein a product of two quantities occurs, will
replace the product of these quantities in considering the
inaccuracy of the squarers. With respect to (1) it suffices
to simulate the squarer only, and in other respects to apply
the usual mathematical operations. Thus, for the given value
z there should be generated its second power by an approxima=-
ted broken line in linear sections with the equidistant knots
of the approximation, So, let us have a value z € {0;1> for
which we want to find its approximated value w(z). Suppose,
we know in which section it is located, i.e.

zk-l < z & Zk (7)

where k = 1, ..., K, ZgeZys eeos Z) are the breakpoints and

K is the number of linear sections. In the breakpoints we have
f(z,) = zf . Then the values f(z), where (7) holds, lie on

the straightline going through the points [zk_lgf(zk_l)] R
[zkxf(zk)] . The equation of the approximating straightline

is then
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f(z )-f(z, _;)
f(z) = ....—'.‘..—......'&J.. (z-zk-l) + f(zk-l) ’ (8)
%k T Zk-1

In our case with zy = z? we obtain
f(z) = (2 + 2 _1)(z = 2_;) + F(z, ;) =
2
=z vz gz =2 9) + 7 (9)
For the equidistant distribution of breakpoints we have
z, = kh , (10)
where h is the length of the linear section, i.e. h = 3 .
If in the computation for the given z the index k is determi-
ned, i.e. z ¢ {Zy_ 132> then, by (9), we determine f(z),
i.0.
f(z) = [kh + (k=1)h] [ - (k-1)h] + [(k-l)h]z =

= (2kh = h) [z - (k=1)h] + [(k-l)h]z =

- % (2k-1) [z - % (k=-1)] + [% (k-1)]%2 . (10a)

To simulate the working of the multiplier we formally modify
relation (1) to

uv = ( lu + vl )2 - ( lu - v )2 , (11)
2 2

so that the fictive squarer is able to generate for non-nega-
tive values, only. During this simuletion there will enter
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values u and v into the subprogram for the simulation., First
we will calculate the values inside both parentheses of (ll),
i.e, ’

lu + vl

al = 2 .
o = luc vl (12)
2 2 °

For the analog computation we assume [ul, [v] £ 1, 1.e.

a; 5 €<0;31>, The index k will be determined on the basis of
.
a
i
k=--—-]+1 13
[ - (13)

where the square brackets denote the whole part of the quoti-
ent, Returning now to use the notation z for the argument of
the approximated quadratic function, we have

(14)‘

n
N

ka[-z-] +1 , i.e. a
h

In closing we insert the values a; and k into (9) (applying
relation (10)). The simulated value of the product may be
written as

s = f(a;) - f(ay) . ‘ (15)

II. Simulated solutions of differential equations

In what follows we will show solutions of differential
equations with a simulated diode multiplier. We have three
types of equations:
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A: the
s the

solution is monotone convergent

solution is monotone unboundedly increasing
C: the solution is oscillatory

Eguation As

a/ y" +10y2 =0 ; y(0) =0,9 (16)

The function y = —-l—— , where C 10

= &=~ , is the solution,
10x+C 9

Analog program diagram is shown in Figure 1, The run of the

Figure 1.

error ér(y) =Y~ Ysinm resulting from the inaccuracy of the
multiplier is given in Figure la. (On the understanding that
in analog program diagrams the multiplier changes the sign of
the product), the number of linear sections of squarers

K = 5,10, So far the error 5-(y) for K = 10 is not recorded
in the pictures, then 6-(y) < 0,003,
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8G)
005

Figure la,

b/ y  +9xy =0 ; y(0) = 0,9 . (17)

-4,5x2

The function y = Ce ,» where C = 0,9, is the solution.
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Fig. 2.
a(y)
0,05 1
4
KeS
g
Fig. 2a.
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Fig. 3.
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Figs 3a.
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Fig. 4a.
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X cos Gx ‘zzb {00
'II' {0

A G X

i,

e9< X

Fig. 5.
E10)
o051 .
T K=5
0 1
Fig. 5a.
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Equation Bs

oo

a/ y*" + (y)2 = 05 y(0) = 0,405; y°(0) = % . (18)
The function y = ln (x + 1,5) is the solution,

b/ ¥y  -4,4xy=0; y(0) =0, (19)

2,2x%

y = Ce H C=0,1.

Equation C:

a/ y’ + 36xy = 32,4xcos 6x - 3,6 sin 6x (20)
y(0) = 0,9
y = 0,9 cos 6x .

The function z) = x cos Bx is generated by the solution of the
differential equation zi' + 8%z = -2B sin Bx,z(0) = O ;

z°(0) = 1, i.e, in our case by z;° + 36z = -6 sin 6x, z,(0) =
= 0, z](0) = 1, where B = 6.

The function z, = sin Bx is generated by the solution of the
differential equation z3° + Bzz2 = 0, z,(0) = 0, z3(0) = 82,
i.e. in our case by the solution of the equation

zé' +36 2z, =03 2(0) =03 z°(0) = 6.

The program diagrams for generating the functions z; and z,
are not recorded in Figure 5 for their evidence.

b/ y°® + 6y°cos 6x + 36y sinbx = 25,2 - 25,2 sin 6x  (21)

y(0) =0 ; y°(0) = 4,2

The function y = 0,7 sin 6x is the solution,
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Fig. 6.
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S(})
015' T 0,0.5-
K=5 + K=10
4
T : K-§
4 . K =40
0 T x

Fig. 6a.

III. Evaluation of results

a/ The diode multiplier with K = &,

In equations A is the error lesser than 0,01, Only if the
resulting function rapidly increases or decreases, the
error is greater (equation (16)). Similarly, in equations
B is the error small, Only in equation (19) is the error
greater due to the rapid increase of the value of the
solution. In equation C greater inaccuracy is stated, if
more multipliers are used.
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b/ The diode multiplier with K = 10,
Applying the multiplier with ten linear sections (K = 10),
we see that this multiplier negligibly affects the actcu-
racy of the solution, since in (21) - which is the worst
case, the error is about 0,01, in other cases it is even
lesser than 0,005,
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SOUHRN

C1SLICOVA SIMULACE ANALOGOVEHO RESEN! DIFERENCIALNICH
ROVNIC S PROMENNYMI KOEFICIENTY A NELINEARNICH DIFERENCIALNICH
ROVNIC

KAREL BENE3

Prédce se zabyvéd experimentslnim zjistdnim vlivu nepies-
nosti diodové nésobi¥ky na presnost analogového Fedeni uvede-
nych diferencidlnich rovnic. Jsou uvedeny grafy prdb&hd chyby
pFi FeSeni nékterych diferencidlnich rovnic.
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PE3OME

HYMEPMUECKAS CYMYJIALIMA AHAJOTOBO PEUEHVA INSSEPEHLMATBHEX
YPABHEHW! C IIEPEMEHHHMY KOB®@VMUVEHTAMM
Y HENVHEAHEX IVUSSEPEHIVATBHEX
VP ABHEHWA

KAPEK BEHEI

PaoTa 3aHuMaeTCH OSKCNEPUMEHT&IBHHM YCTOHOBUTHEM BJIMA-
HUA omMOKM AMONHOTO YMHOXMTEJNBLHOro 6J0KAa Ha TOYHOCTH DeleHus
aTux nudpdpepeHUMANbHNX ypaBHeHuil, B pa6oTe ITBHH XOIOH OWMGOK
Npu pemeHMD HEKOTOPHX AupdepeHUMANrbHHX ypaBHeHui.
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