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K Y B E R N E T I K A - V O L U M E 27 (1991), N U M B E R 2 

DESIGN OF OBSERVER BASED COMPENSATORS: 
THE POLYNOMIAL APPROACH 

PETER HIPPE 

This paper presents the frequency domain design of observer based compensators related 
to arbitrary observer orders for state reconstruction in direct equivalence to the well known 
time domain approach. The parameterization of the state feedback and of the state observer 
problems are possible without recurrence to the time domain representations of the system, 
however, the equivalent time domain solutions can easily be computed at every design step. 
An additional result are the doubly coprime factorizations of a system transfer matrix. Thus the 
results by Nett et al. [13] are generalized to arbitrary observer orders and in addition, the com
putation of the stable fractional representations becomes possible directly in the frequency 
domain. A simple example demonstrates the new design. 

1. INTRODUCTION 

Given a completely controllable and observable system of nth order with p inputs 
and m outputs, it is well known that by static state feedback u = —Kx the dynamics 
of the controlled system can be assigned arbitrarily. The usually not completely 
measurable system state can be reconstructed with the aid of an observer of (n — x)th 
order with 0 —^ x ^ m. State feedback plus the observer form a dynamic com
pensator of order n — x. Though this has long been known using the time domain 
approach, a direct frequency domain design of such compensators was not feasible 
so far. The existing frequency domain design methods for reduced order compensators 
(see e.g. [16]) did not give a solution in direct equivalence to the above described 
time domain approach. In a previous paper Hippe [5] presented the design of the 
full order compensator directly in the frequency domain. It was shown that the state 
feedback control for a linear time invariant system of nth order with p inputs and m 
outputs can either be parameterized by the pxn state feedback matrixK in the time 
domain or by the p x p polynomial matrix D(s) in the frequency domain [5]. Equally 
the full order observer is parameterized by the nxm output error feedback matrix 
L in the dime domain or by the m x m polynomial matrix D(s) in the frequency 
domain [5]. 
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The design of reduced order observers in the frequency domain remained an 
open problem, since here any observer design draws on the full order model of the 
system. Relations with equivalent time domain solutions therefore require a time 
domain formulation of reduced order observers which also bases on a full order 
model. This problem was solved by Hippe [8] with the aid of a non-minimal re
presentation of the reduced order observer in the time domain. As a consequence 
of these results any observer of order n — x with 0 ^ x <£ m can be parameterized 
directly in the frequency domain by an appropriate choice of an m x m polynomial 
matrix D(s). 

The actual choice of D(s) or D(s) can either be accomplished by pole placement 
(with remaining degrees of freedom) or by solving the linear optimal control and the 
optimal linear estimation schemes. It is well known that both problems can directly 
be solved in the frequency domain by spectral factorization (cf. [11]). So far, there 
only existed solutions for the full order case (Kucera [11]) and for the completely 
reduced order case (Shaked and Sokora [15] and Bekir [2]). The general case of the 
reduced order linear optimal estimator of order n — x was investigated by Hippe [7]. 
The polynomial matrices D(s) and D(s) resulting from the spectral factorizations 
parameterize the linear optimal control problem and the optimal linear observer 
(Kalman filter), respectively, provided they have been adjusted such that their 
highest degree coefficient matrices Ec[25(s)] and Er[D(s)] have appropriate forms. 

Once the parameterizing matrices D(s) and D(s) for the linear state feedback and for 
the linear state estimation problems are specified, one can attack the design of the 
corresponding dynamic compensator. 

Anderson and Kucera [1] presented a "relatively simple" procedure to find the 
compensator matrix fraction descriptions in the full order case starting from the 
optimal polynomial matrices D(s) and D(s). Hippe [5] presented a further simplified 
solution method for the full order case and in Hippe [6], the compensator matrix 
fraction descriptions for the reduced (minimal) order case were derived. 

Here the general case n — x with 0 ^ x ^ m is presented. 

After a short summary of the known reduced order observer results in the time 
domain and of the parameterization of the state feedback control in the frequency 
domain, the relation between the time and the frequency domain representations 
of reduced order observers is presented. This makes it possible to define the doubly 
coprime fractional representations (DCF) of the system transfer matrix as introduced 
by Nett et al. [13] related to reduced order observers. 

Investigating the two dual representations of the closed loop, namely the controller 
structure and the observer structure it is shown how the parameterizing matrices 
for the state feedback control and for the observer are related with these representa
tions. 

Finally, the direct computation of the compensator DCFs in the frequency domain 
is presented. From the DCFs the coprime compensator matrix fraction descriptions 
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(MFD) can be computed using standard software. These results contain the full 
order design (Hippe [5]) and the reduced order design (Hippe [6]) as special cases. 
A simple example is used to demonstrate the design procedure. 

2. NOMENCLATURE 

MFD matrix fraction description 

DCF doubly coprime factorization 

Tc[*] highest column degree coefficient matrix 

Tr[*] highest row degree coefficient matrix 

<5c/[*] jth column degree 

<5rj['] jth row degree 

H[*] polynomial part 
SF[*] strictly proper part 

3. PRELIMINARIES 

We consider completely controllable and observable linear, time invariant systems 
of nth order with p inputs and m outputs, described by their state equations 

x = Ax + Bu 

y = Cx (3.1) 

in the time domain. The m-dimensional ouput vector y with rank C = m is sub

divided into 

UJ ІÄІ (3.2) 

with y2 containing the x _ m outputs which are directly used for the reconstruction 

of x. The observer of order n — x can be represented by its state equations (Luen-

berger [12]) 

z = Fz + [Ht H2] V1 + TBu (3.3) 

with 

z = Tx (3.4) 

in steady state if 

TA-FT= [H, H2] T ^ l (3.5) 

holds. If C2 and T are linearly independent the observed state vector x is given by 

'•prM-^^M- (36) 
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For the following it is of importance that 

(3.7) 

and 

<r-2C2 + 0 T = I „ (3.8) 

are implied by (3.6). Introducing 

Li = &H1 (3.9) 

the observer (3.3) is equally represented by 

z = T(A- LiC.) Qz + [TL. J T(A - L.C<) W2] \ y i \ + TBu (3.10) 

Because of (3.9) the relation 
C2L« = 0 (3.11) 

results which will also be of importance in the sequel. 
Substituting the observed state (3.6) into the state feedback law 

u = -Kx , (3.12) 

the compensator is described by 

u(s)= -Fc(s)y(s) (3.13) 
with 

Fc(s) = K0[sl - T(A - LtCt - BK) 0 ] " 1 . 

. [TL! I T(A - L,CX - BK) W2] + [0 | K«E2] . (3.14) 

In the sequel we derive time domain equivalent frequency domain results for 
the closed loop. In order to have uniquely defined relations in every direction, 
we assume that also the compensator is completely controllable and observable. 
Therefore it can be represented in a left coprime matrix fraction description (MFD) 

Ec(s) = Dc1(s)Nr
c(s) (3.15) 

or in a right coprime MFD 

Ec(s) = Nc(s)Dc
1(s) (3.16) 

with det Dc(s) = det Dc(s) = det [si - T(A - LtCt - BK) 0 ] . Likewise the plant 
transfer matrix 

E(s) = C(sl - A)~lB (3.17) 

will be represented in a right coprime MFD 

F(s) =N(s)D~1(s) (3.18) 

or in a left coprime MFD 

F(s) = D-1(s)N(s) (3.19) 
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in the frequency domain. The denominator matrix D(s) is supposed to be column 
proper and the denominator matrix D(s) to be row proper (Wolovich [17]) unless 
stated otherwise. The characteristic polynomial of the plant is given by det D(s) = 
= det D(s) = det (si - A). 

As was shown e.g. in [5], the dynamics of the state feedback loop without observer 
are parameterized in the frequency domain by the p x p polynomial matrix D(s) 
with 

r c [ 5 ( s ) ] = rc[D(s)-] (3.20) 

and 
Scj[D(s)] = dcj[D(s)] , j=l,2,...,p (3.21) 

where Ec[*] is the highest column degree coefficient matrix and Scj['] is the jth 
column degree. As a consequence of (3.20) and (3.21) the polynomial matrix D(s) 
contains exactly the same number of free parameters as the state feedback matrix K, 
namely pn. 

Example 1. Consider a system of fifth order with two inputs and two outputs 
with 

1 
E(s) = 

s5 + l l s 4 + 46s3 + 93s2 + 91s + 34 

s3 + 5s2 + Юs + 6 s3 + 4s2 + Зs - 2 
s3 + 5s2 + 8s + 4 s3 + 6s2 + lЗs + 10 

or in a right coprime MFD 

Ei 

As 

/ \ KTf\n-u\ T 1 s ~][s2 + 5s + 6 s 2 + . 3 s + 2 I " 1 

(s) = N(s)D 1W = [ l s + 2 J [ s + 1 s3 + 6 s 2 + l l 5 + 6J • 

r < W 5 ) ] = [ j l ] and <5 c l [D ( s ) ]=2, <5c2[D(s)] = 3 , 

the polynomial matrix D(s) parameterizing the state feedback law (3.12) in the 
frequency domain is given by 

D(s) = Vs2 + as + /? es2 + <ps + $ 1 
[ys + 5 s3 + vs2 + \]/s + £J 

which shows that pn = 10 free parameters exist. When choosing e.g. a = 6, 0 = 9, 
y = 0, S = 0, e = 1, <p = 6, B = 9; v = 9, \J/ = 27; £ = 27 all closed loop poles are 
located at s = —3. 

Further it is well known that the desired closed loop dynamics assigned in the 
time domain via u = —Kx will result in the frequency domain if D(s) is chosen 
such that 

D(s) D-X(s) =1 + K(sl - A)"1 B . (3.22) 
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On the other side the relations 

D(s) B~x(s) = 1 - K(sl - A + BK)'1 B (3.23) 
and 

N(s) 5 _ 1 (s) = C(s/ - A + BK)'1 B (3.24) 

have been shown to hold (see e.g. [13] or [5]). 
The relations (3.23) and (3.24) define the system DCFs in the sense of Nett et al. 

[13]. They allow a computation of the DCFs with known time domain parameters 
(right hand sides) or a direct computation of these DCFs in the frequency domain 
(left hand sides), once the parameterizing matrix D(s) for the state feedback is specified. 

It is well known that D(s) can be chosen in order to minimize 

J = ff (yrQy + uTRu) dt. (3.25) 

The optimal D(s) results from spectral factorization (Jezek and Kucera [9]) of 

DT(-s) R D(s) = DT(-s) R D(s) + NT(-s) Q N(s) (3.26) 

(Kucera [11]) where the solution D(s) must be aligned to meet the conditions (3.20) 
and (3.21). If one is interested in the equivalent time domain state feedback matrix 
K, one easily computes it as 

Y = K with X = I (3.27) 

from the linear diophantine equation 

X D(s) + YNx(s) = D(s) (3.28) 
where 

(sI-A)-1B=Nx(s)D-l(s). (3.29) 

Substitution of (3*.27), (3.29) and (3.22) directly shows that (3.27) is a solution to 
(3.28). So when starting with a time domain design for K, (3.22) can be used to 
compute the corresponding frequency domain matrix D(s) and from a given B(s), 
either specified by pole placement as in Example 1 or by spectral factorization of 
(3.26) (Riccati approach), Eq. (3.28) gives the equivalent time domain matrix K. 

4. A NONMINIMAL REPRESENTATION OF THE REDUCED ORDER 
OBSERVER IN THE TIME AND IN THE FREQUENCY DOMAIN 

The frequency domain design of observers uses the left coprime MFD F(s) = 
= D_1(s) N(s) of the system (Hippe [5]). Figure 1 shows the observer block diagram 
in the frequency domain. In order to formulate the relations between time and 
frequency domain representations of observers of (n — %)th order with 0 — x ^ m, 
one needs a time domain representation of such observers which also uses a full 
order model. 

Figure 2 shows such a block diagram. It is based on a full order plant model, 
where the x output estimation errors s2 = y2 — 92 a r e fed back with infinite gain. 
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This infinite gain reduces the dynamic order of the observer to n — x and it has 
been shown [8] that the finite dynamics of the system shown in Figure 2 are described 
by the state equations (3.10) of the reduced order observer. 

Fig. 1. Frequency domain representation of the observer of (« — x)th order. 

M 
/ \ 

<. 

Уi i 

4-

r — Ч % 

Fig. 2. Nonminimal representation of the observer of (n — x)\h order in the time domain. 

Thus the two block diagrams in Figures 1 and 2 can be compared. . .;.:, 

in Figure 2, the "open loop" gain of the Cutting open between 
observer is given by 

H and ft" 

P={-[S]^^^i^+[oifti l l ; ;',!£? 
»sed loop" behaviour of the observer in Figure 2 from v and u to M is 
I by ^ J 

r«-Mi-
LfaWj " 

Ic l ) ] ^2 1 

- L-d)] !P2J " 
_ r I -C^s I -E ) " 1 TL! 
_L-c2^o(5/-E)_1 PLi 

w i i r C^sI-ErTB i ,v , 4 , 
• U w J Lc-i/ + ̂ I - E)-1 T] Bjw^ ^ 

(Hippe [8]) where the abbreviation E = T(A — LyCj) 0 has been used. 

d [ - I - <9(sI - E)_1 T(A - L, 
C2[>I - A - A (5I - E)"1 T(A 

(sI - E)_1 TB 
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When introducing the left coprime factorization 

[ c j (sj" A*' P* Ir-l + [£""" J] = fi~,(s) fi(s) • (43) 

with D(s) as defined in (3.19), simple manipulations are required to show that Figure 1 
depicts the frequency domain equivalent of the observer in Figure 2. 

The transfer behaviour of this observer configuration is given by 

[*«]=6_ i(s) fi(s) y{s) •fi_ i(s) m u{s) {4A) 

which by comparison with (4.2) shows that 

det D(s) = det (si - E) _ det [si - T(A - L ^ ) 0 ] (4.5) 

is the characteristic polynomial of the observer. This comparison further reveals that 

D*(s) _ D_1(s)D(s) _ 

_ [Z - C^sl - E)-1 TLt ; C . [ - Z - S(sl - E)"1 T(A - L1C1)~]W2 1 
~ | _ - C24<9(sZ - E)"1 XL* I C2[sl - A - A0(sl - E)"1 T(A - L^C^I W2\ 

and (4.6) 

* « = fi_1^ N<s) " [c2B
Cf & § - " - . J (4'7> 

constitute the DCFs of the system related to the observer of order n — x. The 
relations (4.6) and (4.7) either allow a computation of the DCFs with given time 
domain parameters of the observer (right hand sides) or a direct computation of 
these DCFs in the frequency domain, once the parameterizing matrix D(s) of the 
observer is specified. 

Equation (4.3) allows a derivation of the properties of D(s), parameterizing a state 
observer of order n — x in the frequency domain. 

Any parameterizing polynomial matrix D(s) has to be row proper in order to 
contain a minimal number of parameters. If one tried to use a parameterizing poly
nomial matrix with singular highest degree coefficient matrix, the inherent internal 
dependencies would result in a non unique parameterization, i.e. two different 
matrices D(s) would yield the same observer. Therefore when designing an observer 
of ncth order with nc = n — x, 0 = x — m, in the frequency domain, the left 
coprime MFD (3.19) of the plant should be such that 

««•>-" Mo"""'"'J (4'8) 
is row proper, where H{*} denotes taking the polynomial part. If the highest row 
degree coefficient matrix rr[Dx(sj] should become singular, a regular F r[~x(s)] 
can always be achieved by unimodular left operations (Wolovich [17]). This left 
unimodular operation must also be applied to the MFD (3.19) before starting the 

132 



design of a compensator of order nc = n — x. The rationale for this construction 
of D„(s) will become apparent in the sequel. 

The actual form of D(s) can be investigated with the aid of the transfer matrix 

Ф(s) = îш-n 0 
0 sI 

0 sI 

ct 

C2 

( S I - A ) " 1 ^ ; ^ ] -

D-Ҷs)D(s) - I 

0 0 
0 L 

(4.9) 

(see equation (4.3)). 
Since C2Li = 0 and C2W2 = Ix the matrix <P(s) is strictly proper (Rosenbrock [14], 

p. 38). In the light of (4.8) this implies that D(s) has the following properties: 

Er[D(s)] = rr[Dx(s)] , (4.10) 
and 

Srj[D(s)] = 6rj[PJ$] ; j = 1, 2, ..., m . (4.11) 

i.e. the last x columns of D(s) are reduced by s~l in relation to D(s). 
By construction, Dx(s) is row proper and therefore, the following Lemma can be 

formulated. 

Lemma 4.1. Under the restrictions (4.10) and (4.11) the m x m polynomial matrix 
D(s) characterizing the reduced order observer in the frequency domain contains 
m(n — x) free parameters. 

Proof. Since det D(s) is a polynomial of nth order, det Dx(s) is a polynomial 
of (n — x)ih order. Therefore, as Dx(s) is row reduced 

m 

Z -UAMI = n - x. (4.12) 
J = I 

Because of (4.11) the number of free parameters in each row of D(s) is 
nfrj = m{Srj[Dx(s)]} (4.13) 

and consequently the number nfr of free parameters in D(s) is given by 

nfr = £ и/ry = Z m{^г/[öx(s)]} = m(и - x) 
j = l j=X 

(4.14) 

n 
This is exactly the number of free parameters existing in the time domain design 

of reduced order observers of order nc = n — x, provided one only uses x plant 
outputs directly for the reconstruction of x. The case where more than x outputs 
>'j together with n — x observer states are used to reconstruct x will be discussed 
in Section 8. 

Example 2. Consider again the system of Example 1 with a left coprime MFD 
F(s) = D~1(s)N(s) given by 

F(s) = 
- s

2 - 4s - 4 

s2 + 5s + 6 
- 7s2 - 16s -
s2 + 7s + 8 "Гt - s - 2 

2 
•s - 3 

2 ]• 
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Since n = 5 and m = 2, three observers for state reconstruction can be considered. 
The full order observer (x = 0) is parameterized by D(s) meeting the restrictions 

Er[DXs)] = Er[D(s)] 
and 

<5r,-[D(s)] = Srj[D(sJ] ; j=\,2,...,m. 

With <5rl[D(s)] = 3, 5r2[D(s)] = 2 and Er[D(s)] = ? ~ j we have 

n( \ — f~as2 + /̂ s + y ~~s3 ~ ^ — &? — <P~| 
>?* ~ [_ s2 + 5s + v s2 + i/ts + f J ' 

Observer poles at s = —4 result e.g. when choosing the mn = 10 free parameters 
such that D(s) becomes 

Since 

#|/x T 0 - s 3 - 12s2 - 48s - 64~| 
~W - [_2 + 85 + 16 52 + 8s + 16 J 

_ , . f - s 2 - 4s - 4 - s 2 - 7s - 16T 
C ' ( s ) = [ s2 + 5s + 6 s + 7 J ' 

the observer of fourth order (x = 1) is parameterized by 

&(s\ - [~s2 ~ as ~ P -s2 -ys- (51 
w |_ s2 + es + <p 5s + v J ' 

showing that m(n — x) = 8 free parameters exist. With 

n (\ \~s ~ 4 ~s2 - ls ~ 1 6 1 D a W - L * + 5 s + 7 J 
the minimal order observer (x = 2) is parameterized by 

* .) = [« + ' s'-ys-sl 
v / j_S + 8 S + (p J 

Choosing the m(n — x) = 6 free parameters as a = j3 = 0;y = $, 3 = 16; e = <p = 4 
an observer with eigenvalues at s = —4 results. 

When starting with the time domain approach, Eq. (4.3) directly gives the equi
valent polynomial matrix D(s), parameterizing the observer in the frequency domain. 
When starting with a frequency domain matrix D(s), the equivalent time domain 
parameters can be computed as 

F = [_! W2] with X = [o"""oJ <4-15) 
from the linear diophantine equation 

Nx(s) Y + D(s) X = D(s) (4.16) 
where 

C(sl - A)~l = D-X(s) Nx(s) • (4.17) 
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Substitution of (4.15), (4.17) and (4.3) in (4.16) readily shows that (4.15) is a solution 
to (4.16). In order to get the complete time domain parameterization of the observer 
(3.10), Thas to be chosen such that 

TW2 = 0 . (4.18) 

Choosing D(s) as demonstrated in Example 2 corresponds to a "pole placing" 
observer design. If the system is described by 

x = Ax + Bu + Gw 

yt = ClX + v (4.19) 

J2 = C2X 

with x e U", yt e Um~x; y2 = Ux, we Uq, v e Um~x and w and v zero mean white 
noise with 

E{w(0 WT(T)} = Q5(t - T) (4.20) 

E{v(t) VT(T)} = Rd(t - T) (4.21) 
and 

E{w(t) VT(T)} = 0 (4.22) 

then an optimal reduced order estimator (Kalman filter) can be designed (Gelb [4]). 
Using the frequency domain description 

yi(s) = Pi(s) u(s) + Fwl(s) w(s) + v(s) 

y2(s) = F2(s) u(s) + Fw2(s) w(s) (4.23) 

of the system (4.19) and defining 

K ) ] = 5 ~ i ( s ) * ( s ) (424) 

P I ; S ] = B " I ( S ) ^ ( S ) (425) 

and observing that 

C2G = H{s Fw2(s)} (4.26) 

the optimal reduced order filter of order n — x can directly be designed in the fre
quency domain by spectral factorization (Jezek and Kucera [9]) of 

IK') [J j ] ST(-») = D(s) [J °] ms) + Nw{s) 5 Nl(-s) (4.27) 
with 

X = C2GQGTCT
2 (4.28) 

(Hippe [7]). A stable filter of order n — x results if EW2(S) does not contain zeros 
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on the imaginary axis and if 

rank m = m (4.29) 

Again, D(s) resulting from the spectral factorization of (4.27) has to be aligned 

to meet the conditions (4.10) and (4.11). Hence any reduced order observer can 

directly be designed in the frequency domain and Eq. (4.16) can be used to compute 

its equivalent time domain representation. 

5. TWO DUAL REPRESENTATIONS OF THE CLOSED LOOP 

If one considers the closed loop consisting of plant, linear state feedback, and 

observer, two possible frequency domain representations exist. The controller 

structure is characterized by a right coprime plant and a left coprime compensator 

MFD and the observer structure by a left coprime plant and a right coprime com

pensator MFD (Hippe [5]). 

Fig. 3. Closed loop with compensator of (n — x)th order in the time domain. 

Figure 3 shows the time domain block diagram of the closed loop with the usual 

minimal observer representation (3.10). The external input r is the p-dimensional 

reference vector. The isolated compensator can be described by its transfer behaviour 

from y and u to the internal quantity u, namely 

u(s) = {K0(sl - E)-1 [TL. } T(A - LxCt) <F2] + [0 | KW2]} [ * W ] 

+ K0(sl - F)-1 TB u(s) (5.1) 

where again we use the abbreviation E = T(A — LtCi) 0. 

If one introduces the left MFDs 

K0(sl - E)"1 [TL, | T(A - Ljd) W2] + [ O J K ^ ] = A-^sjN^s) (5.2) 

and 
K (sI - E)"1 TB = zГҶs)Nu(s) (5.3) 
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such that A 1(s) [Nc(s)Nu(s)] constitutes a left coprime pair, the closed loop of 

Figure 3 can equally be represented by the block diagram of Figure 4. 

Eliminating the internal feedback loop via A'^s), the block diagram of Figure 4 

assumes the shape shown in Figure 5 with 

->cM = Nu(s) + A(s) . (5.4) 

r(s) u(s) 

u(s) 

D " ' ( s ) -H N (s) 
yts) 

Nu(s) Nu(s) 

Д"'(s) Д"'(s) 

H-(sl 

Fig. 4. Closed loop in the frequency domain (controller structure). 

H DČ'(s)Д(s) 
u(s) 

N (s) 
y(s) 

N г ( s 

Fig 5. Alternative block diagram of closed loop in controller structure. 

It is well known that the basic loop equation for the loop in Figure 5 reads 

Nc(s) N(s) + Dc(s) D(s) = A(s) D(s) . (5.5) 

The reference behaviour of the closed loop configurations shown in the Figures 3 
through 5 is given by 

y(s)-N(s)D-Қs)Ąs) (5.6) 

This, however, is identical to the reference behaviour when applying the state feedback 
control (3.12) without observer. Therefore the closed loop configurations shown 
in the block diagrams of Figures 4 and 5 are said to be in controller structure. 

An alternative closed loop representation is shown in Figure 6. It is based on 
the nonminimal observer structure of Figure 2 and this time, the external inputs 
are the p-dimensional input disturbance vector w and the (m — ^-dimensional 
output disturbance vector v (see Eq. (4.19) and (4.23)). In analogy to the reduced 
order optimal estimation scheme, the ^-dimensional output vector y2 is supposed 
to be undisturbed. 

Considering the isolated compensator, the compensator transfer behaviour from 
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is given by 

MH-ËK''">-'ы*^ľ4Ш "•" 

Fig. 6. Closed loop with compensator of order n — x based on the nonminimal observer repre
sentation. 

and by 

•0) = -K(sl -A + «£)-» [L, j r j [ j g ] 
When introducing the right MFDs 

(5.8) 

[g](tf - Д + BK)- [I, i Ѓ j - [o ?] = ВД Л"'( s) (5-9) 
and 

K(s/ - A + BK)_1 [L ! | !Ғ2] = Nc(s) zl_ 1(s) (5.10) 

such that [&-<» constitutes a right coprime pair, the closed loop in Figure 6 

can equally be represented in the frequency domain by the block diagram shown 
in Figure 7. Eliminating the internal compensator feedback path via A~1(s), the block 
diagram of Figure 7 assumes the shape shown in Figure 8 with 

Dc(s) = N,(s) + Z{s) . (5.11) 

It is also well known that the basic loop equation for the loop of Figure 8 reads 

N(s) Nc(s) + D(s) Dc(s) = 3(s) A(s). (5.12) 

In the closed loop configurations shown in the Figures 6 through 8 the transfer 
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behaviours from w and to the output observation error 

and 
fcííИ"i(s)N(sиs) 

Щ=Ď-^ІVO] 

И namely 

(5.13) 

(5.14) 

are the same as if the isolated observer was coupled to the uncontrolled plant (see 
equation (4.4)). Therefore the closed loop configurations shown in the block diagrams 

u(s) 
N (sl 3 (s) X ГУ,ts) 

Fig. 7. Closed loop in the frequency domain (observer structure). 

w(s) 

u(s) . , _ , , 
O- н í ó H N (s) 5"'(s) 

v(s) 

Dr (s) Д(s)Ðr (s) Ш 
Fig. 8. Alternative block diagram of closed loop in observer structure. 

of Figures 7 and 8 are said to be in observer structure. The observer structure is 
mainly of theoretical interest since it can only be realized in the full order case. 
For x > 0 the quantity 3(s) Dc ] ( S ) (see Fig. 8) is no longer proper. 

The state feedback control is parameterized by the p x p polynomial matrix D(s) 
and the observer by the m x m polynomial matrix D(s). Both matrices, however, 
appear in two different diophantine equations which are related with the controller 
structure (5.5) and with the observer structure (5.12) of the closed loop. Neither 
equation can be solved for the desired compensator transfer matrix Fc(s) since 
in (5.5) the parameterizing matrix D(s) for the observer and in (5.12) the parameterizing 
matrix D(s) for the state feedback control does not appear explicitly. A solution 
to this problem is presented in the next two sections. 
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6. THE COMPUTATION OF THE LEFT COPRIME COMPENSATOR 
MFD 

Consider any polynomial solutions Y(s) and X(s) of the linear diophantine equation 

Y(s)N(s) + X(s) D(s) = 5(s) (6.1) 

where D(s) characterizes the controlled plant dynamics (see Section 3 and Example 1). 
Since D(s) and N(s) are relatively coprime, such polynomial matrices exist (Kucera 
[10]). 

With H['] denoting the polynomial part and SP[*] denoting the strictly proper 
part of a rational matrix it is obvious that for a given transfer matrix P(s) 

P(s) = n[P(s)] + SP[P(s)] (6.2) 

holds. 

Lemma 6.1. Consider the plant transfer matrix E(s) = D~1(s) N(s), a solution 
Y(s) of (6.1) and the m x m polynomial matrix D(s) characterizing the observer 
dynamics (see Section 4 and Example 2). Then the strictly proper part of Y(s) D'1(s). 
. D(s) is given by 

SP[Y(s) D_1(s) D(s)] - K(sl - A)'1 [ ^ 1 V2] . (6.3) 

Proof. Using the basic relation (4.3) we can write 

Y(s) D-!(s) D(s) = Y(s) C(sl - A)'1 [Li | W2] + Y(s) | j °1 . 

Since Y(s) is a polynomial matrix it remains to be shown that 

SP{Y(s) C(sl - A)'1 [Lt | ^ 2 ]} = K(sl - A)'1 [Lx \ W2] (6.4) 

or equivalently that 

W(s) = [Y(s) C-K] (si - A)'1 [Lt | W2] 

is a polynomial matrix. Right multiplication of (6.1) by D_1(s) yields 

Y(s)N(s) D-\s) + X(s) = D(s) D-](s) , 

or with (3.17), (3.18) and (3.22) 

[Y(s) C - K] (si - A)~1 B = I - X(s) . (6.5) 

The right hand side of (6.5) is a polynomial matrix. As we have assumed a com
pletely controllable plant, (si — A)~x B is a coprime pair and consequently, 
[Y(s) C — K] has the form N(s) (si — A) with N(s) being a polynomial matrix. 
Therefore [Y(s) C — K] (si — A ) - 1 constitutes a polynomial matrix which com
pletes the proof. • 

With this preliminary result we can formulate the solution procedure for the 
left coprime compensator factorization. 

140 



Theorem 6.L With the polynomial matrix 

V(s) = n[Y(s) D- \s) D(s)] (6.6) 

the doubly coprime left factorization of the compensator is given by 

N*(s) = A'1(s)Nc(s) = Y(s) - V(s)D'^s) B(s) (6.7) 
and 

D*(s) = A-\s) Dc(s) = X(s) + V(s) D-^s) N(s) . (6.8) 

The left coprime compensator MFD and the observer matrix A(s) can easily be 
computed from (6.7) and (6.8) by prime factorization of [Nc(s) D*(sj] — 
= A-1(s)[Nc(s)Dc(s)] (Kucera [10]). 

Proof. We first observe that 

V(s) = n[Y(s)D'1(s)D(s)] 

= n {F(s) [o o] + r(s) c(s/ - Ayl [Ll I ^ ] } 
= r(s )[o o] + r(s) c(s/" Ar [Ll I rJ • SP{Y{s) c(s/" A)~l • 
• [Lx \ Y2]} 
F(s) = F(s) [o o] + [r(s) c " *] (s/ " A)~l [Ll! F J • (6>9) 

Using the relations (6.9), (4.6), (3.7), (3.8), (3.11) and F = T(A-LXCX) 0 the numer
ator matrix (6.7) is given by 

N*(s)= Y(s)- V(s)D'1(s)D(s) = 

= Y(s) - [Y(s) p ° ] + [Y(s) C - X] (si - A)-1 [Lx | «Pj] . 

p - C ^ s I - F)-XTLX | C i [ - I - <9(sI - E)"1 T(A - LXCX)] W2 1 
\-C2A0(sI - E)-1 TLX \ C2[sl - A - A0(sl - F)'1 T(A - LXCX)] ¥2] 

Y(s)- Y(s)Г/_Cl<9 - Cx (sI -FY^TL^ -CX[I + (sl - F)'1 T(A -L ici)] *гЛ 

- [Y(s) C -K] (sl - A)'1 {Lx - (LXCX + ЧгC^Ä) (sl - E)"1 TLX 

[sl - Ч>2C2A - LXCX - (LXCX + У2C2A) (sl. - EГ^TÍA - LXCX)] W2} 

= Y(s) - Y(s)P ~ Cl (s/ " F)_1 ТLl I "Cl[/ + (S/ " F)_1 Т(Л ~LlCl)] **] 

- [Y(s) C - K] (sl - A)_1 { TLX - ( TLXCX + A - TA) (sl - E)_1 TLX \ 

| [sl - A + TA - TLXCX - ( TLXCX + A - <9TA) (sl - E)"1 T(A - L^Ci)] . 

. Ч>2} = Y(s) -
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- * ) [ ' - * • (sI-Fy^TL^ 
0 

-CX[I + (sl - F)'1 T(A - Lx -A)] ̂ a] 

- [Y(s) C - K] (sl - A)'1 {(sl - TA + TLXCX - TLXCX - A + TA) . 

. (sl - E)_1 TL^ | [sl - A + (sl - TA + TLXCX - TLXCX - A + TÄ) . 

. (s/-E)-1T(A-L1C1)]^2} = 

Г(s)-Y(s)[-C^ E)_1 TL< -CX[I + (sl - E)_1 T(A - L .A)]*-] 

- [Y(s) C - K] [<9(sl - E)-1 TLX\W2 + 0(sl - E)-1 T(A - LXCX) Wi] = 

= Y(s) - Y(s)P j °1 + K[0(sl - E)-1 TLX! 0(sl - E)-1 T(A - Z^d) *F2 + F J 

= K0(s/-E)-1 [TL.j T(A - LjC,.)^] + [0\KW2] = ^ _ 1 (s) iVc(5) 9 

because of (5.2) | 
Successively using (6.9), (4.7), (3.7), (3.8), (3.11), E = T(A - LXCX) 0, (6.1), (3.22) 

(3.17) and (3.18), the denominator matrix (6.8) is given by 

D*(s) = X(s) + V(s) D-^s) N(s) = X(s) + \Y(S)
 r / ° 

0 0 + 

+ TB pWc-iq (,-.)- [ M Ц [ ^ Æ % 
= ̂ )+r (s)[c-^-/)- lra] + 
+ [Y(s) C - K] (s/ - A)"1 [(LXCX + W2C2Ä) Ø(sl - E)"1 TB + W2C2B] 

= X(s) + Y(s)[Cl (s / - / ) " Т Б ] + [Y(s) C - K] (s/ - A)-1 . 

. [B - (sl - ØTA + ØTLXCX - ØTLXCX - A + ØTA) (sl - E)"1 TB] 

= I + K(sl - A)-1 B - Y(s) C(sl - A)-1 B + Y(s) C(sl - A)-1 B -

Cx (sI - F)-1 TB - Cx (sI - E)"1 TB" 
0 + - K(sl - A)'1 B + Y(s) 

+ K0(sl - E)_1 TB = / + K0(sl - E)"1 TB = A~l(s) Dc(s) 

where the latter becomes obvious by inspection of (5.3) and (5.4). 
The right hand side of (5.5) constitutes the generalized characteristic polynomial 

of the MIMO control loop. Substituting the compensator matrices Nc(s) and Dc(s) 
in (5.5) by the right hand sides of (6.7) and (6.8) one obtains 

N*(s)N(s)+D*(s)D(s) = 

= [Y(s) - V(s) d~l(s) D(s)] N(s) + [X(s) + V(s) D-\s) N(s)] D(s) 

= Y(s)N(s) + X(s) D(s) + V(s)D~1(s) [N(s) D(s) - D(s)N(s)]= D(s). 
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Since N*(s) = A 1(s)Nc(s) and D*(s) = J _ 1 ( s ) Dc(s) this becomes 

A-^Nc^Nis) + J -^s ) Dc(s) D(s) = D(s) , 

and by left multplication with A(s) the basic loop equation (5.5) results. • 

7. THE COMPUTATION OF THE RIGHT COPRIME COMPENSATOR 
MFD 

Consider any polynomial solutions Y(s) and X(s) of the linear diophantine equation 

N(s) Y(s) + D(s)X(s) = D(s) (7.1) 

where D(s) characterizes the observer dynamics (see Section 4 and Example 2). 
Since D(s) and N(s) are relatively coprime such polynomial matrices exist (Kucera, 
[10]). 

Lemma 7.1. Consider the plant transfer matrix E(s) = N(s) D_1(s), a solution 
Y(s) of (7.1) and the p x p polynomial matrix B(s) parameterizing the linear state 
feedback control in the frequency domain (see Section 3). Then the strictly proper 
part of D(s) D_1(s) Y(s) is given by 

SP[D(s) D'^s) Y(s)] = K(sl - A)'1 [L . | y J . (7.2) 

Proof. Using the basic relation (3.22) one obtains 

D(s) D_1(s) Y(s) = Y(s)+ K(s7 - A)"1 B Y(s) . (7.3) 

Since Y(s) is a polynomial matrix, it remains to be shown that 

SP[K(sI - A)'1 B Y(s)] = K(sl - A)-1 [Lx | W2~] (7.4) 

or equivalently that 

W(s) = K(sl - A)'1 {B Y(s) - [Li | y2~\] 

is a polynomial matrix. Left multiplication of (7.1) by D~1(s) yields 

D_1(s) N(s) Y(s) + X(s) = D_1(s) D(s) 

or using (3.19), (3.17) and (4.3) 

C(sl - A)'1 {B Y(S) - [Ll \ W2]} = [o o ] - * M • (7-5> 

The right hand side of (7.5) is a polynomial matrix. As we have assumed complete 
observability, C(sl - A)-1 is a coprime pair and consequently {B Y(s) — [Lx \ !P2]} 
has the form (si - A) N(s) with N(s) being a polynomial matrix. Therefore 
(si — A)-1 {B Y(s) — [Li J *F2]} constitutes a polynomial matrix which completes 
the proof. fj 

Now we can formulate the solution procedure for the right coprime compensator 
factorization. 

143 



Theorem 7.1. With the polynomial matrix 

V(s) = n[D(s)D-\s)Y(s)-] (7.6) 

the doubly coprime right factorization of the compensator is given by 

N*(s) = Nc(s) A~'(s) = Y(s) - D(s)D"1^) V(s) (7.7) 
and 

D*(s) = Dc(s) A-'(s) = X(s) + N(s)D'l(s) V(s). (7.8) 

The right coprime compensator MFD and the matrix 2~(s), containing the controlled 
plant dynamics, can easily be computed from (7.7) and (7.8) by prime factorization of 

tisiissi^'w^atto]). 
Proof. The polynomial matrix V(s) is given by 

V(s) = n{B(s) D-^s) Y(s)} = n{Y(s) + K(sl - A)'1 B Y(s)} 

= Y(s) + K(sl - A)'1 B Y(s) - SP[K(sI - A)'1 B Y(s)] 

= Y(s) + K(sl - A)"1 {B Y(s) - [L, | W2]} . (7.9) 
Using the relations (7.9) and (3.23) the numerator matrix (7.7) of the compensator 
has the form 

N*(s)= Y(s)-D(s)D-1(s)V(s) 

= Y(s) -[I- K(sl -A + BK)'1 B] [Y(s) + K(sl - A)'1 {B Y(s) -

- [Li! y j } ] 

= K(sl - A + BK)'1 B Y(s) + K(sl - A + BK)'1 BK(sI - A)'1 . 

. {B Y(s) - [L. ! V2]} - K(SI - AY1 {B Y(s) - [Li | W2]} 

= K(sl - A + BKY1 [BK -si + A- BK] (si - A)'1 {B Y(s) -

- [Lx ! T2]} + K(sl - A + BK)'1 B Y(s) 

= K(sl -A + BK)'1 [L. | W2] = Nc^A-^s) 

because of (5.10). 
With the aid of (3.24), (7.9), (7.1), (4.3), (3.19) and (3.17) one can show that the 

denominator matrix (7.8) is given by 

D*c(s) = X(s) + N(s)D^1(s)P(s) 

= X(s) + C(sl -A + BKY1 B[Y(s) + K(sl - A)'1 {B Y(s) - [L. | «F2]}] 

= C(sl - A)'1 [Lx | !Pa] + [o o] - C(sI ~ AY' * m + 

+ C(sl - A + BK)'1 B ^(s) + C(sl - A + BK)'1 BK(sI - A)"1 

. {B Y(s) - [L, | W2]} 

= C(sl - A + BKY1 [BK-sI + A- BK] (si - A)'1 B Y(s) -

144 



- [J-i! ^2]} + [0 0 ] + c ( s / ~A + BK^X B 7(5) 

= C(sI - A + BK)-1 [L, I y j + R j ] = flcOO-T1^) 

which becomes obvious by inspection of (5.9) and (5.11). 
The right hand side of (5.12) constitutes the generalized characteristic polynomial 

of the MIMO control loop. 
Substituting the compensator matrices Nc(s)and Dc(s) in (5.12) by the right hand 

sides of (7.7) and (7.8) one obtains 

N(s)Nc(s) + D(s)D*(s) 

= N(s) [Y(s) - D(»)-5'1W F ( s ) ] + 5 ( s ) [*(s) + M*)- 5 " 1 ^) V(s)] 

= N(s) Y(s) + D(s)X(s) + [D(s)N(s) - N(s) D(s)] 5 - ^ s ) V(s) = D"(s). 

Since Nc(s) = Nc(s)Z_1(s) and Dc(s) = Dc(s)Z_1(s) this becomes 

NidNJLs)!-1® + D(s) D^I-^s) = D(s) 

and by right multiplication with 2T(s) the basic loop equation (5.12) results. • 

8. GENERAL REMARKS 

The above presented results are valid for any observer/compensator order nc 

within the limits 

n ^ nc = n — m (8.1) 

or equivalently 

0 = x = m (8.2) 

and therefore, they contain known results as special cases. The full order case (Hippe 
[5]) is characterized by 

x = 0 , C1 = C, T = 0 = I, 

and vanishing C2 and ?P2, and the minimal order case (Hippe [6]) by 

K = m , C2 = C, v2 = y 

and vanishing Cx and Lj. The state feedback control M = — Kx is independent 
of the observer/compensator order (as long as this order stays within the limits 
defined by (8.1)) and it can be parameterized in the frequency domain by the p x p 
polynomial matrix D(s) which has the following properties 

rc[D(s)] = rc[D(s)] (8.3) 

<5c,[I3(s)] = 5cj[D(s)] , j = 1, 2, ..., p (8.4) 
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where Ee['] is the highest column degree coefficient matrix and dcj\_'_\ is the jth 
column degree. 

These two restrictions reduce the amount of free parameters in B(s) to the minimum 
value pn, which corresponds to the number of free parameters in the state feedback 
matrix K. Of course rc\_D(s)~] is supposed to have full rank, i.e. the denominator 
matrix D(s) in the MFD (3.18) must be column proper. 

The parameterization of the observer of order n — x bases on the matrix Dx(s), 
which is related with the denominator matrix D(s) in the MFD (3.19) by 

0,(S) = I 7 { 0 ( 5 ) [ Y V ° J } <8'5) 
where H[*] denotes taking the polynomial part. 

If Dx(s) is not row proper, i.e. the highest row degree coefficient matrix Er[Dx(s)] 
is singular, it can be made proper by unimodular left operations. These left operations 
then have to be applied to the plant MFD (3.19) also. The observer of order n — x 
is parameterized by D(s) which has the following properties 

Er[D(s)] = Er[D/s)] (8.6) 

«5rj-[D(s)] = <5ry[Dx(s)] , j = 1, 2, ..., m (8.7) 

where Er['] is the highest row degree coefficient matrix and <5rj[*] is the jth row 
degree. The two restriction (8.6) and (8.7) reduce the amount of free parameters 
in D(s) to the minimum number m(n — x), which is also the amount of free para
meters in the time domain design of reduced order observers, provided one only 
uses the x outputs y2 for the reconstruction (3.6) of the plant state x. This, on the 
other hand, implies that p(m — x) compensator transfer functions are strictly proper. 

The polynomial matrices D(s) and D(s) therefore parameterize the observer based 
compensator of order nc = n — x and they contain 

nf = np + m(n — x) (8.8) 

free parameters. In a general compensator of (n — %)th order, a total amount of 

nt = mp + (m + p)(n — x) (8.9) 

free parameters exist. The difference nt — nf = p(m — x) results from the fact, 
that generally the compensator transfer functions only need to be proper. In the 
time domain approach, this corresponds to the case when all m plant outputs y are 
used for the reconstruction of the state x. In the frequency domain approach presented 
herein, these additional degrees of freedom can be exploited by modifying the ap
propriate p(m — x) constant elements in the first (m — x) columns of V(s) or V(s) 
(see Example 3). 

The actual computation of the compensator transfer matrices goes along the 
lines defined in Theorem 6.1 for the left coprime MFD and in Theorem 7.1 for the 
right coprime MFD. Since the left coprime compensator MFD is the one usually 
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used (controller structure) its design shall be shortly summarized. 

i) solve Y(s) N(s) + X(s) D(s) = B(s) 

ii) compute V(5) = H[Y(s) D_1(s)D(s)] 

iii) compute N*(s) = Y(s) - V(s) D'^s) D(s) 

Dc(s) = X(s)+V(s)D-1(s)N(s) 

iv) find Dc(s),Nc(s) and A(s) by prime factorization of 

[N*(s) D*(s)] = A-*(s) [Nc(s) Dc(s)] . 

The parameterizing matrices D(s) or D(s) can either be specified arbitrarily (see 
Examples) or they may be computed from the optimal linear control or the optimal 
linear estimation problems (see (3.26) and (4.27)). 

Thus the DCFs related to arbitrary observer orders can directly be computed in the 
frequency domain. From a (stable) choice of the parameterizing matrices the system 
DCFs (3.23), (3.24), (4.6), (4.7) can directly be computed. The corresponding DCFs 
of the compensator follow from the Theorems 6.1 and 7.1. Thus the DCFs in the sense 
of Nett et al [13] can 

— directly be computed without recurrence to time domain representations 

— be generalized to arbitrary observers for state reconstruction, namely observers 
of order n — x with 0 _S x ^ m. 

Given the DCFs of the compensator the left and right MFDs of the compensator 

are easily computed using standard software (Chang [3]). 

Example 3. We consider again the system used in the Examples 1 and 2. The 
parameterizing matrix for the state feedback was (Example 1) 

ћ ( Ҳ _ Гs2 + 6s + 9 s2 + 6s + 9 1 
[S) ~l 0 53 + 952 + 275 + 27j ' 

Using an observer of fourth order (x = 1), the parameterizing matrix for the observer 
may be chosen as 

K, ^ [~s2 - 85 - 16 - 5 2 - 85 - 16l 
D®-[ 52 + 85 + 16 0 J* 

To determine the left coprime compensator MFD we follow Theorem 6.L The 
linear diophantine equation (6.1), namely 

nil s l + z( s )p
2 + 5 7 6

 3

 s 2 A 3 s * 2 J -
W | _ l 5 + 2J W | _ 5 + 1 53 + 652 + IIS + 6 j 

_ f~s2 + 65 + 9 52 + 65 + 9 1 

~ L 0 s3 + 9s2 + 27s + 27J 

is e.g. solved by [3] 

M _ f 52 + 3 - 5 5 + 2-5 3-55 + 7-5 1 f . _ fo - l l 
Y^s) - l-4s2 - 19-5s - 23-5 - 5 - 5 s - 5 - 5 _ | ' A[S) " |_4 5J * 
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s- + 6-5s + 7 - s - 4 l ,2 

•4s 2 31-5s - 58 4s + ЗOJ 

Now compute 

K(s) = f/[r(s)Z5-'(5)ó(s)] = [ 

and use (6.7) and (6.8) to get 

N*(s)=Y(s)-V(s)D-1(s)D(s) = 

_ r _ 4 s 3 - 42s2 - 144s - 160 8s4 + 118s3 + 636s2 + 1472s + 1216 1 1 
~ _17s3 + 168s2 + 528s + 512 45s4 + 604s3 + 2958s2 + 6192s + 4576J (s + 4)4 

DS(s) = x(s)+V(s)D-1(s)N"(s) = 

•[• 
s4 + 17s3 + 102s2 + 256s + 224 6s2 - 48s - 96 

— r 60s2 - 432s - 832 s4 + 19s3 + 98s2 + 128s - 9бJ ( s + 4) 
1 

By prime factorization one finally obtains 

'-4s - 10 8s2 + 54s + 76 
17s + 32 45s2 + 244s + 286 -VcW - [ 

Dc(s) - [ 

A(s) = [ 

s2 + 9s + 14 - 6 
- s - 52 s2 + l l s - 6 

s- + 8s + 16 0 
0 s2 + 8s + 16 

Obviously the compensator transfer functions related to y\ are strictly proper so 
that p(m — H) = 2 additional degrees of freedom result, if these transfer functions 
are allowed to be simply proper. 

Modifying 
s2 + 6-5s + 7 + a - s - 4 l 

-4s 2 - 31-5s - 58 + 0 4s + 30 
V(s) = 

one obtains 

N*c(s) 

•as - (4 + 13a) s3 - (42 + 62a) s2 - (144 + 128a) s - (160 + 96a) 
[-/3s4 + (17 - 13/3) s3 + (168 - 62/3) s2 + (528 - 128/3) s + (512 - 96/3) | 

(8 - a) s4 + (118 - 15a) s3 + (636 - 80a) s2 + (1472 - 176a) s + (1216 - 128a)~| 
(45-/3) s4 + (604 -15/3) s3 + (2958 - 80/3) s2 + (6192 - 176/3) s + (4576 - 1280)J' 

D*(s) = 

•(s + 4)4 

s4 + 17s3 + (102 + 2a) s2 + (256 + 16a) s + (224 + 32a) 
- s 3 - (60 - 2/3) s2 - (432 - 16/3) s - (832 - 320) 

- ( 6 - 2a) s2 - (48 - 16a) s - (96 - 32a) 1 1 
s4 + 19s3 + (98 + 2/3) s2 + (128 + 16/3) s + (-96 + 320) J ( s + 4)' 
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Choosing a = 8 and /? = 45 a compensator with strictly proper transfer functions 
in the y2 channel results: 

n _ | " -8s2 - 44s - 58 - 2s + 12' 
Nc(sj - |^_45s2 _ 208s - 238 -71s - 74 

M _ [s2 + 9s + 30 10 
°ds) ~ I _ s + 38 s2 + l is + 84 ["-
A(s) = [ s

2 + 8s + 16 0 
0 s2 + 8s + 16 

Obviously the parameters a and /? parameterize the negative feedthrough in the 
j^-channel of the compensator and they constitute two additional degrees of freedom 
to influence closed loop properties. When using Theorem 7.1 instead, an introduction 
of a and /i in the first column of V(s) has the same consequences. 

9. CONCLUSIONS 

Using a new nonminimal representation of reduced order observers in the time 
domain the direct parameterization of such observers in the frequency domain 
has been developed. Consequently, the state feedback as well as the observer problems 
can be formulated in the frequency domain without recurrence to time domain 
parameters. If the equivalent time domain quantities are of interest, they can be 
computed from corresponding linear diophantine equations. 

Also the doubly coprime factorizations of a transfer matrix related to reduced 
order observers can now be computed using either the time or the frequency domain 
representations. 

Starting from the parameterizing polynomial matrices D(s) for the controlled 
plant and D(s) for the observer the computation of the resulting observer based 
compensator has been presented. There are two possible frequency domain descrip
tions for the closed loop, namely the controller/observer structures. They are based 
on a right/left coprime plant and a left/right coprime compensator MFD. Both 
compensator MFDs can be computed by algorithms which simply require the 
solution of one linear diophantine equation. 

When using x plant outputs together with nc = n — x observer states for the 
reconstruction of the plant state x, p(m — x) compensator transfer functions are 
strictly proper. The transfer functions of a general compensator of (n — x)th order 
may only be proper and therefore, p(m — x) additional degrees of freedom exist. 
These additional degrees of freedom can be exploited in the presented design by 
a modification of the appropriate p(m — x) constant elements in the first (m — x) 
columns of the polynomial matrices V(s) or V(s), respectively. 

A simple example was used to demonstrate the proposed design method. 
(Received November 2, 1989.) 
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