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DUALITY IN VECTOR OPTIMIZATION
Part III. Vector Partially Quasiconcave Programming and Vector Fractional Programming

TRAN QUOC CHIEN

In the last part of the tripaper so-called $T_2$-duality concept for a certain class of vector optimization programs is introduced. Further, both the $T_2$-duality theory and the $T_2^*$-duality theory are applied for some classes of vector fractional programming. Finally, for completeness some $T_2$-duality theorems are formulated and proved in the last section.

6. $T_2$-DUALITY IN VECTOR PARTIALLY QUASICONCAVE PROGRAMMING

Let $D$ be a nonempty convex in $\mathbb{R}^n$. A function $f : D \to \mathbb{R}$ is called $r$-quasiconcave ($r \in \mathbb{R}$) on $D$ if the sets

$$\{x \in D \mid f(x) \geq a\}$$

are convex for all $a \geq r$.

Given $F = \{f_1, \ldots, f_q\}$, where $f_k$, $k = 1, \ldots, q$ are functions defined on $D$, we say that $F$ is $r$-quasiconcave, where $r = (r_1, \ldots, r_q) \in \mathbb{R}^q$, if $f_k$ are $r_k$-quasiconcave on $D$ for all $k = 1, \ldots, q$.

**Remark 1.** We see that quasiconcave functions are $-\infty$-quasiconcave. Hence all results in this section remain valid also for quasiconcave programming.

For the further development one will need the following theorem

**Theorem 6.1.** (Separation Theorem.)

Let $\{A_k\}_{k=1}^q$ be a finite family of convex subsets of $\mathbb{R}^n$. Then if $\bigcap_{k=1}^q A_k = \emptyset$ there exist a family of vectors of $\mathbb{R}^n$, not simultaneously equal 0, $\{\lambda_k\}_{k=1}^q$ and a family of real numbers $\{\beta_k\}_{k=1}^q$ such that

(i) $A_k \subseteq \{x \in \mathbb{R}^n \mid \langle \beta_k, x \rangle \leq \lambda_k\}$ $\forall k = 1, \ldots, q$

(ii) $\sum_{k=1}^q \beta_k = 0$ and $\sum_{k=1}^q \lambda_k \leq 0$.
Proof. Consider the sets \( A = A_1 \times A_2 \times \ldots \times A_q \) and \( B = \{(x, x, \ldots, x) \mid x \in \mathbb{R}^n\} \).

We have \( A \cap B = \emptyset \) for \( \cap_{k=1}^q A_k = \emptyset \). Hence, by the known separation theorem of two convex sets, there exists a family of vectors of \( \mathbb{R}^n \), not simultaneously equal 0, \( \{\xi_k\}_{k=1}^q \) such that

\[
\sum_{k=1}^q \langle \xi_k, x \rangle \leq \sum_{k=1}^q \langle \xi_k, x \rangle \quad \forall x \in A_k, k = 1, \ldots, q, \quad \forall x \in \mathbb{R}^n.
\]

From this inequality it follows that \( \sum_{k=1}^q \xi_k = 0 \) and

\[
\lambda_k = \sup_{x \in A_k} \langle \xi_k, x \rangle < +\infty \quad \forall k = 1, \ldots, q.
\]

So the families \( \{\xi_k\}_{k=1}^q \) and \( \{\lambda_k\}_{k=1}^q \) satisfy condition (i), (ii).

Now let \( F = [f_1, \ldots, f_q] \) be \( r \) -quasiconcave on a nonempty convex set \( D \subset \mathbb{R}^n \) where \( r = (r_1, \ldots, r_q) \in \mathbb{R}^q \). Consider the program

(6.1) \quad \text{find } \sup_{x \in D} \{F(x) \mid x \in D\}

which is called a \textit{vector partially quasiconcave program}.

Similarly as in Section 4 of [2], instead of program (6.1), we shall deal with its modified program

(6.2) \quad \text{find } \sup_{x \in D} \{\mu_F(x) = S \}

where

\[
\mu_F(x) = F(x) - R^*_e \quad \forall x \in D.
\]

Denote

(6.3) \quad \mathcal{L} = \{L = (l^1, \ldots, l^q) \mid l^k \in \mathbb{R}, \forall k = 1, \ldots, q, \sum_{k=1}^q l^k = 0 \text{ and } \exists l^j \neq 0\}

\[
A = \{\lambda = (\lambda_1, \ldots, \lambda_q) \in \mathbb{R}^q \mid \sum_{k=1}^q \lambda_k \leq 0\}
\]

and

(6.4) \quad \mathcal{D}^* = \{(L, \lambda) \in \mathcal{L} \times A \mid \exists j \in \{1, \ldots, q\} : D \cap \{x \in \mathbb{R}^n \mid \langle l^j, x \rangle > \lambda_j\} \neq \emptyset\}.

For any \((L, \lambda) \in \mathcal{D}^*\) put

\[
\mathcal{F}_i(l^j, \lambda_j) = \sup_{x \in D} \{f_i(x) \mid x \in D, \langle l^j, x \rangle > \lambda_j\} \quad \forall i = 1, \ldots, q
\]

\[
\Phi(L, \lambda) = [\mathcal{F}_1(l^1, \lambda_1), \ldots, \mathcal{F}_q(l^q, \lambda_q)]
\]

and

(6.5) \quad v_\phi(L, \lambda) = \Phi(L, \lambda) + R^*_e.

The program

(6.6) \quad \text{find } \inf_{(L, \lambda) \in \mathcal{D}^*} \{v_\phi(L, \lambda) \mid v_\phi(L, \lambda) = I\}

is called a \textit{\(T_2\)-dual} for the program (6.1) (or (6.2)).
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Theorem 6.2. (Weak $T_2$-Duality Principle.)

If $f_k$ are lower semicontinuous for all $k = 1, \ldots, q$, then we have

$$\forall x \in D \forall (L, \lambda) \in D^*: F(x) - \Phi(L, \lambda) \notin \text{int} \ R^*_+.\n$$

Proof. Let $x \in D$ and $(L, \lambda) \in D^*$. If $F(x) > \Phi(L, \lambda)$, then

$$x \in \{ z \in R^* \mid \langle \theta, z \rangle \leq \lambda_k \} \quad \forall k = 1, \ldots, q.\n$$

Let $j \in \{1, \ldots, q\}$ be such that (see (6.4))

$$D \cap \{ z \in R^* \mid \langle \theta, z \rangle > \lambda_j \} \neq \emptyset.\n$$

Since $f_j(x) > \theta_j(L, \lambda_j)$ and $f_j$ is lower semicontinuous we have $\langle \theta, x \rangle < \lambda_j$. Hence

$$\sum_{k=1}^q \langle \theta, x \rangle < \sum_{k=1}^q \lambda_k \leq 0$$

which contradicts the property $\sum_{k=1}^q \lambda_k = 0$ for any $L \in \mathcal{L}$.

Further put

(6.7) \[M = \text{Min}^{\ast} \bigcup_{(L, A) \in D^*} v_A(L, \lambda)\]

and

$$R_\ast = \{ r_1, \infty \} \times \ldots \times \{ r_q, \infty \}.\n$$

Theorem 6.3. (Partially Strong $T_2$-Duality Principle.)

Suppose that the relative interior of the set $D$, ri $D$, is nonempty and $f_k$ are lower semicontinuous for all $k = 1, \ldots, q$. Then the following equalities

$$S \cap R_\ast = M \cap R_\ast = I \cap R_\ast$$

hold.

Proof. It suffices to prove the assertion for the case when int $D$ is nonempty since then it can be analogously carried out in the affine hull of $D$ if int $D = \emptyset$. Suppose thus that int $D \neq \emptyset$. We shall prove it in the following steps

(i) \[S \cap R_\ast \subset M: \text{Let } y = (y_1, \ldots, y_q) \in S \cap R_\ast. \text{ Put } A_k = \{ x \in D \mid f_k(x) > y_k \}, \quad k = 1, \ldots, q.\]

Obviously $\bigcap_{k=1}^q A_k = \emptyset$ for the optimality of $y$. By Theorem 6.1 there is $(L, \lambda) \in \mathcal{L} \times \Lambda$ such that

$$A_k = \{ x \in R^* \mid \langle \theta, x \rangle \leq \lambda_k \}, \quad k = 1, \ldots, q.\n$$

If $D = \{ x \in R^* \mid \langle \theta, x \rangle \leq \lambda_k \}, \forall k = 1, \ldots, q$, then for any interior point $x \in D$ we have $\sum_{k=1}^q \langle \theta, x \rangle < \sum_{k=1}^q \lambda_k \leq 0$ which contradicts $\sum_{k=1}^q \lambda_k = 0$. Consequently $(L, \lambda) \in D^*$.

It is easy to see that $\Phi(L, \lambda) \leq y$ or $y \in v_A(L, \lambda)$. From the weak $T_2$-duality principle it follows $y \in M$.  
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(ii) \( I \cap R_c \subset S \): Let \( y \in I \cap R_c \). Then for any \( z \in \mathbb{R}^n \), \( r \leq z < y \) there is an \( x \in D \) such that \( z \leq F(x) \) (otherwise by the same consideration as above we have \( z \in \bigcup_{(L, \lambda) \in D^*} \nu_u(L, \lambda) \) which contradict \( y \in I \)). It means \( y \in \bigcup_{(L, \lambda) \in D^*} \mu(L, \lambda) \), which implies \( y \in S \) in view of the weak \( T_2 \)-duality principle.

The inclusion \( M \cap R_c \subset I \) is obvious. The proof is complete. \( \square \)

**Corollary.** (Partially Direct \( T_2 \)-Duality Theorem.)

If \( x \in D \) is an optimal solution of the primal (6.2) such that \( F(x) \geq r \), then there is an optimal solution \( (L, \lambda) \) of its \( T_2 \)-dual (6.6) such that

\[
F(x) \in \nu_u(L, \lambda).
\]

**Theorem 6.4.** (Partially Converse \( T_2 \)-Duality Theorem.)

Let \( (L, \lambda) \in D^* \) be an optimal solution of the \( T_2 \)-dual (6.6) such that \( \Phi(L, \lambda) > r \). If \( D \) is closed, \( f_k \) are upper semicontinuous for all \( k = 1, \ldots, q \) and there exists \( j \in \{1, \ldots, q\} \) such that the set \( A = \{ x \in D \mid f_j(x) \geq \Phi_j(L, \lambda) \} \) is nonempty and bounded, then there is an optimal solution of the primal (6.2) such that

\[
F(x) \in \nu_u(L, \lambda).
\]

**Proof.** Choose a sequence \( \{y^m\}_{m=1}^\infty \subset \mathbb{R}^q \) such that \( \Phi(L, \lambda) > y^m \geq r \) for all \( m \) and \( y^m_i \in \Phi_i(L, \lambda) \) for all \( k = 1, \ldots, q \). Put

\[
A^m = \{ x \in D \mid f_j(x) \geq y^m_j \}.
\]

From the optimality of \( (L, \lambda) \) it follows that the sets \( A^m = \bigcap_{k=1}^q A^m_k \) are nonempty, closed and convex for all \( m \). In view of Lemma 5.9. in [2] there is an \( m_0 \) such that \( A^m \) are bounded for all \( m \geq m_0 \). Consequently \( A^m \) are bounded for all \( m \geq m_0 \).

Hence \( \bigcap_{m=1}^\infty A^m \neq \emptyset \) and any \( x \in \bigcap_{m=1}^\infty A^m \) is a required optimal solution with \( F(x) \in \nu_u(L, \lambda) \).

The proof is complete. \( \square \)

7. INTRODUCTION TO FRACTIONAL PROGRAMMING

In the literature problems of the type

\[
(7.1) \quad \max \{ f(x) / g(x) \mid x \in S \}
\]

are called fractional programs. Optimization problems of this kind occur if rates of economic or technical terms (for instance cost/time) define the objective function. Many works (at least 400 according to Schaible [3]) have already appeared in this field. One may find a relatively complete survey on fractional programming in Schaible [3]. We shall now develop a duality theory for Vector Fractional Programm-
ing (V. F. P.), which is still less investigated. For the scalar fractional programming there are several approaches to define duals, see [3]—[7], and the most known of them is the transformation method. On the basis of this method one can transform program (7.1), where \( f, g \) are convex and \( S \) is convex, to a concave program and then apply the known duality theory for convex programming. As regards V. F. P. these approaches are not applicable, since it is not generally possible to reduce simultaneously all components of objective functions to concave functions. That is why one should find a new method to develop a duality theory for V. F. P. Here, on the basis of the results achieved in the foregoing parts, we shall give a duality theory for some classes of V. P. F.

Now let \( S \subset \mathbb{R}^n \) be a nonempty set and \( N_k, D_k, k = 1, \ldots, q \), be functions on \( S \) such that \( D_k, k = 1, \ldots, q \), do not vanish on \( S \). Put

\[
Q(x) = \{N_i(x)/D_i(x), \ldots, N_q(x)/D_q(x)\}.
\]

The program

\[
\text{find } \sup\{Q(x) \mid x \in S\}
\]

is called a Vector Fractional Program (V. F. P.)

If \( N_k, D_k, k = 1, \ldots, q \), are affine and \( S \) is a polytope then the program (7.2) is called a Vector Linear Fractional Program (V. L. F. P.)

If \( N_k, D_k, k = 1, \ldots, q \), are quadratic, and \( S \) is a polytope it is called a Vector Quadratic Fractional Program (V. Q. F. P.)

If \( N_k, k = 1, \ldots, q \), are quadratic, \( D_k, k = 1, \ldots, q \), are affine and \( S \) is a polytope it is called a Vector Quadratic-Affine Fractional Program (V. Q. A. F. P.)

If \(-N_k, D_k, k = 1, \ldots, q\), are convex and \( S \) is a convex set it is called a Vector Concave Convex Fractional Program (V. C. C. F. P.)

**Quasiconcavity condition (Q. C. C.):**

\[
D_k \text{ are positive on } S \text{ for all } k = 1, \ldots, q
\]

and

\[
N_k \text{ is nonnegative or } D_k \text{ is affine on } S \forall k = 1, \ldots, q.
\]

**Theorem 7.1.** Under the Q. C. C. the V. C. C. F. P. becomes a quasiconcave program.


We see that the V. C. C. F. P. satisfying the Q. C. C., in particular the V. L. F. P., are vector quasiconcave programs on \( S \). Therefore for such program the \( T_1 \)-duality in Section 4 of [2] is applicable. For V. C. C. F. P. where it is difficult to verify the Q. C. C. it is more convenient to use the \( T_2 \)-duality.

In Section 8 a \( T_1 \)-duality for V. Q. A. F. P. is given and in Section 9 a \( T_2 \)-duality for V. Q. F. P. is developed.
Let $B_k, k = 1, \ldots, q$ be real symmetric negative semidefinite $n \times n$ matrices, $A$ be a real $m \times n$ matrix, $b \in \mathbb{R}^m$, $c_k, d_k \in \mathbb{R}^n$ and $x, \alpha_k \in \mathbb{R}$ for $k = 1, \ldots, q$. Suppose that

$$S_+ = \{x \in \mathbb{R}^n \mid d_k^T x + \beta_k < 0, \forall k = 1, \ldots, q\} \neq \emptyset$$

and put

$$Q(x) = \{(x^T B_1 x + c_1^T x + x_1)(d_1^T x + \beta_1), \ldots, x^T B_q x + c_q^T x + x_q)(d_q^T x + \beta_q)\}.$$

The program

(8.1) find $\sup_{x \in S_+} \{Q(x) \mid x \in S_+, Ax \leq b\}$

is called a Vector Quadratic-Affine Fractional Program (V. Q. A. F. P.)

As usual we will find a dual for the modified program of (8.1)

(8.2) find $\sup_{x \in S_+} \{\mu_d(x) \mid x \in S_+, Ax \leq b\}$

where

$$\mu_d(x) = Q(x) - R^*_+.$$

Using the transformation

(8.3) $u_k = c_k^T x + \alpha_k,$ $v_k = d_k^T x + \beta_k,$ $k = 1, \ldots, q$

one can write program (8.2) in the following equivalent form

(8.4) find $\sup_{x \in S_+} \{\mu_d(x, u, v) \mid x \in S_+, Ax \leq b\}$

where

$$\Omega = \{(x, u, v) \mid x \in \mathbb{R}^n, u \in \mathbb{R}^q, v < 0 : A_k \leq b \& c_k^T x + \alpha_k - u_k = 0 \& d_k^T x + \beta_k - v_k = 0 \forall k = 1, \ldots, q\},$$

$$F(x, u, v) = \{(x^T B_1 x + u_1)(c_1, \ldots, x^T B_q x + u_q)(v_q)\}$$

and

$$\mu_d(x, u, v) = F(x, u, v) - R^*_+.$$

For the program (8.4) we shall apply the approach introduced in Section 4 of [2] to define its $T_1$-dual. Given

$$z \in \mathbb{R}^m,$$ $z \leq 0,$ $\bar{u}_k, \bar{v}_k \in \mathbb{R},$ $k = 1, \ldots, q,$ $\bar{x} \in \mathbb{R}^n,$ $\bar{u}_k, \bar{v}_k \in \mathbb{R},$

we have

(8.5) $r = r(z, \bar{u}, \bar{x}, \bar{v}, \bar{v}) = \sup \{z(Ax - b) + \sum_{k=1}^q \bar{u}_k(c_k^T x + \alpha_k - u_k) + \ldots$
\[ u = (u_1, \ldots, u_q), v = (v_1, \ldots, v_q) \in \mathbb{R}^q, \quad v > 0 \]  

\[ \sup \left\{ \left[ z' \mathbf{A} + x' + \sum_{k=1}^{q} \hat{u}_k c_k' + \sum_{k=1}^{q} \hat{v}_k d_k' \right] x + \sum_{k=1}^{q} (\hat{u}_k - \bar{u}_k) u_k + \sum_{k=1}^{q} \left( \hat{v}_k - \bar{v}_k \right) v_k + \sum_{k=1}^{q} \hat{v}_k a_k + \sum_{k=1}^{q} \hat{v}_k b_k \right\} x \in \mathbb{R}^n, \quad u, v \in \mathbb{R}^q, \quad v < 0 \]  

\[ = \begin{cases} 
- z' b + \sum_{k=1}^{q} \hat{u}_k a_k + \sum_{k=1}^{q} \hat{v}_k b_k & \text{if } z' \mathbf{A} + x' + \sum_{k=1}^{q} \hat{u}_k c_k' + \sum_{k=1}^{q} \hat{v}_k d_k' = 0 \\
\hat{u}_k = \bar{u}_k, \ \hat{v}_k = \bar{v}_k, \quad k = 1, \ldots, q \\
+ \infty & \text{otherwise}
\end{cases} \]

Having denoted
\[ v(H_{s, b, x, s, c}) = \{ y \in \mathbb{R}^q \mid \forall x \in \mathbb{R}^n, u, v \in \mathbb{R}^q, v > 0 : x'x + \sum_{k=1}^{q} \hat{u}_k u_k + \sum_{k=1}^{q} \hat{v}_k v_k \} \]

it is easy to verify that
\[ v(H_{s, b, x, s, c}) = v(H_{s, b, x, s, c}) \quad \forall \bar{v} \leq \bar{v}. \]

Then according to Section 4 of [2] the \( T_1 \)-dual of program (8.4) is the following program
(8.6)
\[ \inf_{H_{s, b, x, s, c}, u_p} v(H_{s, b, x, s, c}) = I \]

where
\[ P_0 = \{ H_{s, b, x, s, c} \mid v(H_{s, b, x, s, c}) \neq 0 \} \]

Further, in view of the Remark 1 of Lemma 1.4 in [1] and Lemma 4.3 in [2] we have
\[ I = \inf_{H_{s, b, x, s, c}, u_p} v(H_{s, b, x, s, c}) = \inf_{H_{s, b, x, s, c}, u_p} \inf_{H_{s, b, x, s, c}, u_p} v(H_{s, b, x, s, c}) = \inf_{L(z, \bar{u}, \bar{v}, \bar{x})} v(H_{s, b, x, s, c}) \]

where
(8.8)
\[ \mathcal{L} = \{(z, \bar{u}, \bar{v}, \bar{x}) \in \mathbb{R}^n \times \mathbb{R}^q \times \mathbb{R}^q \times \mathbb{R}^q \mid z \leq 0, z' \mathbf{A} + x' + \sum_{k=1}^{q} \hat{u}_k c_k' + \sum_{k=1}^{q} \hat{v}_k d_k' = 0 \} \]

and
\[ \sup_{v > 0} \left\{ F(x, u, v) \mid v > 0, x'x + \bar{u}u + \bar{v}v \leq r \right\} = 0 \]

\[ r = r(z, \bar{u}, \bar{v}, \bar{x}) = - z' b + \sum_{k=1}^{q} \hat{u}_k a_k + \sum_{k=1}^{q} \hat{v}_k b_k \]
and

\[(8.9) \quad L(z, \bar{u}, \bar{v}, \bar{x}) = \sup_{w(x, u, v, w, u, v, x) + 0} \bigcup_{w(x, u, v, w, u, v, x) + 0} \mu_f(x, u, v) .\]

**Lemma 8.1.** Let \( \bar{x} \in R^n \), \( u, v \in R^q \) and \( r \in R \), if

\[(8.10) \quad \sup_{w(x, u, v)} \{F(x, u, v) \mid x \in R^n, u, v \in R^q, v > 0 : \bar{x}'x + u'u + v'v \leq r \} \neq 0 \]

then \( u \geq 0 \).

**Proof.** Let \((\bar{x}^0, \bar{u}^0, \bar{v}^0)\) be an arbitrary feasible solution of (8.10). If \( u = 0 \) or there is an index \( j \in \{1, \ldots, q\} \) such that \( u_j < 0 \), one can choose a sequence \( \{u^i\}_{i=1}^\infty \) such that

\[u^i \to \infty \quad \text{for} \quad i \to \infty \quad \text{and} \quad \forall k = 1, \ldots, q \]

and

\[\bar{x}'x^0 + \bar{u}'u^i + \bar{v}'v^i \leq r . \]

Then we obtain \( F(\bar{x}^0, \bar{u}^i, \bar{v}^0) \to \infty \) for \( i \to \infty \) which contradicts with (8.10). \( \square \)

Now from the nonnegativity of the vector \( u \) we see that \( L' \) and \( L(z, \bar{u}, \bar{v}, \bar{x}) \) remain unchanged if in (8.8) and (8.9) instead of the inequality sign we replace the equality one. So we have

\[(8.11) \quad L' = \{(z, \bar{u}, \bar{v}, \bar{x}) \in R^n \times R^q \times R^q \times R^n \mid z \leq 0, \quad \bar{x}'A + \bar{u}' + \]

\[\sum_{k=1}^q \sum_{k=1}^q \bar{u}_k c'_k + \sum_{k=1}^q \bar{v}_k d'_k = 0 \&
\]

\[\sup_{w(x, u, v)} \{F(x, u, v) \mid x \in R^n, u, v \in R^q, v > 0 : \bar{x}'x + \bar{u}'u + \bar{v}'v = r \} \neq 0 \]

and

\[(8.12) \quad L(z, \bar{u}, \bar{v}, \bar{x}) = \sup_{w(x, u, v, w, u, v, x) + 0} \bigcup_{w(x, u, v, w, u, v, x) + 0} \mu_f(x, u, v) .\]

Summarizing the foregoing results we obtain

**Theorem 8.1.** The program

\[(8.13) \quad \text{find} \quad \inf_{z, \bar{u}, \bar{v}, \bar{x}} \bigcup_{z, \bar{u}, \bar{v}, \bar{x}} L(z, \bar{u}, \bar{v}, \bar{x}) = I \]

where \( L' \) and \( L(z, \bar{u}, \bar{v}, \bar{x}) \) are defined in (8.11) and (8.12) is the \( T \)-dual of the program (8.2). If the primal (8.2) is feasible then the strong duality principle holds, i.e. \( S = I \).

Now we shall show that our \( T \)-dual is a generalization of the scalar one, given by Schaeble in [5]. Consider thus the program

\[(8.14) \quad \text{find} \quad \sup_{x \in R^n} \{Q(x) = x'Bx + c'x + a \mid d'x + \beta \leq b \} \]

where \( B \) is a symmetric, negative semidefinite \( n \times n \) matrix, \( A \) is a real \( m \times n \) matrix, \( c, d \in R^n \), \( \alpha, \beta \in R \) and \( S_0 = \{x \in R^n \mid d'x + \beta_0 > 0 \} \neq 0 \).
According to (8.11) and (8.12) we have

\begin{align}
8.15 \quad & \mathcal{Z} = \{(z, u, v, x) \in \mathbb{R}^n \times R \times R \times R^n \mid z \leq 0, z' A + \bar{x}' c + \bar{e} d' = 0 & \& \text{sup } \{ F(x, u, v) = (x'Bx + u) \mid x \in \mathbb{R}^n, u, v \in R, v > 0, \bar{x}' x + \bar{u} u + \\
& + \bar{e} v = r = -z' b + \bar{u} x + \bar{e} f' \} \in \{-\infty, +\infty\}\}
\end{align}

and

\begin{align}
8.16 \quad & L(z, \bar{u}, \bar{v}, \bar{x}) = \sup \{ F(x, u, v) \mid x \in \mathbb{R}^n, u, v \in R, v < 0, \bar{x}' x + \bar{u} u + \bar{e} v = r \}.
\end{align}

It is easy to check that in the scalar case the \( T_d \)-dual (8.13) remains unchanged if we assume the additional condition \( \bar{u} = 1 \) (see Lemma 8.1). Consider now the problem

\begin{align}
8.17 \quad & L(z, \bar{v}, \bar{x}) = \sup \{ (x'Bx + u) \mid x \in \mathbb{R}^n, u, v \in R, v > 0, \bar{x}' x + \bar{u} u + \bar{e} v = r \}.
\end{align}

Having replaced \( u = r - \bar{x}' x - \bar{e} v \) in \( F(x, u, v) \) we obtain

\begin{align}
8.18 \quad & L(z, \bar{v}, \bar{x}) = \sup \{ x'Bx + u \mid x \in \mathbb{R}^n, u, v \in R, v > 0 \} = \\
& = \sup \{ r - \bar{x}' x + x'Bx \mid x \in \mathbb{R}^n, v \in R, v > 0 \} - \bar{e} = \\
& = \begin{cases} 
-\bar{e} & \text{if } r \leq \inf_{x \in \mathbb{R}^n} \{ \bar{x}' x - x'Bx \} \\
+\infty & \text{otherwise}
\end{cases}
\end{align}

Put \( \mathcal{B} = \{ 2w \mid w \in \mathbb{R}^n \} \). If \( x \notin \mathcal{B} \) then \( x \) can be expressed as follows

\begin{align}
\bar{x} = x^1 + x^2, \quad x^1 \in \mathcal{B}, \quad x^2 \perp \mathcal{B}, \quad x^2 \neq 0.
\end{align}

We have then

\begin{align}
\bar{x}' (tx^2) - (tx^2)' B (tx^2) \rightarrow -\infty \quad \text{for } t \rightarrow -\infty.
\end{align}

If \( x = 2Bw \) for some \( w \in \mathbb{R}^n \) then, for the negative semidefiniteness,

\begin{align}
\bar{x}' x - x'Bx = 2w'Bx - x'Bx \geq w'Bw
\end{align}

and the equality is attained when \( x = w \).

From (8.18) and the above consideration we obtain

\begin{align}
8.19 \quad & L(z, v, x) = -\bar{e} \Leftrightarrow \exists w \in \mathbb{R}^n, \bar{x} = 2Bw \& r \leq w'Bw.
\end{align}

Finally, in view of (8.13), (8.15), (8.16), (8.18) and (8.19) the \( T_d \)-dual of the program (8.14) can be formulated as following

\begin{align}
8.20 \quad & \text{find } \inf -\lambda \\
& \text{subject to } z' A + 2w'B + c' + \lambda d' = 0 \\
& -z' b + x + \lambda \beta \leq w'Bw \\
& z \in \mathbb{R}^n, \quad z \leq 0, \quad w \in \mathbb{R}^n, \quad \lambda \in \mathbb{R}.
\end{align}

Remark. If \( B = 0 \) for all \( k = 1, \ldots, q \) the program (8.1) becomes a Vector Linear
Fractional Program (V. L. F. P.), the $T_j$-dual of which will be as following

\begin{equation}
\text{find } \inf w \left\{ L(z, u, v) = \sum_{(z, u, v) \in F} \right\}
\end{equation}

where

\begin{equation}
\mathcal{F} = \{(z, u, v) \in \mathbb{R}^m \times \mathbb{R}^p \times \mathbb{R}^q \mid z \leq 0, \ z'A + \sum_{k=1}^q \bar{u}_k c_k + \sum_{k=1}^q \bar{v}_k d_k = 0 & \\
& \text{Sup} \{ F(u, v) \mid u, v \in \mathbb{R}^p, v > 0, \bar{u}u + \bar{v}v = r \} = \emptyset \}
\end{equation}

\begin{align*}
F(u, v) &= \{ u_1, v_1, \ldots, u_q, v_q \} \\
r &= r(z, u, v) = -z'b + \sum_{k=1}^q \bar{u}_k a_k + \sum_{k=1}^q \bar{v}_k b_k
\end{align*}

\begin{equation}
L(z, u, v) = \text{Sup} \{ \bigcup_{u, v \in \mathbb{R}^p, v > 0} F(u, v) - R^q \}
\end{equation}

The scalar linear fractional program

\begin{equation}
\text{find } \sup \{ c'x + \alpha \} \mid d'x + \beta < 0, A x \leq b \}
\end{equation}

is a particular case of program (8.14), where $B = 0$. Consequently according to (8.20) it has the following dual

\begin{equation}
\inf -\lambda \\
\text{subject to } z'A + c' + \lambda d' = 0 \\
- z'b + x + \lambda \beta \leq 0 \\
z \in \mathbb{R}^m, \ z \leq 0, \ \lambda \in \mathbb{R}
\end{equation}

9. $T_j$-DUALITY IN VECTOR QUADRATIC FRACTIONAL PROGRAMMING

In this section we assume that $C_k, D_k, k = 1, \ldots, q$, are real symmetric $n \times n$ matrices, negative, positive semidefinite respectively, $c_k, d_k \in \mathbb{R}^n$ and $a_k, b_k \in \mathbb{R}$, $k = 1, \ldots, q$. Consider the program

\begin{equation}
\text{find } \sup \{ Q(x) \mid x \in \mathcal{D} \}
\end{equation}

where

\begin{equation}
Q(x) = \left\{ (x'C_k x + c_k x + a_k)(x'D_k x + d_k x + b_k) \right\}_{k=1}^q
\end{equation}

and $\mathcal{D}$ is a nonempty convex set of $\mathbb{R}^n$ on which the denominators $x'D_k x + d_k x + b_k$ are positive for all $k = 1, \ldots, q$.

The function

\begin{equation}
g_k(x) = (x'C_k x + c_k x + a_k)(x'D_k x + d_k x + b_k)
\end{equation}

is $0$-quasiconcave, resp. $-\infty$-quasiconcave, if $D_k + 0$, resp. $D_k = 0$, so that for this
program one can apply the $T_2$-duality theory introduced in Section 6. Put

$$\mathcal{L} = \{ L = (l^1, \ldots, l^q) \mid l^k \in \mathbb{R}^n, k = 1, \ldots, q, \sum_{k=1}^q l^k = 0, 3j \in \{1, \ldots, q\} : l^j \neq 0 \}$$

$$A = \{ (\lambda_1, \ldots, \lambda_q) = \lambda \in \mathbb{R}^q \mid \sum_{k=1}^q \lambda_k \leq 0 \}$$

$$\mathcal{D}^* = \{ (L, \lambda) \in \mathcal{L} \times A \mid \exists j \in \{1, \ldots, q\} : \mathcal{D} \cap \{ x \in \mathbb{R}^n \mid \langle l^j, x \rangle > 0 \} \neq \emptyset \}$$

and

$$\mathcal{S}_i(t^i, \lambda_i) = \sup \{ (x'c_i x + c_i' x + a_i)(x'd_i x + d_i' x + \beta_i) \mid x \in \mathcal{D}, \langle l^i, x \rangle > \lambda_i \}$$

Then a $T_2$-dual of program (9.1), or more exact, of its modified program, is

$$\text{find Inf. } \bigcup_{(L, \lambda) \in \mathcal{D}^*} v_\Phi(L, \lambda) = I$$

where

$$v_\Phi(L, \lambda) = \Phi(L, \lambda) + R^*_t$$

As a consequence of Theorem 6.3 we have

**Theorem 9.1.** If $\mathcal{D} \neq 0$, then

$$S = \sup_{x \in \mathcal{D}} (Q(x) - R^1_t)$$

$$M = \min_{(L, \lambda) \in \mathcal{D}^*} v_\Phi(L, \lambda)$$

and

$$r = (r_1, \ldots, r_q) \quad \text{with} \quad r_k = \begin{cases} 0 & \text{if } D_k \neq 0 \\ -\infty & \text{if } D_k = 0 \end{cases}$$

Now applying our approach we derive the results obtained by Schaible in [4] for the scalar quadratic fractional programming. Consider the following program

$$\text{find } \sup_{x \in S} Q(x) = (x'Cx + c'x + a)(x'Dx + d'x + \beta)$$

$$S = \{ x \in \mathbb{R}^n \mid Ax \leq b \}$$

where $S_+ \subset \mathbb{R}^n$ is a nonempty, open and convex set on which the denominator of $Q(x)$ is positive, $C, D$ are real symmetric $n \times n$ matrices, negative and positive semidefinite respectively, $c, d \in \mathbb{R}^n$, $b \in \mathbb{R}^m$, $\alpha, \beta \in \mathbb{R}$ and $A$ is an $m \times n$ matrix.

Suppose

$$-\infty < \bar{q} = \sup_{x \in S} Q(x) < +\infty$$
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For any $A \in \mathbb{R}$ we have

\begin{equation}
\lambda \geq \bar{q} \iff \sup_{x \in S} \left[ Q(x) - \lambda \right] \leq 0 \\
\iff \sup_{x \in S} \left[ x'(C - \lambda D)x + (c - \lambda d)'x + \alpha - \lambda \beta \right] \leq 0
\end{equation}

**Lemma 9.1.** If

\begin{equation}
\{ x \in \mathbb{R}^n \mid Ax \leq b \} \subset S,
\end{equation}

then $\lambda \geq \bar{q}$ if and only if there is $z \in S^+, u \in \mathbb{R}^n$ such that

\begin{align*}
-2(C - \lambda D)z + A'u - (c - \lambda d) &= 0 \\
z'(C - \lambda D)z + b'u - (\alpha - \lambda \beta) &= 0
\end{align*}

**Proof.** Since $S$ is a polytope the supremum

\begin{equation}
\sup_{x \in S} \left[ x'(C - \lambda D)x + (c - \lambda d)'x \right]
\end{equation}

is attained (see [8] Theorem 23, 13, 3, page 217), say at $z \in S$. According to [8] Chapter 8 $z$ is an optimal solution of (9.7) if and only if there is $u \in \mathbb{R}^n$ such that

\begin{align*}
-2(C - \lambda D)z + A'u - (c - \lambda d) &= 0 \\
u'(Az - b) &= 0.
\end{align*}

Consequently we have

\begin{align*}
\sup_{x \in S} \left[ x'(C - \lambda D)x + (c - \lambda d)'x + \alpha - \lambda \beta \right] &= z'(C - \lambda D)z + \\
+ (c - \lambda d)'z + \alpha - \lambda \beta &= z'(C - \lambda D)z + z'[-2(C - \lambda D)z + A]'u + \\
+ \alpha - \lambda \beta &= -z'(C - \lambda D)z + b'u + \alpha - \lambda \beta
\end{align*}

Hence in view of (9.5) we obtain the assertion of the lemma. \qed

On the basis of Lemma 9.1 one can formulate a dual of program (9.3) as following

\begin{equation}
\text{find } \inf \lambda
\end{equation}

\begin{align*}
\text{subject to } & -2(C - \lambda D)z + A'u - (c - \lambda d) = 0 \\
z'(C - \lambda D)z - b'u - (\alpha - \lambda \beta) & \geq 0 \\
z \in S^+, u \in \mathbb{R}^n, \lambda \in \mathbb{R} \\
(\lambda \geq 0 \text{ if } D \neq 0)
\end{align*}

For this dual we have $\bar{q} = \inf \lambda$. 
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10. APPENDIX: SOME Tt-DUALITY THEOREMS

In the appendix, for completeness, we formulate and prove some Tt-duality theorems for quasiconcave programming.

Theorem 10.1. (Direct Tt-Duality Theorem.)

Given a vector quasiconcave program with affine constraints (I) and its Tt-dual (I*), defined in Section 2 of [2], assume that the set

\[ P = \{(z, w) \in Z \times W \mid \exists x \in D : z = G(x), w = F_i(x)\} \]

is a polytope. Then if \( \bar{x} \) is an optimal solution of the primal (I), there is an optimal solution \((\bar{z}, \bar{w})\) of the Tt-dual such that

\[ F(\bar{x}) \in L(\bar{z}, \bar{w}) \]

Proof. Let \( \bar{x} \) be an optimal solution of the primal (I). It means that the set \( P \) does not meet the set

\[ N = \{(z, w) \in Z \times W \mid z = 0, F_2(w) > F(\bar{x})\} \]

By Theorem 3.3 of [2] there exists an \( H \in P^* \) such that

\[ P \subseteq H \land H \cap N = \emptyset \]

or equivalently

\[ H \in Q^*_\gamma \forall y < F(\bar{x}) \]

By definition there is a \((\bar{z}, \bar{w})\) such that

\[ H = H_{i^*, \lambda^*, r(\bar{z}, \bar{w})} \]

It is evident that \( F(x) \in L(\bar{z}, \bar{w}) \). The proof is complete.

Remark 1. This direct Tt-duality theorem does not generally hold if the constraints are not affine. Consider the example (5.26) of [2].

If \((a, b) \in \Gamma \setminus I_0\) then \((a, b)\) is obviously an optimal solution of the primal (5.26), but there is no \( n \) and \((z, w) \in \mathcal{L}_n\) such that

\[ \begin{pmatrix} a_2 \\ b_3 \end{pmatrix} \in L(z, w^*) \]

Theorem 10.2. (Converse Tt-Duality Theorem.)

Suppose that in the program (I) of Section 4 of [2] the operators \( F_2 \) and \( G \) are continuous, \( \dim W < +\infty \), \( P \) is a polytope and the set \( F_1 \) is closed. Let \((\bar{z}, \bar{w})\) be an optimal solution of the Tt-dual (I*). Then if the set

\[ M = \{w \in F_1(D) \mid \langle \bar{w}, w \rangle \leq r(\bar{z}, \bar{w}) \land F_2(w) \in L(\bar{z}, \bar{w}) \cap I_\lambda\} \]

is nonempty and bounded, there exists an optimal solution \( \bar{x} \) of the primal (I) such that

\[ F(\bar{x}) \in L(\bar{z}, \bar{w}) \]
Proof. Let \((\bar{z}^*, \bar{w}^*)\) be an optimal solution of the dual \((I^*)\). We remind that

\[
L(\bar{z}^*, \bar{w}^*) = \sup \{ \mu_{\lambda}(w) \mid w \in F_1(D), \langle \bar{w}^*, w \rangle \leq r(\bar{z}^*, \bar{w}^*) \}.
\]

Choose an arbitrary \(w_0 \in M\) and a sequence \(\{y_n\}_{n=1}^{\infty} \subset Y\) such that

\[
y_n < y = F_2(w_0) \quad \forall n \quad \text{and} \quad y_n \uparrow y.
\]

Put

\[
M_n = \{ w \in F_1(D) \mid \langle \bar{w}^*, w \rangle \leq r(\bar{z}^*, \bar{w}^*) \text{ and } F_2(w) \geq y_n \}
\]

we have \(M_n \subset M_{n+1} \forall n\) and

\[
0 \not\subset \bigcap_{n=1}^{\infty} M_n = \{ w \in F_1(D) \mid \langle \bar{w}^*, w \rangle \leq r(\bar{z}^*, \bar{w}^*) \text{ and } F_2(w) \geq y \} \subset M.
\]

Hence in view of the first part of the proof of Lemma 5.9 in [2] there is an integer \(N\) such that \(M_n\) are bounded for all \(n \geq N\). Since \(y \in \sup_{x \in D, G(x) = 0} \mu_{\lambda}(x)\) (see Theorem 4.1 of [2]) we have

\[
\forall n \quad \exists x_n \in D, G(x_n) = 0 \& F(x_n) \geq y_n.
\]

Put \(w_n = F_1(x_n) \in M_n\). Then in view of the boundedness of \(M_n\) for all \(n \geq N\) and the closedness of \(F_1(D)\) there exists an \(x \in D\) such that \(G(x) = 0\) and \(F_1(x) = \lim_{n \to \infty} w_n\). It is evident that \(F(x) \geq y\) and hence \(F(x) \in L(\bar{z}^*, \bar{w}^*)\). The proof is complete. \(\square\)

**Remark.** The assumption that the set \(M\) is nonempty and bounded cannot be skipped. Consider the following example

\[
\sup \{ -x_2/x_1 \mid x_1 < 0, x_2 \in \mathbb{R} : x_1 < 1, x_2 \geq 1 \} = 0.
\]

Since it is a linear fractional program, one can apply the result of Section 8 and obtain the following dual

\[
\begin{align*}
\text{find} \quad & \inf -\lambda \\
\text{subject to} \quad & -z_1 + \lambda = 0 \\
& -z_2 - 1 = 0 \\
& z_1 + z_2 \leq 0 \\
& z_1 \leq 0, z_2 \leq 0
\end{align*}
\]

which is reduced to

\[
\begin{align*}
\text{inf -} \lambda & = 0 \\
\lambda & \leq 1. \quad \lambda \leq 0,
\end{align*}
\]

We see that \(\lambda = 0\) is the optimal solution of the dual, but the primal has no optimal solution. In this case the corresponding set \(M\) is not bounded.
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