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KYBERNETIKA- VOLUME 23 (1987), NUMBER 1 

ON NUMERICAL SOLUTION OF OPTIMAL CONTROL 
PROBLEMS WITH NONSMOOTH OBJECTIVES: 
APPLICATION TO ECONOMIC MODELS 

JIRi V. OUTRATA 

The possibility to use bundle methods for the numerical solution of optimal control problems 
with nonsmooth locally Lipschitz objectives is investigated. Conditions are specified, under 
which elements of the generalized gradients of Clarke can be easily computed via an appropriate 
adjoint equation. The approach is applied to some economic models. 

1. INTRODUCTION 

Optimal control problems with nonsmooth objectives appear frequently in many 
practical situations, see e.g. [2] or [9]. For such problems the necessary optimality 
conditions in form of an appropriate maximum principle have been derived by 
Clarice [1], allowing even the system dynamics to be nonsmooth. Sufficient optimality 
conditions for a certain class of such problems can be found in [4]. Existing numeri­
cal methods enable us to solve problems of this kind numerically; however, we face 
a lot of technical difficulties in this context. In this paper we study one of these 
obstacles in connection with so called bundle methods, cf. [13]. It contains a gener­
alization of the results from [9], where also the same problem has been attacked. 

We consider the following general model: 

J(x, u) -»inf 

(0) subj. to 
A(x, u) = 0 

ueco, 

where xeX and u e U are the state and control variable, respectively. 

We assume that 

(i) the optimality criterion J[X x U -» W] is locally Lipschitz over X x U; 

(ii) the operator A\X x U -> X~\ is continuously Frechet differentiable over X x U, 
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the system equation A(x, u) = 0 defines a unique implicit function x = ji(u) 
and the operator n[U -*• X\ is continuously Frechet differentiable over U. 

The problem (3P) may be rewritten into the mathematical programming form 

$(u) = J(n(u), u) -»• inf 

(Jt0>) subj. to 
u e co . 

Assuming that the structure of the set of feasible controls co is sufficiently simple 
(e.g. merely upper and lower bounds), a bundle method of the type derived in [6] 
may be used for the numerical solution of (JtSP) provided we are able to compute 
for any u e co at least one element of d<P(u) — the generalized gradient of Clarke 
of $ at u. However, this operation may be generally very complicated and it is 
necessary that it does not spend too much computational time — otherwise it is 
useless. In the papers [8] and [9] two different ways are proposed how to tackle 
this question. In this paper we continue in the direction of [9] and substantionally 
generalize the appropriate results (Sect. 3). Section 4 illustrates the proposed appro­
ach on two economic models. The first one was taken from [3] and concerns the 
employment and wage policies of a monopolistic firm, the second is a generalized 
production-inventory model of the type discussed in [4]. As we have no meaningful 
economic data, we could not perform any numerical experiments; however, the 
approach has been successfully tested on another practical problems cf. [7]. 

In both economic models in Section 4 we face also inequality state-space con­
straints of the form 

(1.1) -q(x)eD<=Z, 

where Z is a Banach space (termed usually the constraint space), D is a closed 
convex cone with the vertex at the origin and q is a locally Lipschitz map [X -*• Z~\, 
We will augment these constraints into the objective by means of exact penalties 
of the form 

(1.2) P(x) = rdistz(-q(x),D), 

where r > 0 is so called penalty parameter. The augmented problem is for a suffi­
ciently large r equivalent to the original one under some very mild assumptions, cf. 
[5] for the complete explanation. Henceforth, the augmented cost will be denoted 
by 0, i.e. 

(1.3) 0(u) = 4>(u) + P o n(u). 

We refer to [2] for the definition and the basic properties of the generalized 
gradient of Clarke as well as for the concept of regularity. A brief review about 
generalized gradients may also be found e.g. in [4]. Some basic calculus rules, the 
definition of partial generalized gradients and some auxiliary results needed in Section 
3 are collected for convenience in the next section. 

We employ the standard notation in nondifferentiable optimization (f',f°, df) 
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as used in the papers by Clarke. VsF(x), VF(x) is the strict, Frechet derivative of 
the function F at x, respectively, D* is the positive polar cone to a cone D, (x)D 

denotes the projection of x onto D, (X)+ = max {0, X} for X e R and |-|„ is (any) 
norm in R". For X being a normed space Bx(a) = {x e X\ \\x — a\ ^ e}; if X = R" 
we write simply Bc„(a). For xeX, Q <= X distx (x, Q) = inf |[a - x||. 

aeSl 

2. CALCULUS OF GENERALIZED GRADIENTS 

Let Y and V be two Banach spaces. In what follows we will extensively exploit 
the following basic propositions of the calculus of generalized gradients: 

Proposition 2.1. Let functions f,fu . . . , /„ [V-* R~\ be Lipschitz near v0eV and 

X be any scalar. Then, 

(2A) d(Xf)(v0) = X8f(v0), 

(2.2) d(ift)(v0)<=idft(v0). 
i = i ; = i 

Equality holds in (2.2) if either all but at most one of the functions / are strictly, 

differentiable at v0, or each /• is regular at v0 (in which case the sum is also regular). 
Proposition 2.2. Let F be a map from Y to V which is strictly differentiable at y0. 

Assume that the function g[V-*• R~\ is Lipschitz near F(y0). Then, for / = g ° F 
one has 

(2.3) df(y0) c (VsF(yo)Y dg(F(y0)). 

Equality holds in (2.3) if either g is regular at F(y0) (in which case / i s regular at y0) 
or — g is regular at F();

0) or F maps every neighbourhood of y0 to a set which is 
dense in a neighbourhood of F(y0). 

Proposition 2.3. Let function / i , / 2 , •••,/„ [V-+ R~] be Lipschitz near v0. Then 
for / = max fx 

1=1,2 n 

(2.4) df(v0) c co {8ft(v0) | i e I(v0)} , 

where I(v) = {i e {1, 2 , . . . , n} \f(v) = /,(»)} . 
Equality holds in (2.4) i f / is regular at v0 for each i el(v0) and then a l so / i s regular 
at v0. 

Proposition 2.4. Let / [ [ 0 , 1] x Rm ->• « ] and 

(2.5) G(v)=jj(t,v(t)) df 

be an integral functional defined over Lx[0, 1, Rm~\. We suppose that 
(i) G is (finitely) defined at a function v0 e Lm[0,1, Hm]; 

(ii) there exists e > 0 and a function k e Lt[0, 1] such that for a.e. t e [0, 1] 

56 



and for all vuv2e v0(t) + Bm(0) 

(2.6) \f(t, v,) - f(t, v2)\ g k(t) |i>, - v2\,„; 

(iii) the mapping 1i-» f(t, v) is measurable for each v e Um. 

Then G is Lipschitz in a neighbourhood of v0 and one has 

(2.7) dG(v0) c f 3/,(t>o(0) df, 

where 3/f(y0(i)) is the generalized gradient of the function v H->/(r, w) at v0(t). More­
over, if/(f, •) is regular at v0(t) for each te [0, 1], then G is regular at t;0 and equality 
holds in (2.7) 

The proof of all preceding propositions may be found in [2]. 
If we compute points of generalized gradients of functions defined over the Carthe-

sian product Vt x V2 x ... x V„ of Banach spaces Vt,i = 1, 2, ...,n, we may 
often utilize the concept of partial generalized gradients. So, let f\Vt x V2 x . . . 
... V„ ->• W] be Lipschitz near (vu v2, ..., v„). For i = 1, 2 , . . . , n we introduce the 
partial generalized gradients dv.f(vu v2,... vn) as the generalized gradients of the 
functions vi\-^-f(vu ..., vt-u v{, vi+1, ..., u„) at points v{. 

The computation of points belonging to partial generalized gradients is usually 
easier than those of df; hence it is convenient for our purposes if for all (vu v2, ... 
...,v„)e V! x V2 x . . . x V„ 

(2.8) X dj(vu v2,..., v,) c 8f(vu v2,..., v„) . 
i = l 

Besides the trivial situation f(vu v2,..., vn) = <p(vu v2,..., v„) + X/.(t>.) with (p 
1 = 1 

continuously Frechet differentiable over Vt x V2 x . . . V„ in which inclusion (2.8) 
holds as an equality, an inclusion of the type (2.8) holds still e.g. in the following cases: 

Proposition 2.5. L e t / [ Y x V-> W] be Lipschitz near (y0, v0). Then 

(2.9) 8yf(y0, v0) x dj(y0, v0) = df(y0, v0) 

provided any of the following conditions holds: 
(i) / i s continuously Frechet differentiable with respect to y on some neighbourhood 

(9 of (y0, v0) and the derivative Vyf(y, v) is continuous on 6; 
(ii) / = f1(y)f2(v) and functions fi\Y-* M], f2\V-> Ff\ are at y0, v0 regular and 

nonnegative, respectively (then / is regular at (y0, v0) and Incl. (2.9) holds 
as an equality); 

(iii) / = fi.(y)lf2(v), / i [Y -> fi] is at y0 regular and nonnegative and f2\V-* R~\ 
is at v0 regular and negative (then / is regular at (y0, v0) and Incl. (2.9) holds 
as an equality). 

Proof. The proof of item (i) may be found in [8]. Items (ii) and (iii) may be 
easily proved in the same way as Props. 2.3.13, 2.3.14 in [2]. rj 
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We conclude this section with two auxiliary lemmas needed in Section 4. In these 
lemmas functions gu g2[R ~* R_\ are continuously differentiable. 

Lemma 2.6. Let f[R2 -» R] be given by 

f(vu v2) = 0! max {fl".(o.), g2(v2)} . 

Then, / is locally Lipschitz over R2, regular over stf = {(vu v2) e R2 \ vt = 0} and 
at any couple (o., o2) e si, £ e df(vu v2) provided 

C = (flfi(oi) + o. Vg_(v_), 0) if gAv^ > g2(v2) 

£ - (ff2(»2), »i V«2(»2)) if gr.K) < g2(v2) 

I e co {(ai(oi) + o. Va^o.), 0), (gt(v_), v_ Vg2(v2))} if S l(o.) = a2(o2) . 

Proof. The local Lipschitz continuity of / i s evident. We prove now that the locally 
Lipschitz function E[R3 -* ff] given by 

S(x1; x2, x3) = Xj max {x2, x3} 

is regular whenever Xl _ 0. Directly by definition in R" (cf. Thm. 2.5A in [2]) 

Jx2, xu 0) if x2 > x3 

dS(xu x2, x3) = —(x3, 0, Xj) if x2 < x3 
X c o {(x2, xu 0), (x2, 0, xx)} if x2 = x3 . 

For any (hu h2, h3) e » 3 

3'(xu x2, x3; hu h2,h3) = 

= lim [(Xl + Xh_) max {x2 + Xh2, x3 + Xh3} — xt max {x2, x3}] = 
110 

,x2h_ + x_h2 if x2 > x3 

= — x3h_ + x_h3 if x2 < x3 

x2h1 + x_ max {h2, h3} if x2 = x3 . 

Thus, for Xj = 0 3'(xu x2, x3; hu h2, h3) = sup <£, (hu h2, /i3)> = 
^8S(X l , *2 , *3 ) 

= S°(x1, x2 , x3; hu h2, h3) so that 3 is indeed regular. Then it remains merely to 
apply Proposition 2.2. • 

Lemma 2.1. Let f[R2 -> 0?] be given by 

/•(„ „ \ = / ciG?i(t>i) - t7a(»-)) if #i(ui) = t7i(»a) 
U ' 27 \ -c2(f if i (y!) - fl2(o2)) otherwise, 

where c l5 c2 are nonnegative constants. T h e n / i s regular locally Lipschitz over R2 

and £ e 3/(oj, o2) provided 

« = ^(Vfl^o,), - Wg2(v2)) if ^ ( o . ) > g2(v2) 

i = -CafVa^o,), - Vg2(v2)) if ai(ui) < a-(o2) 

£ e co {(e. V ^ o , ) , - e. Vfl2(o2)), ( - c 2 V ^ i K ) , c2 Vg2(o2))} if ai(»i) = 3z(»z) 

Proof. Apply Propositions 2.2, 2.3. D 
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3. MAIN RESULTS 

Let us consider first the problem (2?) without state-space constraints. The following 
assertion holds: 

Proposition 3.L Let u e U be an arbitrary control and x = fi(u) be the corre­
sponding trajectory. Let (£,, fj) e dJ(x,u) and X* be a solution of the adjoint equation 

(3.1) (yxA(x, it))* X* + I = 0 . 

Then 

(3.2) (V„A(3c, «))* X* + fje 8<P(u) , 

provided either J (or - J) is regular at (3c, u) or fi maps every neighbourhood of u 
onto a set which is dense in some neighbourhood of x (in particular, if the derivative 
V/i(«) is surjective). 

Proof. $ is clearly locally Lipschitz over U so that we are entitled to compute 
d<P at any u e U. Let us denote E[U -* X x U] the map given by 

E: u i-> (n(u), u). 

This map is continuously Frechet differentiable over U; hence we may utilize the 
relation (2.3) of Proposition 2.2 which holds as an equality due to the assumptions 
being imposed. We obtain 

d$(u) = (VE(w))* 3J(x, u) a (Vfi(u))* l + f\ 

and it remains to express the operator (V/Z(M))* by means of derivatives VxA(3c, M), 
V„A(3c, u). Clearly, for any u e U A([i(u), u) = 0 so that 

VxA(x, u) Vfi(u) + V„A(3c, u) = 0 . 

Thus, on using the adjoint equation, one has for keU 

<(Vfi(u))* I, k} = <-(VxA(3c, u))* X*, V/i(u) k) = 

= <A*, V„A(3c, u) fe> = <(V„A(3c, «))* X*, k} . n 

Remark. IidxJ(x, u) x duJ(x, u) c 8J(x, u), then it suffices to take | e 8xJ(x, u), 
fj e du(J(x, u). 

The assertion below concerns (0>) with ^ replaced by 0 given by (1.3); hence 
problems with state-space constraints of the type (1.1) treated via exact penalty (1.2). 

Proposition 3.2. Let u e U, x = ft(u), q be continuously Frechet differentiable 
over X and (£, fj) e dJ(x, u). Let 

(3.3) x e (Vq(x))* d distz ( - q(x), D) 

and X* be a solution of the adjoint equation 

(3.4) (V*A(3c, u))* X* + I + rx = 0 . 
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Then 
(3.5) (V„A(3c, «))* X* + rj e d&(u), 

provided J is regular at (x, u). 

Proof. It suffices to repeat the proof of Theorem 2.1 with J(x, u) replaced by 
J(x, u) + r distz (— q(x), D). The function v h-» distz (v, D) is convex and hence 
regular so that we may compute elements of dP(x) by means of Incl. (3.3) due 
to Proposition 2.2. The regularity of J is needed to ensure that 

(| + r%, tj) e d(J + P) (x, u) 
by Proposition 2.1. • 

For computing elements of dP(x) the following assertion may be utilized. 

Lemma 3.1. Let Z be Hilbert. Then 

(3.6) P(x) = r\\(q(x)r\\ 

and for z e Z 

(37) *n-<m ,f -tD 

(3.8) Bz(0) nD* n {z}1 if -zeD. 

Proof. Assertion (3.6) is one of the forms of the well-known orthogonal de­
composition 

(3.9) z = zD* + z~D 

valid in Hilbert spaces. Concerning Eq. (3.7) we refer to [12], where the differenti­
ability of the functional ||(z)D*||2 is examined. Thus, let us prove (3.8). Clearly, for 
<P(z)=\\(zr\\,z = 0,heZ 

<P'(o;h) = iimi«(Ahn = i^ni 
AJO A 

so that 
d<p(0) = {Z e Z | <h, O £ \\(h)D'\\ \fh e Z} . 

Using the decomposition (3.9), we obtain 

<(hr, o + <(h)-D, o s \\(hr\\ 
which implies that 3<p(0) c J3Z(0) n D*. 

Conversely, if £ e Bz(0) n £>*, then for any h 

<h, o = <(hr, o + <(h)-°, o ^ <(h)Dt, o ^ iKhn 
so that d<p(0) = Bz(0) n D*. 

As (p is a positively homogeneous function, we know from the convex analysis 
that for z + 0 

8<p(z) = {i e Bz(0) n D* \ <z, £> = cp(z)} . 

Hence for z e - Z> (<p(z) = 0) dcp(z) = £z(0) n D* n {zx}. D 
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4. ECONOMIC MODELS 

We show now on two economic optimization problems of the type (3P) with 
state-space constraints (1.1) how to apply Proposition 3.2 to the computation of 
elements of generalized gradients of their augmented objectives. 

The first one has been developed in [3] and concerns the optimal employment 
and wage policy of a monopolistic firm. Using the notation of [3], the problem 
attains the form 

^Sy(T) + j V s ' [ c ( / ( X t ) ) ) + w(t)y(t) + k(u(t)) + cp(r,(p(t)) - f(y(t))) + 

+ P(t) max {-ti(p(t% -f(y(t))}] At -> inf 
subj. to 

(4.1) y(t) = u(t) - a(w(tj) y(t) a.e. on [0, T], y(0) ^ 0 given , 

A*) ^ ° 
w(t) ^ w 

p(t) > 0 for all t e [0, T] , 
where 

T is the given finite horizon, 
5 is an interest rate assumed to be constant and positive through 

time 
y is the level of employment assumed to be homogeneous, 
f(y) is the production function depending only on labour, 
c(f(y)) a r e t n e production costs, 
w is the wage, 
u is the rate of recruitment or discharge, 
k(u) is the labour adjustment cost function, 
p is the selling price charged by the firm, 
t](p) is the demand function, 
(p(rj(p) — f()')) denotes shortage costs to be paid by the firm if rj(p) > f(y) 

and disposal costs if t](p) < f(y), 
S is the (constant) salvage value of the employment level, 
a(w) is the voluntary decrease of employment. 

In problem (4.1) we have three controls u, w and p and one state variable y. With 
respect to the system equation it seems reasonable to set U = L^\Q, T, ff3]. Accord­
ing to [3] we will assume that a\JR ~> R~] is continuously differentiable and non-
negative over R. Then we may set X = C0[0, T] and it can easily be shown that 
the system equation in (4.1) satisfies all the assumptions listed in the introduction. 
Furthermore, we will assume that c, f, k, r\ \R -» R~\ are also Ct functions and 

(4.2) , . / ctx for x>0 
(P^ = \-C2X for x<0 
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with Cj, c2 given positive constants. The state-space constraint will be augmented 

by the exact penalty 

(4.3) P(y)=r^(-y(t)Ydt 

(i.e. we set Z = Lj[0, T]). Thus, at a process (y, u, w, p) 

0(u, w, p) = e - S T S y(T) + f ^\c(f(y(t)) + w(t) y(t) + k(u(t)) + 

+ <p(n(P(t)) -mm + KOmax {-tj(p(t% -j(KO)}] d ' + r [\-y(t))+ d ' • 

The control constraints are clearly simple enough to be treated directly within the 

minimization routine. Proposition 3.2 implies the following assertion: 

Proposition 4.1. Let (u, w, p) e L^O, T, M3] with p(t) ^ 0 a.e. on [0, T] and y 

be the corresponding trajectory. Let s be the solution of the adjoint differential 

equation 
(4.4) s(t) = <x(w(t)) s(t) + 

+ e-»>[Vc(f(y(t))) Vj(KO) + KO + h{y{i)> KO)] + Um a.e. 
backwards on [0, T] from the terminal condition 

(4.5) s ( T ) = - e 9 T S . 

Functions P^M2 -* R], P2[tR -+ R] in Eq. (4.4) are given by 

/W)>X0) = 
_ / - c , Vj(y(t)) - P(t) Vf(y(t)) for tel, - {te [0, T] | r,(p(t)) ;> f(y(t))} 

\ c2V/(y(0) for r e [ 0 , T ] \ i 1 , 

0 for r e / 2 = {(e [0, T] | j ( 0 = °} 
-r for r e [ 0 , T]\/2. 

Then the function y[[0, T] -> K 3 ] given by 

Ш0) = 

(4.6) ľ(/) = 
- 1 

ӯ(t) Va(w(t)) 
0 

s(ř) + e" 
Vk(ӣ(t)) 

ЯO 
Ш0.Й0) 

with p3[R2 -» W] given by 

Ш0>K0) = 
CiЩ?(t)) -f(ӯ(t)) 

, tє[0,T], 

for t є I, 

.-c2 Vr,{p(t)) - rj(P(t)) - P(t) MP®) f ° r t 6 [0, r] > I! , 

belongs to d&(ii, w, p). 

Proof. The integrand in the objective possesses two nonsmooth terms and 

for p(t) _ 0 a.e. on [0, T] both are regular. Hence, the whole integrand is regular 

and Proposition 2.4 may be utilized with Incl. (2.7) attained as an equality. Points 

belonging to generalized gradients of two nonsmooth terms in the integrand of the 
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cost as well as a point from the generalized gradient of the integrand of the penalty 

may be computed with the help of Lemmas 2.6, 2.7. Finally, it remains to apply 

Proposition 3.2, using the well-known tricks to construct the adjoint equation (4.4), 

(4.5), cf. e.g. [11]. • 

The second economic problem is a generalization of the production-inventory 

model from [4]. With the notation taken partially from (4.1) it attains the form 

e - ^ S x ( T ) + j V * [ « . ) ) + Hx(t)) + <p(n(p(i)) - o(t)) - p(t) o(t)} dt - inf 

subj. to 

x(t) = v{t) - o(f) a.e. on [0, T] , x(0) ^ 0 given , 

(4.7) x(t) ^ 0 

0 < v(t) < b 

P(t) ^ 0 
0 S o(t) ^ n(p(t)) for all t e [0, T] , 

where 
x is the inventory, 

v is the production rate, 
b is the upper bound for the production rate, 

c(v) are the production costs (inclusive wages), 

\j/(x) are the holding costs, 

o is the actual supplied output, 

<p(n(p) — o) denotes the shortage costs to be paid by the firm if n(p) > o, 

po is the return, 

S is the (constant) salvage value of the inventory level, 

and all other symbols have the same meaning as in (4.1). 

In problem (4.7) we have basically three controls v, p and o and one state variable 

x if only one commodity is produced. However, the model remains valid if n com­

modities are produced, of course with 3n control and n state variables. 

Remark. For a non-monopolistic firm it could be dangerous to apply intentionally 

the control o < n(p) because of the competition on the matket. This risk is not 

included in model (4.7). 

We will assume that c\R -* R\ is continuously differentiate, 

(4.8) ^(x) = ^h,x 

h2x - (h2 - h^Xi 

with hlt h2 given positive constant and 

(4.9) cp(x) = d(x) + 

with d being a given positive constant. The piecewise linear form of the holding 
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x < 0 
0 < x < x. 
X. <. X , 

costs was taken from the paper [4] and corresponds to a certain warehousing 
constraint xv For inventory levels x > x t an additional space has to be rented at 
a unit cost of h2 > ht. 

It remains to augment suitably the state-space constraint and the nontrivial 
control constraint o(t) _ t](p(t)), t e [0, T] which e.g. in the code of CI. Lemarechal 
written according to [6] cannot be treated directly. Fortunately, we may utilize the 
form of i/f and <p and perform the augmentation just by replacing \p by $ and <p by (p 
with {jj, <p given by 

,—r e9'x for 
(4.10) $(t,x) = ^htx for 

h2x — (h2 — hijxi for 

/ . . . \ ~/ \ / - r e 9 ' x for % < 0 
( 4 -U ) _ * • * > - < * for « = 0 . 

It corresponds to using of exact penalties with Z = L t[0, T] and the penalty par­
ameter r for both constraints. The remaining control constraints are simple enough 
to be treated within the minimization routine. As in the preceding problem we set 
U = L^O, T, « 3 ] , X = C0[0, T] and apply Prop. 3.2 which provides us with the 
following assertion: 

Proposition 4.2. Let (v, p, o) e LX[Q, T, W3] and x be the corresponding trajectory. 
Let s be the solution of the adjoint differential equation 

(4.12) S(0 = e - 9 ' & ( . , x ( 0 ) a.e. 

backwards on [0, T] from the terminal condition (4.5). The function /^[[O, T] x 
x R -> R] in Eq. (4.12) is given by 

h2 for t e N2 = {t e [0, T] | x{t) ^ x.} 
&(r, x(t)) = - hy for t e iV, = {t e [0, T] j 0 < x[t) < xt} 

X - e r 9 ' for < e [0, T] \ (iV. u JV2) . 

Then the function y[[0, T] -> W3] given by 

0 
(4.13) ÿ(í) = s(i) + e- 3 ' 

2] given by 

ß2(t,p(t),õ(t)) 
tє[0,T] 

with /32[[0, T] x iff 

$2(t,p(t),o(t)) = 

= /(dVn(p(t))-o(t),-d-p<t)) for « e M , - { t e [ 0 , 1 ] | # ) ) ^ o(()} 

\ ( - r e 9 ' Vr,(p(t)) - o(t), r e 8 ' - p(t)) for f e [0, T] \ M. , 

belongs to 80(v, p, o). 

The proof may be performed along the same lines as the proof of Proposition 
4.1, using the obvious generalization of Lemma 2.7 for the computation of a gen­
eralized gradient of $. 
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Thus, for the numerical solution of both above problems, a numerical method 
of the bundle type could be used provided we replace U by a finite-dimensional 
subspace. This corresponds clearly also to the economic reality. From the numerical 
point of view it is then recommended to choose a consistent difference scheme and 
a quadrature formula for the system equation and the objective, respectively, and 
modify appropriately Proposition 4.1, 4.2 for the computation of the generalized 
gradients of & for the discretized problems. Propositions 3.1, 3.2 form again the 
theoretical basis for these modifications. 

Remark. In both above problems Lx-exact penalties have been used for the aug­
mentation of state-space and nontrivial control constraints. However, there is an 
encouraging experience with using Hilbert space norms, actually with Z = L2 

or Hl (if possible), cf. [10]. 

Remarks. Models (4.1) and (4.7) may be easily connected, arriving in such a way 
at a rather complex employment-production-inventory model 

e-"-(S. x(T) + S2 y(T)) + j V 9 < [c(f(y(t))) + w(t) y(t) + k(u(t)) + ^(x(t)) + 

+ (P(l(p(t)) - o(t)) - p(t) o(tj\ dt -> inf 
subj. to 

x(t) = f(y(t)) - o(t) a.e. on [0, T] , x{0) ^ 0 given , 

fyt) = u(t) - a(w(t)) y(t) a.e. on [0, T] , y(0) ^ 0 given , 

(4.14) x(t) ^ 0 

y{t) = o 

w(t) ^ vv 

p(t) = o 

0 = o(t) S >l(p(t)) for all t e [0, T] , 

with four controls and two state variables. This model will be studied elsewhere. 

5. CONCLUSION 

Propositions 3.1, 3.2 are in fact an application of the chain rule II of Clarke 
(Prop. 2.2) to extremal problems of the type [Sf). Unfortunately, unlike from necessary 
optimality conditions, we need equality in loci. (2.3) and both appropriate assump­
tions (regularity of J( — / ) and surjectivity of V/n) are rather restrictive. Nevertheless, 
there is a lot of practical problems in which either of these assumptions can be 
satisfied as documented in Section 4. In [3], [4] the authors made the complete 
synthesis for problem (4.1) and a simplified version of problem (4.7). This can be 
done practically only in the case of one state variable. Our approach allows to find 
approximately optimal controls independently on the number of state-variables 
(hence it can be applied also to model (4.14)) and also the number of kinks in the 
objective may be increased. • (Received November 22, 1985.) 
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