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KYBERNETIKA —VOLUME 11 (1975), NUMBER 3 

An Approximative Method for Solving 
the Non-linear Optimal Control Problem 

NGUYEN CANH, ANTONIN TUZAR 

This paper presents an algorithm for the computation of the optimal control problems, which 
can be reduced to the non-linear two-point boundary-value problem with the constraint on the 
control and with fixed final time. The algorithm is one of the indirect methods. 

I. INTRODUCTION 

Application of the maximum principle or the calculus of variations to optimal 
control problems, in general, reduces to a non-linear two-point boundary value 
problem. Therefore, for solving the non-linear optimal control problems there are 
two numerical approaches, the direct and indirect methods. The direct methods 
proceed by solving a sequence of non-optimal problems with the property that each 
successive set of solution functions yields an improved value for the functional being 
optimized. The indirect methods are concerned with finding, by numerical means, 
a set of functions that satisfy the necessary conditions, sometimes the sufficient 
conditions for an extremal. 

In this paper we shall consider the control system defined by the vector differential 
equation with the boundary conditions 

(1) x = f(x, u), x(t0) = x0 , x(tt) = x f , 

where x is an n-dimensional vector, x = (x 1 , . . . , x"), which is continuous in the time 
t. x(t) represents the physical state of the control system. f(x, u) vector with co­
ordinates (fl(x, u), ...,f"(x, u)) has first partial derivatives with respect to its all 
variables. The control u(t) is a scalar function. Suppose further that the control 
function satisfies the inequality 

(2) \u(t)\ S 1 • 



The optimal control problem is to find a such control u(t) in order to bring the 

system from a given initial state to a given terminal state so that to minimize func­

tional 

(3) J(U) = rv(*,ti)d*, 

where tf is fixed, and the integral is evaluated along the solution of (l) corresponding 

to the choise of u(t). For an optimal control we obtain its corresponding trajectory 

x(t). The pair (x, u) is an optimal solution of the problem. 

Applying the transformation of Valentine we may translate the inequality constraint 

to the equality constraint. Introducing the function a such that the equality 

(4) 1 - u2(t) - a2(t) m 0 

is satisfied on the interval [ t 0 , f f], then the problem above is reduced to the Lagrange 

problem. 

II. THE NEWTON'S METHOD 

Nowadays the generalized Newton's method is a powerful and commonly used 

numerical method for the solution of the non-linear equations. In particular, it is 

applied to systems of non-linear differential equations with two-point boundary 

conditions, and to the optimal control problems by solving the associated two-point 

boundary-value problems. 

Consider the following non-linear operator equation 

(5) P(x)=0, 

where P(x) is a non-linear mapping from X to Yand X, Yare Banach-spaces. Suppose 

that P is differentiable in the Frechet sense i.e. at a fixed element x0eX there exists 

a linear operator A e \X -» Y] such that 

(6) lim 
ЦAЦ-0 

\\P(x0 +h)- P(x0) - A(x0) h\\ _ 
i i . ii u > 

for an arbitrary x e X. In this case the operator A(x0) is the derivative of the opera­

tor P at the element x0 e X and we write 

(7) A(x0)=P'(x0). 

:inuous in X 

P(x) = 0. 

Further suppose that P'(x) is continuous in X, the operator P has zero in X, i.e., 

with the element x e l w c have 



Starting with x0 e X we replace P(x) by 

(8) P(x0) + P'(x0) [*, - x0] . 

Putting this expression equal to zero, we solve the resulting linear equation for xu 

and so forth. Generally we have the following sequence of linear equations: 

(9) P(JC„) + P'(xn) [x„ +, - *„] = 0 , n = 0, 1, 2 , . . . 

Each xn is an approximate solution of Eq. (5) and under approximative conditions 
the sequence {xn} converges to the solution of equation (5). In the other words we 
replace the original non-linear problem with a sequence of linear problems. The 
method setting the sequence {xn} as above is called the original Newton's method. 
P. Kenneth and G. E. Taylor used this method for solving the optimal control 
problem above. 

If the sequence {xn} converges to the solution x* and x0 is collected sufficiently 
near x*, then from the continuity of the operator P', the operators P'(xn) and P'(x0) 
are different only a little. Therefore we may replace P'(xn) with P'(x0). The sequence 
(9) becomes 

(10) P(x„) + P'(x0) [xn+1 - JC„] = 0 , n «- 0, 1 

The method setting this sequence {xn} is called the modified Newton's method. 
On the other hand if applying the original Newton's method we have calculated the 
operator P'(x„) at each iteration. The main way of avoiding this disadvantage in the 
calculation process is to use the modified Newton's method. In addition to the 
modified Newton's method represented above in practice some computational effort 
may be saved. The gradient may be held constant after two or more iterations. 

III. NUMERICAL WORK AND EXAMPLES 

1. Numerical work 

We well know that solving of the optimal control problems with inequality con­
strains for the control is reduced to solving of the control problems with the equality 
constraints. Solving this by the generalized Newton's method means solving the 
operator equations, which consist of the Euler-Lagrange equations, established the 
physical state differential equations and the equations, which represent the equality 
constraints for the control. It implies that the resulting non-linear system consists 
of two-point boundary-value problem of order 2n in addition to a system of scalar 
equations of order 2 + 1. The generalized Newton's method is applied to this 
non-linear operator equation. 



The method consists of in guessing a nominal control function, a nominal trajec- 237 
tory, a nominal multiplier function and a supplement function and then linearizing 
equations round the guessed functions. The linear two-point boundary-value problems 
are then solved, which yield corrections to the guessed functions. 

For clarity of presentation we introduce 

(11) x\t)=xi(t), i = 1,2, ..., n, 

pJ(t)=x"+\t), j = l,2,...,n, 

u(t) =x2" + 1(0, 

m =* 2 » + 2 ( t ) , 
«(t) = x2" + \t). 

Setting the column vector 

x(0 = /x1(t) \ 

2 n + 3 W/ 

then the Euler equations will be rewritten as 

(12) x;(t) = E ( * , f ) , i - 1 , . . . , » , 

XJ(t) =fJ(t), j = n + l , . . . , 2 n , 

W\t) = 0 , k = 2n + 1, ..., 2n +3, 

with 2n boundary conditions for 

(13) x'(t0) and x'(t f), i = 1, ..., n. 

The equation (12) may now be written in the vector form as follows 

(14) x(0= f (*, t) , te[t0,tt], 

W(x, o = o . 

where 

x = ( x 1 , . . . , x 2 n + 3 ) T , 

f = ( f 1 , . . . , f 2")T , 

w = ( w 2 n + l , . . . , w 2 n + 3 y . 



238 For the original Newton's method (9), the algorithm now requires the solution of the 
sequence of linear equations 

(15) xn+. = /(*„, t) [xn+1- x„] + f{xn, t) 

with boundary conditions (13) and 

(16) 0 - I{x„, t) [xn+1- - J + W{x„, t), n = 0, 1 , . . . ; 

n denotes the n-th iterate. Here 

^-PS*L : 
i = 1, . . . , 2n , j = l,...,2n + 3 , 

and 

-y(*-> t) = 
dW'\ 

dxJ ! 

i = 2n + 1, . . . , 2n + 3 , j = 1, . . . , 2n + 3 . 

Quite similarly, for the modified Newton's method the algorithm now requires 
the solution of the sequence of linear equations: 

(17) xn+l = J{x0, t) [xn+1- xn] + f{xn, t), 

(18) Q=I{x0,t)[xn+1-xn-] + W{xn,t), 

n — 0, 1, . . . , n denotes the n-th iterative. 

Here J(x0, t) and I{x0, t) are the matrices with elements 

df%x,t)\ 
Jij(Xo, t) = 

ÔxJ 

and 

i = í,...,2n, j = l , . . . , 2 н + 3 . 

дW 
ІІJ(X0, t) = 

дxJ 

i = 2n + 1, ..., 2n + 3 , j = 1, ...,2n + 3 . 

At every iterative n + 1 the control function u„+ 1(f) = xl+\l(t) is obtained from 
equation (16) for the original Newton's method or (18) for the modified Newton's 
method. The un+1(t) is functional of the functions xn+1{t), ..., xl+i(t). Therefore 
those relations are used to eliminate wn + 1(r) from (15) or (17). The functions 



xj,+ 1(t),..., x2
+1(t) are then computed from (15) or (17), there is solving the special 239 

linear two-point boundary-value problem, using the complementary functions 
method [3]. Afterwards the control function M(r) is computed from (16) or (18). 

The iteration proceeds until 

(19) Q(x„+Ux„)^8, 

where 
2n 

(20) Q(xn+1, X„) = £ max |* ; + 1 - x^| 
i = l te[>o.'r] 

and d is a suitably small positive constant. The corresponding iterative x„+1 is then 
accepted as the solution of the above optimal control problem. 

Remark. If the control vector u is a /--dimensional vector, u = (M1, ..., Mr)T and 
exist r relations, which describe the constraints on u, then we have 

k\t), i = In + r + 1 , . . . , 2n + 2r, 

yj(t), j = 2n + 2r + 1, . . . , 2n + 3r, 

and 
x = ( x 1 , . . . , x 2 " + 3 r ) T , 

w = (w2" + 1 , . . . ,w 2 " + 3 r ) T . 

2. Illustrative examples 

Example 1. We shall consider the non-linear control system defined by the Ricatti equation: 

(21) X = X2 - | x + M 

with the boundary conditions: 

(22) x(0) = l , x ( l ) « i . 

In addition is given the inequality constraint 

|u(f)| ^ 1 for t e [0, 1] . 

Determine the state variable x(t) and the control variable u(t) so as to minimize 

(23) J\u] = í u(t) dř. 

By introducing the function a(f) the inequality constraint on u(t) may be rewritten as 

(24) 1 - M 2 - a 2 = 0 . 



We introduce the multipliers p(t) and X(t). The notation <P(t) will be used for the function: 

<p(t) = u + p(x - x2 + \x - u) + X(i - u2 - a2) . 

The Euler equations are: 

(25) p - p( i - 2x) - 0 , 

(26) 1 - p -2Xu = 0 , 

(27) - 2 a / = 0 . 

Combining (21), (22), (25) we have: 

(28) x = x2 - fx + u « / - , 

P = p(i-2x) - / - , 

with the boundary conditions: 

x(0) = 1 , x([) = i . 

In addition to the boundary-value system given by Eq. (22), (28), the following equations must 
be satisfied 

(29) 0 = 1 - u2 - a2 = W3 , 

0 = 1 - p - 2Xu = W4, 

0 = aX = W5 . 

For the discussion on the application of the Newton operator technique to the system consisting 
of Eq. (28), (29) we denote that 

x\t)=x(t), x2(t) = p(t), x3(t)=u(t), x 4 ( 0 = a ( 0 , xs(t)=X(t), 

/ ' =f(x\...,x\t), i = 1,2, 

Wl = W'(x\ ...,x\ t), i = 3,4, 5 . 

Setting 

x =(x\...,x5y, 

f =(fSf2)\ 

w = (w3, w4, w5y 
the Eq. (28), (29) may be rewritten as follows 

(30) x=f(x,t), 

0 = W(x, t). 
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The algorithm of the original Newton's method requires the solution of the sequence of linear 241 
equations: 

(31) xn+1 = J(x„, t) [x„ + 1 - x„] + f{xu, 0 

with boundary conditions (22) and 

(32) 0 = I(xn, t) [xn+1 - x„] + W(x„, t), 

n = 0, 1, ... where J(xn, t) is the matrix with elements 

Ju = — i , i = 1,2; j = 1,.... 5 
8xJ , _ , 

dW' \ 
Iu =~\ , i = 3,4, 5 ; j = 1, . . . ,5 

dxJ . . . 

/(x„, 0 = ( 2x„ - | 0 1 0 0 

v - 2 p , | - 2 x „ 0 0 0 

7(x„, 0 = /0 0 - 2 M „ -2a„ 0 
0 - 1 -2A„ 0 -2«, 

\0 0 0 An a„ 

At every iteration n + 1 the function «n + 1 = ^ „ i
+ 1 = Jc^ i(x»+i. *n+ i) ' s obtained from Eq. 

(32). This relation is used to eliminate x%+1 from (31). The function x„+1(t), xn+1(t) are then 
computed from the differential equation (31). After them x*+1(t), x%+ i(t), xn + 1(t) are computed 
from (32). 

The iteration proceeds until o(xn+., xn) Ŝ S, where 

2 

(33) e(xn+u x„) = £ max \x'„+1 - x'„\ 
i = l te[t0,(f] 

and S is a suitably small positive constant. The corresponding x n + 1 is accepted as a solution. 
The final iteration is then compared with the known closed form solution. 

For the problem posed above the starting vector x(t) is chosen as follows: 

*J(0 = *o(0 = 1 - t/2, 

*o(t) = Po(t) = 1 + 0-51(1 - 1), 

xl(t) = u0(t) = cos(3-14159t), 

xA
0(t) = a0(r) = 0-3 , 

*o(0 = M*) = ° 0 5 • 



242 The sequence {x„} converges (g < 6 . 10" 3 ) in 7 iterations. The final value of the state variable 
x(t) is within 0-005 of the corresponding value for the closed form solution. 

The total computer time (IBM 370/135) required is 61 seconds. Fig. 1 and table 2 illustrate 
the convergence for the control function «(/). The Fig. 1 and the table 1 illustrate the histories 
of the trajectory x(t). 

Fig. 1. 

—*, 

We now solve the problem above using the modified Newton's method. The algorithm of the 
modified Newton's method requires the solution of the sequence of linear equations 

(34) xn+, = J(x0, t) [xn+, - * J + f(xn, t), 

with the boundary conditions (22) and 

(35) 0 = l(x0, t) [xn+l - xn] + W(xn, t), n = 0, 1, . . . , 

\. / 
X \ ^ 

00 0-2 0-4 0-6 0-8 10 

x0(t) 10 0-90 0-80 0-70 0-60 0-50 

xs(t) 1-000000 1-106212 1-228520 1-117267 0-815438 0-499709 

x6(t) 1000000 1-105902 1-227118 1-110352 0-808306 0-499058 

x7(t) 1000000 1-105788 1-227997 1-113453 0-811805 0-502684 

x8(t) 1 000000 1-105903 1-228140 1116583 0-815106 0-505941 

^ v / 

«(/) \\ 
00 0-2 0-4 0-6 0-8 10 

«s(t) 
и 6(t) 
u7(t) 

и8(t) 

1001946 

1000001 

0-999992 

1-000007 

1 000322 

1000000 

1-000000 

1000000 

1-001095 

1-000000 

1-000005 

1-000024 

-1-000324 -1-004044 

— 1000001 -1000002 

— 1000000 -1-000000 

-1000000 -1000000 

-1-094306 

-1-006395 

-1000002 

-1000000 



where J(x0, t) is the matrix with elements 

and 

here 

Lv(*o> 0 = õxj 

r I s dW1 

, i = 1,2; ; = 1, ..., 5 , 

; i = 3 , 4 , 5 ; j = 1, ..., 5 ; 

J(x0, t) = f2x 0 - ł 0 1 0 0' 
- 2 p 0 f - 2x 0 0 0 0 

/(*„, ř) = /O O - 2 u 0 - 2 a 0 O 
0 - 1 -2A 0 O - 2 u 0 

\0 O O A0 a 0 

Fig, 2. 

and the system equations for using to eliminate x%+1 from (34) at (n + l)th iteration is 

0 = —2u0(u„ + 1 — u„) — 2a 0 (a„ + 1 — a„) + 1 — u\ — a^ , 

0 = - p „ + 1 - 2A0(u„+1 - u„) - 2u0(A„+1 - A„) + 1 - 21„u„, 

0 = A 0a„+ 1 + a0A„+ 1 - a„A„ - A0a„ - a0A„ . 

In order to carry out the computation the time interval [0, 1] is divided in 50 equal subintervals. 
The starting values x0, u0 and the results are exhibited in the table 3, where for brevity only 
ten points in time are shown. Fig. 2 illustrates the histories of control function u(t) and the state 
function x(t). The computer time (IBM 370/135) required is 47 seconds. 
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Nv t 

X N. 

0-0 0-2 0-4 0-6 0-8 10 

x0 1-000000 1-180000 1-350000 1-270000 0-930000 0-500000 

*3 1-000000 1-106742 1-229181 1121800 0-819904 0-499942 

Ч 1-000000 1106144 1-228434 1-116551 0-814664 0-499964 

x5 1 000000 1-105968 1-228021 1-115644 0-813897 0-499942 

"o 1-420000 1-250000 1-300000 -1-100000 -1-440000 -1-770000 

"3 1005121 1-000975 1-002108 -1-000216 -1-008883 -1-134105 

"4 1-001508 1-000198 1-000344 -0-999904 -1-002913 -1-083404 

"5 1-000383 0-999980 0-998095 -1-002388 -1-003308 -1-072641 

Example 2. Consider the control system described by the Van der Pol's equation 

(36) x1 = x2 , 

x- = (1 - (x 1) 2) X2 - X1 + u , 

with the control function \u(t)\ gj 1, and the boundary conditions 

(37) x^O) = 1 , x2(0) = 0 , x J(6) = -0-85 , x2(6) = -0-93 . 

It is required to minimize the cost function 

(38) J(x, u) = Ґftx1)2 + (x2)2 + u2) àt. 

We rewritte the inequality constraint on u as 

1 - u2 - a2 = 0 . 

The notation <P(t) will be used for the function 

<p(t) = (x1)2 + (x2)2 + u2 + p1^1 - X2) + 

+ p2(x2 + x1 - (1 - (x1)2) x2 - u) + 1(1 - u2 - a2). 

We now have the Euler equations 

(39) ** = x2 -= / - , 

x2 = -x1 +(l-(x1)2)x2 +u = / 2 , 

p1 = 2X1 + 2p2x1x2 + p2 = f3 , 

p2 = -p1-p2(l-(x1)2)+2x2~r, 

0 m l — u2 - a2 = W5 , 

0 = 2u - p2 - DM = W6 , 

0 = al = W1. 



We denote 

x = (x1, x1, p1, pz, u, a, X) , 

f =(f\f2,f,f4), 

w = (W5, w6, w1). 

The algorithm of the original Newton's method required the solution of the sequence of linear 

equations 

(40) xn+. = J(xn, t) [x„+1- x j + f(x„, t), 

with the boundary conditions (37) and 

(41) 0 = I(xn,t)[x„+1 - x j + W(x„,t), 

n = 0 , 1 , . . . , 

245 

Fig. 3. 

0 

74
 ч 

-1. 

K^" 

ТаЫе 4. 

/ 00 1-2 1-4 3-6 4-8 60 

4 1-000000 0-510000 0170000 0120000 -0-020000 — 0-850000 

4 1 000000 0-533218 0-130171 0-077403 -0039625 -0-849649 

4 1000000 0-532741 0131401 0-077881 -0-039645 — 0-849562 

V
1 

*5 
1-000000 0-531552 0-131934 0078303 -0-039514 -0-849559 

4 00 -0-39 - 0 1 4 0005 -0-33 -0-93 

4 00 -0-486382 -0-160277 0-011878 -0-310252 — 0-930258 

V
2 00 -0-480777 -0160539 0-011222 -0-310404 -0-929842 

V
2 

x
5 

00 -0-479040 -0160145 0-010918 -0-310553 -0-929953 

"o -0-73 0-70 0-53 008 -0-23 -0-36 

"3 -0-389155 1-033244 0-562008 0-039196 -0-267760 -0-429400 

г/
4 

-0-404046 1-000549 0-562048 0-040638 -0-267189 -0-429323 

"5 -0-410120 1000001 0-560762 0-041339 -0-266756 -0-429330 



J(xn, t)= I 0 1 
- 1 -2xl

nxl 1 - ( x ł ) 2 

2 + 2p2x2 2p2xl

n 

O O O o 0\ 
O O 1 0 0 
O 2xnx

2 + 1 0 0 0 
- 1 (xj,)2 - 1 0 0 0/ 

I(xn, t) = t() O O O — 2M„ -2<X„ O 

O O O - 1 2 - 2Xn O -2«, 
\0 O O O O A. a. 

To carry out the computation, the time interval [f0, Cf] is divided in 50 equal subintervals. The 
starting values x\, x%, u0 and some values x*, xn, «„ are established in the table 4. Fig. 3 illustrates 
the histories of the control function u(t) and the state functions xl(t) and x2(t). 

Fig. 4. 

1 

7^ 
i 

-1 

t 00 1-2 2-4 3-6 4-8 60 

*l 1-000000 0-510000 0170000 0120000 -0020000 -0-850000 

4 6 
1-000000 0-534173 0-130672 0-077397 -0039570 -0-849581 

V 1 

XП 
1 000000 0-534382 0-130759 0077362 -0039599 -0-849566 

*ìs 1-000000 0-534551 0-130839 0-077350 -0039596 -0-849564 

4 00 -0-39 -0-14 0005 -0-33 —0-93 

Ae 00 -0-481383 -0161073 0-011788 -0-310165 -0-930051 

x\n 00 -0-480385 -0-161274 0-011761 -0-310140 -0-930014 

*ìs 0-0 -0-479588 -0-161435 0-011748 -0-310118 -0-930049 

"0 -0-73 0-70 0-53 008 -0-23 -0-36 

"16 -0-395330 1-005159 0-563776 0039568 -0-267926 -0-429760 

"17 -0-396516 1-000141 0-564260 0039643 -0-267959 -0-429772 

"18 -0-397594 0-994736 0-564664 0-039716 -0-267959 -0-429818 



The sequence {xn} converges to an accuracy of six significant figures in total 5 iterations. 

max Ix1* - xl\ + max |x2* - x\\ = 0006 . 

The computer time (IBM 370/135) required is 1 minute. We now solve this problem using the 
modified Newton's method. The algorithm of the modified Newton's method requires the solution 
of the sequence of linear equations 

(42) xn +. = /(*„, t) [xn+ , - *„] + f(xn, t), 

with the boundary conditions (37) and 

(43) 0 = I(x0, t) [xa+, - j e j + W(xn, t) , n = 0, 1, . . *. . 

The time interval [0, 6] is divided in 50 equal subintervals. The results are exhibited in the table 5, 
where for brevity only six points in time are shown, x1 *(t), x2*(t) and u*(t) are the results obtained 
from the final iteration. Fig. 4 illustrates the histories of u(t), xl(t) and x2(t). The sequence {x„} 
converges with an accuracy of six significant figures in total 18 iterations. The computer time 
(IBM 370/135) required is approximately 2 minutes, and 

m a x Ix1* - x j 7 | + m a x Ix 2* - x 2
7 | = 0-000977 . 

IV. CONCLUSION 

The numerical examples of this paper suggest that for the non-linear optimal 
control problems with boundary conditions and with constraint on control the 
modified Newton's method can be effectively used for aceptable solutions. 

The main advantages of this method is rapidity of convergence and stable computa­
tion. Computer algorithm is simple and fast, storage requirements are small. There­
fore these techniques are simple to handle as well as to program. 

(Received November 6, 1974.) 
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