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K Y B E R N E T I K A — V O L U M E 15 (1979), N U M B E R 4 

On an Axiomatic Characterization of Entropy 
of Order oc (Theoretic Measure) 

A. BASAR KHAN*) 

An axiomatic characterization of an information (entropy of order a) theoretic quantity as­
sociated with a pair of probability distributions having the same number of elements has been 
given, using some simple and clear postulates. This quantity under additional suitable condition 
leads to Kullback's relative information. Moreover the quantity also reduces to Pearson's 
X2-statistic. 

1. INTRODUCTION 

Vajda ([9], [10]) has investigated properties of a-entropy of a measures P with 

respect to Q defined as 

(1.1) Ha(P,Q)= (Vy~ad/i> 

where p and q are Radon-Nikodym densities with respect to a dominating measure \i 

defined over the same measurable space. He has established the relation between 

Hi?, Q) and Bayes risk. 

Renyi [6] introduced a measure of information of order a as 

(1.2) /a(P, Q) = - J — log2 HJP, Q) , for a * 0 . 
a - 1 

*) The work is supported by Senior Research Fellowship award to the author by Council 
of Scientific and Industrial Research (India). 



294 We take a measure of information (entropy) of order a in two discrete probability 

distributions P = (pu ...,p„), p-t = 0, £ p( = I and Q = (qu ..., q,), qt > 0, 
n i = l 

Y_, q-x ^ 1 having the form 
; = i 

(1-3) I?)(P.Q) = lX«)[ZP^ " * - ! ] . - + 0, 
i = l 

where jU(a) ( + 0) is an arbitrary constant that depends on the parameter a. 
An axiomatic characterization of information on theoretic measure associated 

with a pair of probability distributions having the same number of elements is 
given through some postulates in Section 2 and some of its special cases are also 
discussed. 

2. CHARACTERIZATION OF I{„*\P, Q) 

Theorem. Let Kn(pu ..., p„; qu ..., q„), pt = 0, qi = 0, i = 1, ...,n; J^Pi = 1; 
n i = l 

£ qt = 1 be a function of p^s and qt's satisfying the following postulates: 
; = i 

(i) Continuity: K„*\pu ..., p„; qu ..., q„) is continuous in the region. 

(ii) Symmetry: Kn*\pu ..., p„; qu...,q„) is symmetric for any permutation of 
elements in P followed by the same permutation of elements in Q. 

(iii) Generalized Branching Property: 

Kn*U(pu ..., Pi-U UiU Ui2, pi+1, ..., p„; qu..., q{-u Viu vi2, qi + u ..., q„) = 

= Kn*\P, Q) + p°q\-*K<? f ^ i , ^ ; Hii , vJl) 
\Pi Pi Ii Ii) 

uii + uil = Pi > 0 1 . . , „ ^ n . 
" } ; i = 1, ..., n , a # 0 , a > 0 ; 

Vfl + vi2 = q, > 0 J 

for every 

then we have 

(2.1) K„*\pu...,p„; qu...,q„) = n(0L)[ipXiqlr*-iy. 
i = l 

First we prove the following lemmas: 

Lemma 1. If uk = 0, vk = 0; k = I, ..., m, 

X uk = Pi > o ; X! »* = чi > °; 
* = i * = i 
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(2.2) < + r a - i ( P i , •••, Pi-i, uu .-., um, Pi + l, ..., p„ ; 

qu ..., <?;_!, vu ..., pm, t2i+i, •••, q„) = 

= xW(p„ ..., p„; qu ..., a„) + pUl-'K^uJpu ..., ujpt; vjqt, ..., vjqt) . 

The proof of this lemma follows on the lines of the proof of Lemma 4 in the paper 
by Sharma and Taneja [8]. 

Lemma 2. If uu 3:0, ; = 1, ..., mt, £ utJ = pt > 0, £ pf = 1 and vu ^ 0, 
y = i > = i 

j = 1, ..., rTij, YJ Vu = «( > 0, i = 1, .,., n, £ tj( == 1 then 

j = i i = i 

(2.3) / e i
,
+ m 2 + ...+m„("u, .... " im„ ••-, «„i, •••, unmn ; 

vlu...,vlmi,...,vnl,...,v„mn) = 

= K„x\pu ..., p„; qu ..., q„) + £ p"tq}-ttK^t(unlpt, ..., uimJpt; »,./$„ ..., vtmJqt). 
> = i 

When m; = m for all i = 1, ..., n, then the above lemma becomes 

(2.4) Kf££uu, ..., ulm, ..., unl, ..., «„m; vlu ...,vlm, ..., ynl, ..., vnm) = 

= K„°)(Pl,...,p„; qu...,q„) + tp*l\~* • 
i= 1 

• K(*\unlpt,..., utJpt; vtl\qt,..., vtJqt) . 

Proof directly follows from postulate (iii). 

Lemma 3. Let 

(2.5) Mm,r) = K^(~, . . . , - ; - , .... -) for r^m. 

\m m r r) 

For H m S r; 1 ^ (i S s where m, n, r and s are positive integers, we have 

\j/(mn, rs) = \j/(n, s) + ( - j ( - ) \//(m, r). 
Proof. Taking 

1 1 . < 
uu = — - , vu — — , i = l,.-.,n, j = l,...,m, 

mn rs 

1 • , uu = 0 otherwise, qt «- - , i = ! , . . . , « , 



296 in (2.4) and using (2.5) we have 
x - l / i \ l -

(2.6) ii(mn, rs) = i/(n, s) + (- j ( - ) rp(m, r) . 

Symmetry in mn and rs implies 

(2.7) il/(mn, rs) = ^(nm, sr) = ^(m, r) + ( —) ( - ) \J/(n, s) 

which concludes the proof. 

Lemma 4. If a 4= 0( > 0) then 

«-0-*)[£)•"'®""-i] 
where p(a) (=f= 0) is an arbitrary constant depending on the parameter a( 4= 0). 

Proof. On comparing (2.6) and (2.7) we get 

^A vKM _ (a) 

tarQ'""-1] Krer - ] 
which gives 

«*,)-*)[£)•-: (!)'--!] 
when m < r and when r = m 

\//(m, r) = 0 . 

P roo f of the Theorem. We prove the theorem for rationals and then continuity 
(axiom (i)) gives the result for reals. For this let m, r;, and tt be positive integers 
such that 

rt S U , i = 1, • • •» n ; £ rt = m • 
i = l 

Now if we put 

r i *< • , 
P i = — » _ = - » . = 1 , . - . , n , 

m r 

where £ f; ^ r; then by using Lemma 2 
i = l 

^'f1-1 1 ; - - - , - ) = ^% w?1 ?„) + 
\m m m r r) 

+ £*.-W± i;i i) 
. - i V . rt h h) 



by (2.5) and Lemma 4 becomes -97 

ip(m, r) = K„a)(Pi,...,Pn; __,. . . ,_,) + __ p . _ 1 _ " iKrf> «•) 

K<">(p_, ..., p„; _., ..., q„) = ^(m, r) - I pí?,1 -" <Kr., <i) 
í = i 

l N . - . m . - _ . _ 
-Kia)(pi> •••>£»> «_• • • • , « . ) = /X«) 

-£(rf/0(«./<.r* + £p?«H-
i = l i = l J 

= K«)[Etf«ra~i], 
i = i 

which conclude the proof. 

Particular cases 

Case I. Measure (1.3) under the condition 

/ 2 (1 ,0 ; _,-_)= 1 
reduces to 

4")(Pi,-,p»;«i,...,«.) = (2 a - i - i r i ( i :p i«r a - i ) ; «*o . 
i = i 

Now if a -> 1, we get 

/„(px, ...,_>_;__,..., _„) = __ p ; log2 -
'•=i «i 

which is Kullback's [4] relative information, which is characterized by Campbell 
[1], Hobson [2], Kannappan [3], Rathie and Kannappan [5], Sharma and Ram 
Autar [7], Ng [11]. 

Cfl.se II. Measure (1.3) under the condition 

/ 2 ( l , 0 ; _ , i ) = 2 ' - 1 - 1 
reduces to 

I*(Pl, ..., p„; _x , . . . ,<_„) = [ __ p. _ • ~a - 1] . 
;=i 

If a = 2, we get 

/<2>(p_, . . . ,P„; _ _ , . . . , ? „ ) = E ( p f / _ i ) - l 
i=l 

which is Pearson's ^-statistic and is a measure of discrepancy between the two 
discrete populations P and Q. 
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