ON THE ANALYSIS OF PERIODIC LINEAR SYSTEMS

ANTONIO TORNAMBÈ

In this paper, both discrete-time and continuous-time periodic linear systems are analysed and discussed. The concepts of eigenvalue, eigenvector, characteristic multiplier, steady-state response, and of blocking zero are stated in a unique framework for both classes of systems.

1. INTRODUCTION AND NOTATION

The interest of considering periodic linear systems is motivated by the large variety of processes that can be modelled by (difference or differential) linear equations with periodic coefficients (see, e.g., [1,2,10,28,29,31,33] for the continuous-time ones and see [3,7,8,11,12,20,21,22,23,32] for the discrete-time ones). A control theory is developing for periodic linear systems, and contributions on several control problems have been given, including eigenvalue assignment, state and output dead-beat control, disturbance localisation, model matching, robust tracking and regulation, block decoupling, and adaptive control [6,13,14,15,16,17,18,19,25,26,27,30,34].

The aim of this paper is to express in a unique framework the concepts of eigenvalue, eigenvector, characteristic multiplier, steady-state response, and of blocking zero both for continuous time and discrete-time linear systems.

The class of the linear periodic systems of period $\omega$ (briefly, $\omega$-periodic) that are considered in this paper, is described by:

\begin{align*}
\Delta x(t) &= A(t)x(t) + B(t)u(t), \\
y(t) &= C(t)x(t) + D(t)u(t),
\end{align*}

where $\Delta$ is either the differentiation operator (i.e., the operator such that $\Delta x(t) = \frac{dx(t)}{dt}, \ t \in \mathbb{R}$) or the one-step forward-shift operator (i.e., the operator such that $\Delta x(t) = x(t + 1), \ t \in \mathbb{Z}$), $t \in T$, $T = \mathbb{R}$ if $\Delta$ is the differentiation operator or $T = \mathbb{Z}$ if $\Delta$ is the one-step forward-shift operator, $\omega \in T$, $\omega > 0$, $x(t) \in \mathbb{R}^n$ is the state, $u(t) \in \mathbb{R}^p$ is the control input, $y(t) \in \mathbb{R}^q$ is the output to be controlled (which is assumed to be measured), and $A(\cdot)$, $B(\cdot)$, $C(\cdot)$, $D(\cdot)$ are real matrices that are $\omega$-periodic [continuous, if $T = \mathbb{R}$] functions of $t \in T$.
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2. ANALYSIS OF $\omega$-PERIODIC HOMOGENEOUS LINEAR SYSTEMS

Consider an $\omega$-periodic homogeneous linear system described by the following equation:

$$\Delta x(t) = A(t) x(t). \quad (2.1)$$

**Definition 1.** (See [24] for the case $T = \mathbb{R}$ and $t_0 = 0$.) A complex $\lambda_{t_0}$ is an eigenvalue at the initial time $t_0 \in T$ of the $\omega$-periodic matrix $A(t)$ if and only if there exists a $\omega$-periodic [differentiable with respect to $t \in T$, if $T = \mathbb{R}$] vector function $v_{t_0}(\cdot) \in \mathbb{C}^n$ of $t \in T$, $v_{t_0}(t) \neq 0$ for all $t \in T$, which is referred to as a right eigenvector at the initial time $t_0$ of $A(t)$, such that the vector function $\xi_{t_0}(\cdot)$ of $t \in T$, defined as follows

$$\xi_{t_0}(t) := \begin{cases} v_{t_0}(t) e^{\lambda_{t_0}(t-t_0)}, & \forall t \in T, \; t \geq t_0, \; \text{if } T = \mathbb{R}, \\ v_{t_0}(t) \lambda_{t_0}^{(t-t_0)}, & \forall t \in T, \; t \geq t_0, \; \text{if } T = \mathbb{Z}, \end{cases} \quad (2.2)$$

is solution of (2.1) from the initial time $t = t_0$; such a vector function $\xi_{t_0}(\cdot)$ is called an eigensolution at the initial time $t_0$ of (2.1) with eigenvalue $\lambda_{t_0}$.

Since $[0, \omega]$ is a closed interval [and $v_{t_0}(\cdot)$ is a continuous vector function of $t \in T$, if $T = \mathbb{R}$], then the following relation holds:

$$\hat{v} := \max_{t \in [0, \omega]} \{|v_{t_0}(t)|\} < \infty,$$

whence

$$|\xi_{t_0}(t)| \leq \hat{v} e^{c_\omega |\lambda_{t_0}| (t-t_0)}, \quad \forall t \in T, \; t \geq t_0, \; \text{if } T = \mathbb{R},$$

$$|\xi_{t_0}(t)| \leq \hat{v} (|\lambda_{t_0}|) (t-t_0), \quad \forall t \in T, \; t \geq t_0, \; \text{if } T = \mathbb{Z}.$$  

The following lemma is classical (see, e.g., [24]).

**Lemma 1.** System (2.1) is exponentially stable if and only if all the eigenvalues at the initial time $t_0 \in T$ of matrix $A(t)$ have negative real part if $T = \mathbb{R}$, or modulus smaller than 1 if $T = \mathbb{Z}$, for all $t_0 \in T$.

The following lemmas can be easily stated and proved.

**Lemma 2.** (See [24] for the case $T = \mathbb{R}$ and $t_0 = 0$.) Let $v_{t_0}(\cdot) \in \mathbb{C}^n$ be an $\omega$-periodic vector function of $t \in T$ [which is assumed to be differentiable, if $T = \mathbb{R}$], different from the zero vector for all $t \in T$. Then, $v_{t_0}(t)$ is a right eigenvector at the initial time $t_0 \in T$ of $A(t)$ with eigenvalue $\lambda_{t_0} \in \mathbb{C}$ at the initial time $t_0 \in T$ if and only if the following relations hold:

$$\dot{v}_{t_0}(t) = [A(t) - \lambda_{t_0} I] v_{t_0}(t), \quad \forall t \in T, \; t \geq t_0, \; \text{if } T = \mathbb{R}, \quad (2.3)$$

$$v_{t_0}(t+1) = \frac{1}{\lambda_{t_0}} A(t) v_{t_0}(t), \quad \forall t \in T, \; t \geq t_0, \; \text{if } T = \mathbb{Z}, \; \lambda_{t_0} \neq 0, \quad (2.4)$$

$$0 = A(t_0) v_{t_0}(t_0 + h\omega), \quad \forall h \in \mathbb{Z}, \; \text{if } T = \mathbb{Z}, \; \lambda_{t_0} = 0. \quad (2.5)$$
Proof. (Necessity) If the vector function $\xi_{t_0}(\cdot)$ of $t \in T$ defined in (2.2) is solution of (2.1) from the initial time $t = t_0 \in T$, then the following relations hold

$$
\dot{v}_{t_0}(t) e^{\lambda_{t_0}(t-t_0)} + \lambda_{t_0} v_{t_0}(t) e^{\lambda_{t_0}(t-t_0)} = A(t) v_{t_0}(t) e^{\lambda_{t_0}(t-t_0)},
$$

\forall t \in T, t \geq t_0, \text{ if } T = \mathbb{R}, \tag{2.6}

$$
v_{t_0}(t+1) \lambda_{t_0}^{(t+1-t_0)} = A(t) v_{t_0}(t) \lambda_{t_0}^{(t-t_0)},
$$

\forall t \in T, t \geq t_0, \text{ if } T = \mathbb{Z}. \tag{2.7}

Relation (2.3) is obtained from (2.6), taking into account that $e^{\lambda_{t_0}(t-t_0)} \neq 0$ for all $t \in \mathbb{R}$. For $\lambda_{t_0} \neq 0$, relation (2.4) is obtained from (2.7), taking into account that $\lambda_{t_0}^{(t-t_0)} \neq 0$ for all $t \in \mathbb{Z}$. For $\lambda_{t_0} = 0$, relation (2.5) is obtained from (2.7), by the $\omega$-periodicity of $v_{t_0}(\cdot)$, taking into account that $\lambda_{t_0}^{(t+1-t_0)} = 0$ and $\lambda_{t_0}^{(t-t_0)} = 1$ for $t = t_0$.

(Sufficiency) If the non-zero $\omega$-periodic [differentiable, if $T = \mathbb{R}$] vector function $v_{t_0}(\cdot)$ of $t \in T$ satisfies (2.3)-(2.5) (with $v_{t_0}(t)$ that is arbitrarily chosen different from the zero vector for all $t \in T$, $t \neq t_0 + \omega$, if $T = \mathbb{Z}$ and $\lambda_{t_0} = 0$), then relations (2.6),(2.7) hold, whence $\xi_{t_0}(t)$ defined in (2.2) is solution of (2.1) from the initial time $t = t_0 \in T$.

Remark 1. By Lemma 2, in the cases $T = \mathbb{R}$ and $T = \mathbb{Z}$, $\lambda_{t_0} \neq 0$, a solution $z_{t_0}(t)$ of (2.3) (if $T = \mathbb{R}$), or of (2.4) (if $T = \mathbb{Z}$, $\lambda_{t_0} \neq 0$), is a right eigenvector at the initial time $t_0 \in T$ of $A(t)$ with eigenvalue $\lambda_{t_0}$ if and only if it is an $\omega$-periodic function of $t \in T$ different from the zero vector for all $t \in T$.

Lemma 3. Let $v_{t_0}(t) \in \mathbb{C}^n$ be a right eigenvector at the initial time $t_0 \in T$ of $A(t)$. Then, the value $\lambda_{t_0} \in \mathbb{C}$ such that (2.3) (if $T = \mathbb{R}$), or (2.4) (if $T = \mathbb{Z}$ and $\lambda_{t_0} \neq 0$), or (2.5) (if $T = \mathbb{Z}$ and $\lambda_{t_0} = 0$), hold, is uniquely determined.

Proof. Consider the case $T = \mathbb{R}$. Suppose there exists two values $\lambda_{t_0} \in \mathbb{C}$ and $\lambda_{t_0} \in \mathbb{C}$ such that (2.3) holds with $\lambda_{t_0} = \lambda_{t_0}$ and $\lambda_{t_0} = \lambda_{t_0}$. Then, by subtraction one obtains:

$$
[\lambda_{t_0} - \lambda_{t_0}] v_{t_0}(t) = 0, \quad \forall t \in \mathbb{R}. \tag{2.8}
$$

Since $v_{t_0}(t) \neq 0$ for all $t \in \mathbb{R}$, equation (2.8) implies $\lambda_{t_0} = \lambda_{t_0}$, as was to be proved.

Consider the case $T = \mathbb{Z}$. Suppose there exist two values $\lambda_{t_0} \in \mathbb{C}$, $\lambda_{t_0} \neq 0$, and $\lambda_{t_0} \in \mathbb{C}$, $\lambda_{t_0} \neq 0$, such that (2.4) holds with $\lambda_{t_0} = \lambda_{t_0}$ and $\lambda_{t_0} = \lambda_{t_0}$, i.e., such that

$$
\lambda_{t_0} v_{t_0}(t + 1) = A(t) v_{t_0}(t), \quad \forall t \in \mathbb{Z}, \tag{2.9}
$$

$$
\hat{\lambda}_{t_0} v_{t_0}(t + 1) = A(t) v_{t_0}(t), \quad \forall t \in \mathbb{Z}. \tag{2.10}
$$

By subtracting (2.9) from (2.10), one obtains

$$
[\lambda_{t_0} - \hat{\lambda}_{t_0}] v_{t_0}(t + 1) = 0, \quad \forall t \in \mathbb{Z}. \tag{2.11}
$$
Since \( v_{t_0}(t) \neq 0 \) for all \( t \in \mathbb{Z} \), the equation (2.11) implies \( \lambda_{t_0} = \tilde{\lambda}_{t_0} \), as was to be proved.

Finally, by absurd, suppose that (2.4) and (2.5) hold, with \( \lambda_{t_0} \neq 0 \). Replacing in (2.4) \( t \) by \( t_0 \), and in (2.5) \( h \) by 0, one obtains the following relations

\[
v_{t_0}(t_0 + 1) = \frac{1}{\lambda_{t_0}} A(t_0) v_{t_0}(t_0),
0 = A(t_0) v_{t_0}(t_0),
\]

which imply \( v_{t_0}(t_0 + 1) = 0 \), in contradiction with the hypothesis that \( v_{t_0}(t) \neq 0 \), \( \forall t \in T \).

**Lemma 4.** Let \( v_{t_0}(\cdot) \in \mathbb{C}^n \) be an \( \omega \)-periodic vector function of \( t \in T \) [which is assumed to be differentiable, if \( T = \mathbb{R} \)], solution of (2.3) (if \( T = \mathbb{R} \)) or of (2.4) (if \( T = \mathbb{Z} \) and \( \lambda_{t_0} \neq 0 \)), from the initial time \( t = t_0 \in T \). If \( v_{t_0}(t) \) is different from the zero vector for some \( t = \tilde{t} \in T \), then it is different from the zero vector for all \( t \in T \).

**Proof.** The lemma is proved by showing that if \( v_{t_0}(t) \) is equal to the zero vector for some \( t = \tilde{t} \in T \), then \( v_{t_0}(t) \) is equal to the zero vector for \( t = \tilde{t} \), that is a contradiction of the hypothesis of the lemma. By (2.3) (if \( T = \mathbb{R} \)), or by (2.4) (if \( T = \mathbb{Z} \) and \( \lambda_{t_0} \neq 0 \)), if \( v_{t_0}(t) \) is equal to the zero vector for \( t = \tilde{t} \), then it is equal to the zero vector for all \( t \geq \tilde{t} \), whence for \( t = \tilde{t} + k \omega \), for some \( k \in \mathbb{Z} \) such that \( \tilde{t} + k \omega \geq \tilde{t} \). The proof follows by the \( \omega \)-periodicity of \( v_{t_0}(\cdot) \) that implies \( v_{t_0}(\tilde{t}) = v_{t_0}(\tilde{t} + k \omega) = 0 \).

Let \( \Phi(t, \tau, \lambda_{t_0}), t, \tau \in T \), be the state transition matrix of (2.3) (if \( T = \mathbb{R} \)) or of (2.4) (if \( T = \mathbb{Z} \) and \( \lambda_{t_0} \neq 0 \)), i.e., a matrix such that:

\[
\frac{d}{dt} \Phi(t, \tau, \lambda_{t_0}) = [A(t) - \lambda_{t_0} I] \Phi(t, \tau, \lambda_{t_0}), \quad \forall t, \tau \in T, \ t \geq \tau, \text{ if } T = \mathbb{R},
\]

\[
\Phi(t + 1, \tau, \lambda_{t_0}) = \frac{1}{\lambda_{t_0}} A(t) \Phi(t, \tau, \lambda_{t_0}), \quad \forall t, \tau \in T, \ t \geq \tau, \text{ if } T = \mathbb{Z}, \lambda_{t_0} \neq 0,
\]

\[
\Phi(\tau, \tau, \lambda_{t_0}) = I, \quad \forall \tau \in T.
\]

By the \( \omega \)-periodicity of \( A(\cdot) \), it is stressed that

\[
\Phi(t + \omega, \tau + \omega, \lambda_{t_0}) = \Phi(t, \tau, \lambda_{t_0}), \quad \forall t, \tau \in T, \ t \geq \tau.
\]

The following lemma gives conditions for a complex \( \lambda_{t_0} \) to be an eigenvalue at the initial time \( t_0 \in T \) of \( A(t) \), in the cases \( T = \mathbb{R} \), and \( T = \mathbb{Z} \), \( \lambda_{t_0} \neq 0 \).

**Lemma 5.** (See [24] for the case \( T = \mathbb{R} \) and \( t_0 = 0 \).) In the case \( T = \mathbb{R} \), or \( T = \mathbb{Z} \) and \( \lambda_{t_0} \neq 0 \), the complex \( \lambda_{t_0} \) is an eigenvalue at the initial time \( t_0 \in T \) of \( A(t) \) if and only if the following relation holds:

\[
\det[\Phi(t_0 + \omega, t_0, \lambda_{t_0}) - I] = 0.
\]
Proof. (Sufficiency) By Lemma 2, number \( \lambda_{t_0} \in \mathbb{C} \) is an eigenvalue at the initial time \( t_0 \in T \) of \( A(t) \) if and only if there exists an \( \omega \)-periodic (differentiable, if \( T = \mathbb{R} \)) vector function \( v_{t_0}() \in \mathbb{C}^n \) of \( t \in T \), \( v_{t_0}(t) \neq 0 \) for all \( t \in T \), such that (2.3) holds (if \( T = \mathbb{R} \)), or (2.4) holds (if \( T = \mathbb{Z} \) and \( \lambda_{t_0} \neq 0 \)). Any solution of (2.3) (if \( T = \mathbb{R} \)), or of (2.4) (if \( T = \mathbb{Z} \) and \( \lambda_{t_0} \neq 0 \)), can be written as follows:

\[
v_{t_0}(t) = \Phi(t, t_0, \lambda_{t_0}) v_{t_0}(t_0), \quad \forall t \in T, \ t \geq t_0. \tag{2.17}
\]

One can replace in (2.17) \( t \) by \( t + \omega \), to obtain (by virtue of (2.15))

\[
v_{t_0}(t + \omega) = \Phi(t + \omega, t_0, \lambda_{t_0}) v_{t_0}(t_0) = \Phi(t + \omega, t_0 + \omega, \lambda_{t_0}) \Phi(t_0 + \omega, t_0, \lambda_{t_0}) v_{t_0}(t_0) = \Phi(t, t_0, \lambda_{t_0}) \Phi(t_0 + \omega, t_0, \lambda_{t_0}) v_{t_0}(t_0), \quad \forall t \in T, \ t \geq t_0. \tag{2.18}
\]

If (2.16) holds, then there exists a vector \( v_{t_0}(t_0) \neq 0 \) such that

\[
\Phi(t_0 + \omega, t_0, \lambda_{t_0}) v_{t_0}(t_0) = v_{t_0}(t_0). \tag{2.19}
\]

Taking into account (2.19), equation (2.18) becomes

\[
v_{t_0}(t + \omega) = \Phi(t, t_0, \lambda_{t_0}) v_{t_0}(t_0) = v_{t_0}(t), \quad \forall t \in T, \ t \geq t_0. \tag{2.20}
\]

The \( \omega \)-periodicity of \( v_{t_0}() \) implied by (2.20), and the property that \( v_{t_0}(t) \neq 0 \), for all \( t \in T \), implied by \( v_{t_0}(t_0) \neq 0 \) and by Lemma 4, prove the sufficiency of condition (2.16).

(Necessity) If the solution \( v_{t_0}(t) \in \mathbb{C}^n, v_{t_0}(t) \neq 0 \) for all \( t \in T \), of (2.3) (if \( T = \mathbb{R} \)), or of (2.4) (if \( T = \mathbb{Z} \) and \( \lambda_{t_0} \neq 0 \)), is \( \omega \)-periodic, then by replacing in (2.17) \( t \) by \( t_0 + \omega \), one obtains

\[
v_{t_0}(t_0) = \Phi(t_0 + \omega, t_0, \lambda_{t_0}) v_{t_0}(t_0),
\]

with \( v_{t_0}(t_0) \neq 0 \), which implies the necessity of condition (2.16). \( \square \)

Example 1. Consider the following \( \omega \)-periodic system of the form (2.1):

\[
\Delta x(t) = a \left( 1 - \cos \left( \frac{2\pi t}{\omega} \right) \right) x(t), \tag{2.21}
\]

where \( a \) is a suitable real. For system (2.21), equations (2.3), (2.4) (with \( \lambda_{t_0} \neq 0 \) if \( T = \mathbb{Z} \)) take the following form, respectively,

\[
v_{t_0}(t) = \left( a - \lambda_{t_0} - a \cos \left( \frac{2\pi t}{\omega} \right) \right) v_{t_0}(t), \quad \text{if } T = \mathbb{R}, \tag{2.22}
\]

\[
v_{t_0}(t + 1) = \frac{a}{\lambda_{t_0}} \left( 1 - \cos \left( \frac{2\pi t}{\omega} \right) \right) v_{t_0}(t), \quad \text{if } T = \mathbb{Z}. \tag{2.23}
\]
The state transition functions \( \Phi(t, \tau, \lambda_{t_0}) \) of (2.22) and (2.23) are, respectively,

\[
\Phi(t, \tau, \lambda_{t_0}) = \exp \left( (a - \lambda_{t_0})(t - \tau) - \frac{\omega a}{2\pi} \left( \sin \left( \frac{2\pi t}{\omega} \right) - \sin \left( \frac{2\pi \tau}{\omega} \right) \right) \right),
\]
\[t, \tau \in T, \ t \geq \tau, \text{ if } T = \mathbb{R}, \tag{2.24}\]

\[
\Phi(t, \tau, \lambda_{t_0}) = \left( \frac{a}{\lambda_{t_0}} \right)^{t-\tau} \prod_{h=1}^{t-1} \left( 1 - \cos \left( \frac{2\pi h}{\omega} \right) \right),
\]
\[t, \tau \in T, \ t > \tau, \text{ if } T = \mathbb{Z}. \tag{2.25}\]

From (2.24), (2.25), one can compute the state transition functions \( \Phi(t_0 + \omega, t_0, \lambda_{t_0}) \) of (2.22) and (2.23) over the period \([t_0, t_0 + \omega)\) (in the case \( T = \mathbb{Z} \), for the integer \( h \in [t_0, t_0 + \omega) \) that is multiple of \( \omega \), one has \( 1 - \cos(\frac{2\pi h}{\omega}) = 0 \)):

\[
\Phi(t_0 + \omega, t_0, \lambda_{t_0}) = \exp \left( (a - \lambda_{t_0})\omega \right), \quad \text{if } T = \mathbb{R}, \tag{2.26}
\]

\[
\Phi(t_0 + \omega, t_0, \lambda_{t_0}) = 0, \quad \text{if } T = \mathbb{Z}. \tag{2.27}
\]

In the case \( T = \mathbb{R} \), through (2.26) one can see that the only real \( \lambda_{t_0} \) such that (2.16) holds, is \( \lambda_{t_0} = a \); relation (2.16) is also satisfied by the complex number \( \lambda_{t_0} = a + j\frac{2\pi h}{\omega} \), for all \( h \in \mathbb{Z} \).

In the case \( T = \mathbb{Z} \), through (2.27) one can see that (2.16) is not satisfied for all complex numbers \( \lambda_{t_0} \neq 0 \); system (2.21) may have only the eigenvalue \( \lambda_{t_0} = 0 \).

In the case \( T = \mathbb{R} \), a real \( \omega \)-periodic solution of (2.22) with \( \lambda_{t_0} = a \) is

\[
v_{t_0}(t) = \exp \left( -\frac{\omega a}{2\pi} \left( \sin \left( \frac{2\pi t}{\omega} \right) - \sin \left( \frac{2\pi t_0}{\omega} \right) \right) \right) v_{t_0}(t_0)
\]

for all \( v_{t_0}(t_0) \in \mathbb{R} \).

Let \( \Phi(t, \tau) \), \( t, \tau \in T \), be the state transition matrix of (2.1), i.e., a matrix such that:

\[
\Delta \Phi(t, \tau) = A(t) \Phi(t, \tau), \quad \forall t, \tau \in T, \ t \geq \tau, \tag{2.28}
\]

\[
\Phi(\tau, \tau) = I, \quad \forall \tau \in T. \tag{2.29}
\]

By the \( \omega \)-periodicity of \( A(\cdot) \), it is stressed that

\[
\Phi(t + \omega, \tau + \omega) = \Phi(t, \tau), \quad \forall t, \tau \in T, \ t \geq \tau. \tag{2.30}
\]

Lemma 6. In the case \( T = \mathbb{R} \), or \( T = \mathbb{Z} \), \( \lambda_{t_0} \neq 0 \), the state transition matrices \( \Phi(t, \tau, \lambda_{t_0}) \) and \( \Phi(t, \tau) \) satisfy the following relations:

\[
\tilde{\Phi}(t, \tau, \lambda_{t_0}) = \Phi(t, \tau) e^{-\lambda_{t_0}(t-\tau)}, \quad \forall t, \tau \in T, \ t \geq \tau, \text{ if } T = \mathbb{R}, \tag{2.31}
\]

\[
\tilde{\Phi}(t, \tau, \lambda_{t_0}) = \Phi(t, \tau) \lambda_{t_0}^{-(t-\tau)}, \quad \forall t, \tau \in T, \ t \geq \tau, \text{ if } T = \mathbb{Z}, \lambda_{t_0} \neq 0. \tag{2.32}
\]

Proof. By virtue of (2.14) and (2.29), a simple substitution shows that (2.31) and (2.32) hold for \( t = \tau \).
Consider the case $T = \mathbb{R}$. One can take the time derivative of both sides of (2.31), to obtain (by virtue of (2.28))

$$
\frac{d}{dt} \Phi(t, \tau, \lambda_{t_0}) = e^{-\lambda_{t_0}(t-\tau)} \frac{d}{dt} \Phi(t, \tau) - \lambda_{t_0} \Phi(t, \tau) e^{-\lambda_{t_0}(t-\tau)}
$$

$$
= A(t) e^{-\lambda_{t_0}(t-\tau)} \Phi(t, \tau) - \lambda_{t_0} \Phi(t, \tau) e^{-\lambda_{t_0}(t-\tau)}
$$

$$
= [A(t) - \lambda_{t_0} I] \Phi(t, \tau, \lambda_{t_0}), \quad \forall t, \tau \in \mathbb{R}, t \geq \tau,
$$
as was to be shown on the basis of (2.12).

Consider now the case $T = \mathbb{Z}$, $\lambda_{t_0} \neq 0$. One can replace $t$ by $t+1$ in both sides of (2.32) to obtain (by virtue of (2.28))

$$
\Phi(t+1, \tau, \lambda_{t_0}) = \Phi(t+1, \tau) \lambda_{t_0}^{-1(t+1-\tau)}
$$

$$
= \frac{1}{\lambda_{t_0}} A(t) \Phi(t, \tau) \lambda_{t_0}^{-1(t-\tau)}
$$

$$
= \frac{1}{\lambda_{t_0}} A(t) \Phi(t+1, \tau, \lambda_{t_0}), \quad \forall t, \tau \in \mathbb{Z}, t \geq \tau,
$$
as was to be shown on the basis of (2.13). \hfill \Box

Remark 2. The analytic computation of $\Phi(t, \tau)$ is not an easy task, in general. For the case $T = \mathbb{Z}$, the state transition matrix $\Phi(t, \tau)$ is simply given by:

$$
\Phi(t, \tau) = \prod_{\theta=\tau}^{t-1} A(\theta), \quad \forall t, \tau \in \mathbb{Z}, t \geq \tau + 1.
$$

For the case $T = \mathbb{Z}$, the state transition matrix $\Phi(t, \tau)$ can be simply computed when matrices $A(t)$ and $\int_{\tau}^{t} A(\theta) d\theta$ commute for all $t, \tau \in \mathbb{R}, t \geq \tau$, in the matrix product (see, e.g., [5]), i.e. when

$$
A(t) \int_{\tau}^{t} A(\theta) d\theta = \int_{\tau}^{t} A(\theta) d\theta A(t), \quad \forall t, \tau \in \mathbb{R}, t \geq \tau;
$$
in such a case, one has

$$
\Phi(t, \tau) = \exp \left( \int_{\tau}^{t} A(\theta) d\theta \right).
$$

The following lemma gives conditions for a complex $\lambda_{t_0}$ to be an eigenvalue at the initial time $t_0 \in T$ of $A(t)$.

Lemma 7. (See [9] for the case $T = \mathbb{Z}$.) The complex $\lambda_{t_0}$ is an eigenvalue at the initial time $t_0 \in T$ of $A(t)$ if and only if (only if, in the case $T = \mathbb{Z}$ and $\lambda_{t_0} = 0$) the following relation holds:

$$
\det[\Phi(t_0 + \omega, t_0) - \eta_{t_0} I] = 0, \quad (2.33)
$$
where $\eta_{t_0} := e^{\lambda_{t_0} \omega}$ (if $T = \mathbb{R}$) or $\eta_{t_0} := \lambda_{t_0}^\omega$ (if $T = \mathbb{Z}$).

**Proof.** For $T = \mathbb{Z}$ and $\lambda_{t_0} = 0$, the proof is trivial since (2.33) reduces to $\det(\Phi(t_0 + \omega, t_0)) = 0$, which is implied by (2.5) for $h = 0$, i.e., by $\det[A(t_0)] = 0$.

For $T = \mathbb{R}$, and for $T = \mathbb{Z}$, $\lambda_{t_0} \neq 0$, the lemma is proved by the following relations, which are yielded by (2.16) and (2.31), (2.32), taking into account that $\eta_{t_0} \neq 0$:

$$0 = \det[\Phi(t_0 + \omega, t_0, \lambda_{t_0}) - I]$$
$$= \det[\Phi(t_0 + \omega, t_0)\eta_{t_0}^{-1} - I]$$
$$= \eta_{t_0}^{-n} \det[\Phi(t_0 + \omega, t_0) - \eta_{t_0} I].$$

By virtue of (2.34), if $T = \mathbb{R}$, or $T = \mathbb{Z}$, $\lambda_{t_0} \neq 0$, then $\eta_{t_0} \neq 0$ and therefore relation (2.16) implies, and is implied, by relation (2.33). \qed

**Definition 2.** (See [24] for the case $T = \mathbb{R}$, $t_0 = 0$, and [9] for the case $T = \mathbb{Z}$.) The polynomial

$$p_{t_0}(\eta_{t_0}) := \det[\Phi(t_0 + \omega, t_0) - \eta_{t_0} I]$$

(2.35)

is referred to as the characteristic polynomial at the initial time $t_0$ of the $\omega$-periodic matrix $A(t)$, and the $n$ roots $\eta_{t_0,i}$, $i = 1, 2, \ldots, n$, of $p_{t_0}(\eta_{t_0}) = 0$ are referred to as the characteristic multipliers at the initial time $t_0$ of $A(t)$.

**Lemma 8.** (See [9] for the case $T = \mathbb{Z}$.) The characteristic multipliers at the initial time $t_0$ of the $\omega$-periodic matrix $A(t)$ are independent of the initial time $t_0$.

**Proof.** Consider the case $T = \mathbb{R}$, and $T = \mathbb{Z}$, $\lambda_{t_0} \neq 0$. If $\eta_{t_0}$ is a characteristic multiplier at the initial time $t_0$ of matrix $A(t)$, then equation (2.33) implies the existence of a nonzero vector $v_{t_0}(t_0)$ such that

$$[\Phi(t_0 + \omega, t_0) - \eta_{t_0} I] v_{t_0}(t_0) = 0. \quad (2.36)$$

The solution $v_{t_0}(t)$ of (2.3) (if $T = \mathbb{R}$), or of (2.4) (if $T = \mathbb{Z}$, $\lambda_{t_0} \neq 0$), from the initial time $t = t_0$ and such an initial condition $v_{t_0}(t_0)$ is a right eigenvector at the initial time $t_0$ of $A(t)$ with characteristic multiplier $\eta_{t_0}$.

For any $t_1 \in T$, $t_1 \geq t_0$, one can left multiply (2.36) by matrix $\Phi(t_1 + \omega, t_0 + \omega)$, to obtain (by virtue of (2.30))

$$0 = [\Phi(t_1 + \omega, t_0) - \eta_{t_0} \Phi(t_1 + \omega, t_0 + \omega)] v_{t_0}(t_0)$$
$$= [\Phi(t_1 + \omega, t_1) \Phi(t_1, t_0) - \eta_{t_0} \Phi(t_1, t_0)] v_{t_0}(t_0)$$
$$= [\Phi(t_1 + \omega, t_1) - \eta_{t_0}] \hat{v}(t_1), \quad (2.37)$$

where $\hat{v}(t_1) := \Phi(t_1, t_0) v_{t_0}(t_0)$. If $\hat{v}(t_1) \neq 0$, then (2.37) implies that

$$\det[\Phi(t_1 + \omega, t_1) - \eta_{t_0} I] = 0, \quad (2.38)$$
namely that \( \eta_0 \) is a characteristic multiplier at the initial time \( t_0 \) of \( A(t) \), as to be shown. If \( T = \mathbb{R} \), then \( \Phi(t_1, t_0) \) is non-singular, whence \( v_{t_0}(t_0) \neq 0 \) implies \( \dot{v}(t_1) \neq 0 \). If \( T = \mathbb{Z} \), \( \eta_0 \neq 0 \), suppose, by absurd, that \( \dot{v}(t_1) = 0 \). Then,

\[
\Phi(t_1, t_0) v_{t_0}(t_0) = 0.
\]

From (2.39), one obtains

\[
v_{t_0}(t_1) = \eta_0^{-\frac{t_1-t_0}{\omega}} \Phi(t_1, t_0) v_{t_0}(t_0) = 0
\]

which is a contradiction of the property that if \( \eta_0 \) is a characteristic multiplier at the initial time \( t_0 \) of matrix \( A(t) \), then the following vector function

\[
v_{t_0}(t) = \eta_0^{-\frac{t-t_0}{\omega}} \Phi(t, t_0) v_{t_0}(t_0), \quad t \in \mathbb{Z}, \ t \geq t_0,
\]

is an eigenvector at the initial time \( t_0 \in T \) of \( A(t) \), with characteristic multiplier \( \eta_0 \).

Consider the case \( T = \mathbb{Z} \), \( \lambda_0 = 0 \). Since

\[
\det[\Phi(t_0 + \omega, t_0)] = \prod_{k=0}^{\omega-1} \det[A(k)], \quad \forall t_0 \in \mathbb{Z},
\]

the property \( \det[\Phi(t_0 + \omega, t_0)] = 0 \) for some \( t_0 = \hat{t}_0 \in T \) implies that \( \det[\Phi(t_0 + \omega, t_0)] = 0 \) for all \( t_0 \in T \), i.e., \( \eta_0 = 0 \) is a characteristic multiplier of \( A(t) \) at each \( t_0 \in \mathbb{Z} \), as was to be shown.

**Remark 3.** By the proof of Lemma 8, one has obtained the following properties. In the cases \( T = \mathbb{R} \), and \( T = \mathbb{Z} \), \( \lambda_0 \neq 0 \), if \( \lambda_0 \) is an eigenvalue at the initial time \( t_0 \) of \( A(t) \) for some \( t_0 = \hat{t}_0 \in T \), then it is an eigenvalue at the initial time \( t_0 \) of \( A(t) \) for all \( t_0 \in T \). In the case \( T = \mathbb{Z} \), \( \lambda_0 = 0 \), if \( \lambda_0 = 0 \) is an eigenvalue at the initial time \( t_0 \in T \) of \( A(t) \) for some \( t_0 = \hat{t}_0 \in T \), the property that \( \lambda_0 = 0 \) is an eigenvalue at the initial time \( t_0 \in T \) of \( A(t) \) for all \( t_0 \in T \), is not necessarily true (the property \( \det[A(t_0)] = 0 \) for some \( t_0 = \hat{t}_0 \in T \) does not imply the property \( \det[A(t_0)] = 0 \) for all \( t_0 \in T \)).

Lemma 8 allows the following definition to be introduced.

**Definition 3.** (See [24] for the case \( T = \mathbb{R} \), and [9] for the case \( T = \mathbb{Z} \).) The following polynomial

\[
p(\eta) := \det[\Phi(\omega, 0) - \eta I]
\]

is referred to as the characteristic polynomial of the \( \omega \)-periodic matrix \( A(t) \), and the \( n \) roots of \( p(\eta) = 0 \) are referred to as the characteristic multipliers of \( A(t) \).
Example 2. The characteristic polynomial of (2.21) is
\[ p(\eta) = e^{\alpha \omega} - \eta, \quad \text{if } T = \mathbb{R}, \]
\[ p(\eta) = -\eta, \quad \text{if } T = \mathbb{Z}. \]
The characteristic multipliers of (2.21) are
\[ \eta = e^{\alpha \omega}, \quad \text{if } T = \mathbb{R}, \]
\[ \eta = 0, \quad \text{if } T = \mathbb{Z}. \]

3. ANALYSIS OF \( \omega \)-PERIODIC INHOMOGENEOUS LINEAR SYSTEMS

Consider an \( \omega \)-periodic inhomogeneous linear system described by the following equations
\[ \Delta x(t) = A(t)x(t) + B(t)u(t), \quad (3.1) \]
\[ y(t) = C(t)x(t) + D(t)u(t). \quad (3.2) \]

Assumption 1. The complex number \( \alpha \in \mathbb{C} (\alpha \neq 0, \text{if } T = \mathbb{Z}) \) is such that
\[ \sigma := e^{\alpha \omega} (\text{if } T = \mathbb{R}), \text{or } \sigma := \alpha^\omega (\text{if } T = \mathbb{Z}), \]
is not a characteristic multiplier of \( A(t) \).

Definition 4. (See [4] for the case \( T = \mathbb{R} \) and \( \alpha = 0 \).) Under Assumption 1, the vector function \( \zeta_{t_0}(\cdot) \) of \( t \in T \), which is defined as follows
\[ \zeta_{t_0}(t) := \begin{cases} 
z_{t_0}(t)e^{\alpha(t-t_0)}, & \forall t \in T, \ t \geq t_0, \text{if } T = \mathbb{R}, \\
z_{t_0}(t)\alpha^{(t-t_0)}, & \forall t \in T, \ t \geq t_0, \text{if } T = \mathbb{Z}, \end{cases} \quad (3.3) \]
where \( t_0 \in \mathbb{Z}, z_{t_0}(\cdot) \in \mathbb{C}^n \) is an \( \omega \)-periodic [differentiable, if \( T = \mathbb{R} \)] vector function of \( t \in T \), is an exosolution at the initial time \( t_0 \) of (3.1) if and only if it is the solution of (3.1) from the initial time \( t = t_0 \) corresponding to the following input vector function
\[ u(t) := \begin{cases} 
w(t)e^{\alpha(t-t_0)}, & \forall t \in T, \ t \geq t_0, \text{if } T = \mathbb{R}, \\
w(t)\alpha^{(t-t_0)}, & \forall t \in T, \ t \geq t_0, \text{if } T = \mathbb{Z}, \end{cases} \quad (3.4) \]
where \( w(\cdot) \in \mathcal{S}^p \), and \( \mathcal{S}^p \) is a set of complex-valued \( \omega \)-periodic [continuous, if \( T = \mathbb{Z} \)] \( p \)-dimensional vector functions of \( t \in T \); vector \( z_{t_0}(t) \) is referred to as a right exo-vector at the initial time \( t_0 \) of (3.1) corresponding to the input vector function (3.4).

Lemma 9. Let \( z_{t_0}(\cdot) \in \mathbb{C}^n \) be an \( \omega \)-periodic vector function of \( t \in T \) [which is assumed to be differentiable, if \( T = \mathbb{R} \)]. Then, under Assumption 1, the vector function \( \zeta_{t_0}(\cdot) \) of \( t \in T \) defined in (3.3), is an exosolution at the initial time \( t_0 \in T \)
of (3.1) corresponding to the input vector function (3.4) if and only if the following relations hold:

\[
\dot{z}_{t_0}(t) = [A(t) - \alpha I] z_{t_0}(t) + B(t) w(t), \quad \forall t \in T, \ t \geq t_0, \text{ if } T = \mathbb{R}, (3.5)
\]

\[
z_{t_0}(t+1) = \frac{1}{\alpha} A(t) z_{t_0}(t) + \frac{1}{\alpha} B(t) w(t), \quad \forall t \in T, \ t \geq t_0, \text{ if } T = \mathbb{Z}. (3.6)
\]

**Proof.** (Necessity) If the vector function \(\zeta_{t_0}(\cdot)\) of \(t \in T\) defined in (3.3) is the solution of (3.1) from the initial time \(t = t_0 \in T\) corresponding to the input vector function (3.4), then the following relations hold

\[
\dot{z}_{t_0}(t) e^{\alpha(t-t_0)} + \alpha z_{t_0}(t) e^{\alpha(t-t_0)} = A(t) z_{t_0}(t) e^{\alpha(t-t_0)} + B(t) w(t) e^{\alpha(t-t_0)},
\]

\[
\forall t \in T, \ t \geq t_0, \text{ if } T = \mathbb{R}, (3.7)
\]

\[
z_{t_0}(t+1) e^{\alpha(t+1-t_0)} = A(t) z_{t_0}(t) e^{\alpha(t-t_0)} + B(t) w(t) e^{\alpha(t-t_0)},
\]

\[
\forall t \in T, \ t \geq t_0, \text{ if } T = \mathbb{Z}. (3.8)
\]

Relation (3.5) is obtained from (3.7), taking into account that \(e^{\alpha(t-t_0)} \neq 0\) for all \(t \in \mathbb{R}\), while relation (3.6) is obtained from (3.8), taking into account that (by Assumption 1) \(e^{\alpha(t-t_0)} \neq 0\) for all \(t \in \mathbb{Z}\).

(Sufficiency) If the \(\omega\)-periodic [differentiable, if \(T = \mathbb{R}\)] vector function \(z_{t_0}(\cdot)\) of \(t \in T\) satisfies (3.5)–(3.6), then relations (3.7), (3.8) hold, whence \(\zeta_{t_0}(t)\) defined in (3.3) is a solution of (3.1) from the initial time \(t = t_0 \in T\) corresponding to the input vector function (3.4). \(\square\)

It is now possible to state the following corollary to Lemma 9.

**Corollary 1.** Under Assumption 1, a [differentiable, if \(T = \mathbb{R}\)] vector function \(z_{t_0}(\cdot) \in \mathbb{C}^n\) of \(t \in T\) is a right exovector at the initial time \(t_0 \in T\) of (3.1) corresponding to the input vector function (3.4), if and only if it is an \(\omega\)-periodic solution of (3.5), (3.6) from the initial time \(t = t_0\).

The following three lemmas specify the conditions under which a right exovector is unique, is independent of the initial time \(t_0 \in T\), and exists.

**Lemma 10.** Under Assumption 1, if there exists a right exovector \(z_{t_0}(t)\) at the initial time \(t_0 \in T\) of (3.1) corresponding to the input vector function (3.4), then it is uniquely determined.

**Proof.** By absurd, suppose there exist two \(\omega\)-periodic vector functions \(\tilde{z}_{t_0}(\cdot)\) and \(\tilde{z}_{t_0}(\cdot)\) of \(t \in T\) [which are assumed to be differentiable, if \(T = \mathbb{R}\)], such that (3.5), (3.6) hold with \(z_{t_0}(\cdot) = \tilde{z}_{t_0}(\cdot)\) and \(z_{t_0}(\cdot) = \tilde{z}_{t_0}(\cdot)\). By subtraction of the equations thus obtained, one obtains

\[
\dot{\tilde{z}}_{t_0}(t) = [A(t) - \alpha I] \tilde{z}_{t_0}(t), \quad \forall t \in T, \ t \geq t_0, \text{ if } T = \mathbb{R}, (3.9)
\]

\[
\tilde{z}_{t_0}(t+1) = \frac{1}{\alpha} A(t) \tilde{z}_{t_0}(t), \quad \forall t \in T, \ t \geq t_0, \text{ if } T = \mathbb{Z}. (3.10)
\]
where \( \tilde{z}_{t_0}(t) := \hat{z}_{t_0}(t) - \tilde{z}_{t_0}(t) \). Since, by Assumption 1, the complex number \( \alpha \) is such that \( \sigma = e^{i\omega} \) (if \( T = \mathbb{R} \)), or \( \sigma = \alpha^\omega \) (if \( T = \mathbb{Z} \)), is not a characteristic multiplier of \( A(t) \), Lemmas 2, 3 and 4 imply that \( \tilde{z}_{t_0}(t) = 0 \) for all \( t \in T \). \( \square \)

**Lemma 11.** Under Assumption 1, if \( z_{t_0}(t) \) is a right exovector at the initial time \( t_0 \) of (3.1) corresponding to the input vector function (3.4) for some \( t_0 = \hat{t}_0 \in T \), then it is a right exovector at the initial time \( t_0 \) of (3.1) corresponding to the input vector function (3.4), for all \( t_0 \in T \).

**Proof.** By Lemma 9, equations (3.5), (3.6) hold for \( t_0 = \hat{t}_0 \). Since, by Assumption 1, \( e^{\alpha(t-t_0)} \neq 0 \) for all \( t \in T, t \geq t_0 \) (if \( T = \mathbb{R} \)), or \( \alpha^{(t-t_0)} \neq 0 \) for all \( t \in T, t \geq t_0 \) (if \( T = \mathbb{Z} \)), with \( t_0 \) being an arbitrary element of \( T \), one can multiply both sides of (3.5) rewritten with \( t_0 = \hat{t}_0 \) for \( e^{\alpha(t-t_0)} \), and both sides of (3.5) rewritten with \( t_0 = \hat{t}_0 \) for \( \alpha^{(t-t_0)} \). The resulting equations imply that the following vector function

\[
\zeta_{t_0}(t) := \begin{cases} 
  z_{t_0}(t) e^{\alpha(t-t_0)}, & \forall t \in T, t \geq t_0, \text{ if } T = \mathbb{R}, \\
  z_{t_0}(t) \alpha^{(t-t_0)}, & \forall t \in T, t \geq t_0, \text{ if } T = \mathbb{Z},
\end{cases}
\]

is a solution of (3.1) from the initial time \( t = t_0 \) corresponding to the input vector function (3.4). The arbitrariness of \( t_0 \) proves the lemma. \( \square \)

Lemmas 10 and 11 allow the term *exovector* to be used, instead of the term *exovector at the initial time \( t_0 \)*, to represent an \( \omega \)-periodic solution of (3.5), (3.6), which (if any) is uniquely determined. From now on, subscript \( t_0 \) will be omitted in the representation \( z(t) \) of a right exovector.

Under Assumption 1, the following relation:

\[
\det[I - \Phi(t + \omega, t)\sigma^{-1}] = \sigma^{-n} \det[\sigma I - \Phi(t + \omega, t)\sigma^{-1}] \neq 0, \quad \forall t \in T,
\]

where \( \Phi(t, \tau) \) is the state transition matrix of (2.1), implies that matrix \( [I - \Phi(t + \omega, t)\sigma^{-1}] \) is non-singular for all \( t \in T \).

**Lemma 12.** (See [4] for the case \( T = \mathbb{R} \) and \( \alpha = 0 \)). Under Assumption 1, the exovector \( z(t) \) of (3.1) corresponding to the input vector function (3.4) exists and is given by:

\[
z(t) = \begin{cases} 
  [I - \Phi(t + \omega, t)e^{-\alpha\omega}]^{-1} \\
  \int_t^{t+\omega} \Phi(t + \omega, \tau) e^{-\alpha(t+\omega-\tau)} B(\tau) w(\tau) \, d\tau, & \text{if } T = \mathbb{R}, \\
  \frac{1}{\alpha} [I - \Phi(t + \omega, t)\alpha^{-\omega}]^{-1} \\
  \sum_{\tau=t}^{t+\omega-1} \Phi(t + \omega, \tau) e^{-\alpha(t+\omega-\tau)} B(\tau) w(\tau), & \text{if } T = \mathbb{Z},
\end{cases}
\]
Proof. Consider the case $T = \mathbb{R}$. Any solution of (3.5) can be written as follows for an arbitrary $t_0 \in \mathbb{R}$:

$$z(t) = \Phi(t, t_0) e^{-\alpha(t-t_0)} z(t_0) + \int_{t_0}^{t} \Phi(t, \tau) e^{-\alpha(t-\tau)} B(\tau) w(\tau) d\tau, \quad t \in \mathbb{R}, \ t \geq t_0. \quad (3.13)$$

(Necessity) Assume that the vector function $z(\cdot)$ in (3.13) is $\omega$-periodic. Replacing in (3.13) $t$ by $t_0 + \omega$, and taking into account (by virtue of the hypotheses of the lemma) that matrix $[I - \Phi(\omega, t_0)] e^{-\alpha \omega}$ is non singular and that $z(\cdot)$ is an $\omega$-periodic vector function of $t \in \mathbb{R}$, one obtains that the following relation

$$z(t_0 + \omega) = \Phi(t_0 + \omega, t_0) e^{-\alpha \omega} z(t_0) + \int_{t_0}^{t_0+\omega} \Phi(t_0 + \omega, \tau) e^{-\alpha(t_0+\omega-\tau)} B(\tau) w(\tau) d\tau, \quad (3.14)$$

implies condition (3.11) for $t = t_0$. The arbitrariness of $t_0 \in \mathbb{R}$ completes the proof of the necessity.

(Sufficiency) The following relations (which are obtained through (2.30), (3.11), and the $\omega$-periodicity of $w(\cdot)$) will be useful for the sufficiency proof:

$$\Phi(t + \omega, t_0) e^{-\alpha(t+\omega-t_0)} z(t_0) = \Phi(t + \omega, t_0 + \omega) e^{-\alpha(t-t_0)} \Phi(t_0 + \omega, t_0) e^{-\alpha \omega} z(t_0) = \Phi(t + \omega, t_0 + \omega) e^{-\alpha(t-t_0)} z(t_0) - \int_{t_0}^{t_0+\omega} \Phi(t_0 + \omega, \tau) \Phi(t_0 + \omega, \tau) e^{-\alpha(t_0+\omega-\tau)} B(\tau) w(\tau) d\tau$$

$$= \Phi(t_0, t_0) e^{-\alpha(t-t_0)} z(t_0) - \int_{t_0}^{t_0+\omega} \Phi(t_0 + \omega, \tau) e^{-\alpha(t_0+\omega-\tau)} B(\tau) w(\tau) d\tau, \quad (3.15)$$

$$\int_{t_0+\omega}^{t+\omega} \Phi(t + \omega, \tau) e^{-\alpha(t+\omega-\tau)} B(\tau) w(\tau) d\tau = \int_{t_0}^{t} \Phi(t + \omega, \tau + \omega) e^{-\alpha(t-\tau)} B(\tau + \omega) w(\tau + \omega) d\tau$$

$$= \int_{t_0}^{t} \Phi(t_0, t_0) e^{-\alpha(t_0+\omega-\tau)} B(\tau + \omega) w(\tau + \omega) d\tau$$

$$= \int_{t_0}^{t} \Phi(t_0, t_0) e^{-\alpha(t_0+\omega-\tau)} B(\tau) w(\tau) d\tau, \quad (3.16)$$

$$\int_{t_0}^{t+\omega} \Phi(t + \omega, \tau) e^{-\alpha(t+\omega-\tau)} B(\tau) w(\tau) d\tau$$
\[
\begin{align*}
\int_{t_0}^{t_0+\omega} \Phi(t + \omega, \tau) e^{-\alpha(t + \omega - \tau)} B(\tau) w(\tau) \, d\tau \\
+ \int_{t_0}^{t_0+\omega} \Phi(t + \omega, \tau) e^{-\alpha(t + \omega - \tau)} B(\tau) w(\tau) \, d\tau \\
= \int_{t_0}^{t_0+\omega} \Phi(t + \omega, \tau) e^{-\alpha(t + \omega - \tau)} B(\tau) w(\tau) \, d\tau \\
+ \int_{t_0}^{t_0} \Phi(t, \tau) e^{-\alpha(t + \tau)} B(\tau) w(\tau) \, d\tau.
\end{align*}
\] (3.17)

One can replace in (3.13) \( t \) by \( t + \omega \), to obtain

\[
z(t + \omega) = \Phi(t + \omega, t_0) e^{-\alpha(t + \omega - t_0)} z(t_0) \\
+ \int_{t_0}^{t_0+\omega} \Phi(t + \omega, \tau) e^{-\alpha(t + \omega - \tau)} B(\tau) w(\tau) \, d\tau.
\] (3.18)

From (3.18), taking into account (3.15)–(3.17), one obtains that \( z(t + \omega) = z(t) \) for all \( t \in \mathbb{R} \). Relation (3.11) is obtained from (3.18) by replacing \( t_0 \) by \( t \).

Consider the case \( T = \mathbb{Z} \). Any solution of (3.6) can be written as follows for an arbitrary \( t_0 \in \mathbb{Z} \):

\[
z(t) = \Phi(t, t_0) e^{-\alpha(t - t_0)} z(t_0) \\
+ \sum_{\tau = t_0}^{t-1} \Phi(t, \tau) e^{-\alpha(t - \tau)} B(\tau) w(\tau), \quad t \in \mathbb{Z}, \ t \geq t_0 + 1.
\] (3.19)

(Necessity) Assume that the vector function \( z(\cdot) \) in (3.19) is \( \omega \)-periodic. Replacing in (3.19) \( t \) by \( t_0 + \omega \), and taking into account (by virtue of the hypotheses of the lemma) that matrix \([I - \Phi(\omega, t_0) \alpha^{-\omega}]\) is non singular and that \( z(\cdot) \) is an \( \omega \)-periodic vector function of \( t \in \mathbb{Z} \), one obtains that the following relation

\[
z(t_0 + \omega) = \Phi(t_0 + \omega, t_0) e^{-\omega} z(t_0) \\
+ \frac{1}{\alpha} \sum_{\tau = t_0}^{t_0+\omega-1} \Phi(t_0 + \omega, \tau) e^{-\alpha(t_0 + \omega - \tau)} B(\tau) w(\tau),
\] (3.20)

implies condition (3.12) for \( t = t_0 \). The arbitrariness of \( t_0 \in \mathbb{Z} \) completes the proof of the necessity.

(Sufficiency) The following relations (which are obtained through (2.30), (3.12), and the \( \omega \)-periodicity of \( w(\cdot) \)) will be useful for the sufficiency proof:

\[
\begin{align*}
\Phi(t + \omega, t_0) e^{-\alpha(t + \omega - t_0)} z(t_0) \\
= \Phi(t + \omega, t_0 + \omega) e^{-\alpha(t - t_0)} \Phi(t_0 + \omega, t_0) e^{-\omega} z(t_0) \\
= \Phi(t + \omega, t_0 + \omega) e^{-\alpha(t - t_0)} z(t_0) \\
- \frac{1}{\alpha} \sum_{\tau = t_0}^{t_0+\omega-1} \Phi(t + \omega, t_0 + \omega) \Phi(t_0 + \omega, \tau) e^{-\alpha(t + \omega - \tau)} B(\tau) w(\tau)
\end{align*}
\]
\[
\begin{align*}
= & \quad \Phi(t, t_0) \alpha^{-(t - t_0)} z(t_0) \\
& - \frac{1}{\alpha} \sum_{\tau = t_0}^{t_0 + \omega - 1} \Phi(t + \omega, \tau) \alpha^{-(t + \omega - \tau)} B(\tau) w(\tau), \\
& \\
& + \sum_{\tau = t_0 + \omega}^{t + \omega - 1} \Phi(t + \omega, \tau) \alpha^{-(t + \omega - \tau)} B(\tau) w(\tau).
\end{align*}
\]

One can replace in (3.19) \( t \) by \( t + \omega \), to obtain

\[
z(t + \omega) = \Phi(t + \omega, t_0) \alpha^{-(t + \omega - t_0)} z(t_0) \\
+ \sum_{\tau = t_0}^{t + \omega - 1} \Phi(t + \omega, \tau) \alpha^{-(t + \omega - \tau)} B(\tau) w(\tau).
\]

From (3.24), taking into account (3.21)–(3.23), one obtains that \( z(t + \omega) = z(t) \) for all \( t \in \mathbb{Z} \). Relation (3.12) is obtained from (3.24) by replacing \( t_0 \) by \( t \). \hfill \Box

The following lemma gives conditions for the exosolution of (3.1) corresponding to the input vector function (3.4) to be attractive.

**Lemma 13.** Under Assumption 1, let \( z(t) \in \mathbb{C}^n \) be the exovector of (3.1) corresponding to the input vector function (3.4). Let \( \zeta(t) \in \mathbb{C}^n \) be the solution of (3.1)
from the initial time $t = t_0 \in T$, from an arbitrary initial state $\zeta(t_0) = x_0$, and corresponding to the input vector function (3.4). The function $\tilde{\zeta}(t) := \zeta(t) - \zeta_{t_0}(t)$, with $\zeta_{t_0}(t)$ being defined in (3.3), exponentially goes to zero for all $x_0 \in \mathbb{R}^n$, if and only if all the characteristic multipliers of $A(t)$ have modulus smaller than 1.

**Proof.** It is easy to see that $\tilde{\zeta}(t)$ satisfies the following equation

$$\Delta \tilde{\zeta}(t) = A(t) \tilde{\zeta}(t).$$

(3.25)

Function $\tilde{\zeta}(t)$ exponentially goes to zero for all $\tilde{\zeta}(t_0) \in \mathbb{R}^n$, if and only if all the characteristic multipliers of $A(t)$ have modulus smaller than 1, as was to be proved. \qed

The definition of steady-state solution of an $\omega$-periodic system of the form (3.1) given in [4] for $\omega$-period input vector functions, is extended for input vector functions of the form (3.4), by the following definition.

**Definition 5.** Under Assumption 1, let $\zeta_{t_0}(t)$ be the exosolution at the initial time $t_0 \in T$ of system (3.1) corresponding to the input vector function (3.4). Vector function $\zeta_{t_0}(t)$ is referred to as the state steady-state solution of (3.1), (3.2) corresponding to the input vector function (3.4) if and only if re$[\alpha] > 0$ (if $T = \mathbb{R}$), or $|\alpha| > 1$ (if $T = \mathbb{Z}$), and all the characteristic multipliers of $A(t)$ have modulus smaller than 1. The output solution of (3.1), (3.2) corresponding to such a $\zeta_{t_0}(t)$ is referred to as the output steady-state solution of (3.1), (3.2).

The notion of blocking zero that has been given (see, e.g., [5]) for time-invariant linear systems, is extended for $\omega$-periodic systems under the following assumption.

**Assumption 2.** The set $S^p$ of the $\omega$-periodic [continuous, if $T = \mathbb{R}$] functions $w(\cdot)$ has a $\rho$-dimensional base

$$B_\rho := \{w_0(\cdot), w_1(\cdot), \ldots, w_{\rho-1}(\cdot)\},$$

for some $\rho \in \mathbb{Z}, \rho \geq 0$, i.e., for each $w(\cdot) \in S^p$ there exist $\rho$ complex numbers $c_0, c_1, \ldots, c_{\rho-1}$ such that the following relation is satisfied

$$w(t) = c_0 w_0(t) + c_1 w_1(t) + \ldots + c_{\rho-1} w_{\rho-1}(t), \quad \forall t \in T.$$  

(3.26)

**Remark 4.** Assumption 2 does not seem to be restrictive.

Consider the case $T = \mathbb{R}$. For $i = 0, 1, \ldots, \omega - 1$, consider the $\omega$-periodic function $w_i(\cdot) : \mathbb{Z} \to \{0, 1\}$ that is defined as follows

$$w_i(h + k \omega) := \delta(h - i), \quad h \in \{0, 1, \ldots, \omega - 1\}, \quad k \in \mathbb{Z},$$

where $\delta(\cdot) : \mathbb{Z} \to \{0, 1\}$ is such that

$$\delta(t) = \begin{cases} 1, & t = 0, \\ 0, & t \neq 0. \end{cases}$$
For each $\omega$-periodic function $w(\cdot)$, define $\omega$ complex numbers as follows:

$$c_i := w(i), \quad i = 0, 1, \ldots, \omega - 1.$$  

Then, it is easy to see that (3.26) holds with $\rho := \omega$.

Consider the case $T = \mathbb{R}$ and $\alpha \in \mathbb{R}$. Assume that the input vector function (3.4) is the output free solution from the initial time $t = t_0 \in \mathbb{R}$ of the following $\omega$-periodic system (which is usually referred to as the exosystem):

$$\dot{x}_u(t) = A_u(t)x_u(t), \quad (3.27)$$
$$u(t) = C_u(t)x_u(t), \quad (3.28)$$

where $x_u(t) \in \mathbb{R}^p$ is the state, $A_u(\cdot)$ and $C_u(\cdot)$ are real matrices that are $\omega$-periodic functions of $t \in \mathbb{R}$. Assume that $A_u(t)$ is reducible (see, e.g., [4]) in the sense of Floquet-Lyapunov to the diagonal constant matrix $A = \alpha I$, through the $\omega$-periodic Lyapunov transformation matrix $W(t)$. Then, the input vector function (3.4) can be expressed by

$$u(t) = C_u(t)W(t)c e^{\alpha(t-t_0)}, \quad (3.29)$$

where $c \in \mathbb{R}^p$ is a vector dependent on the initial conditions of (3.27). By comparing (3.4) with (3.29), one obtains

$$w(t) = C_u(t)W(t)c;$$

whence condition (3.26) is satisfied once the $\rho$ column vectors of $C_u(t)W(t)$ are taken as the base functions $w_i(\cdot), i \in \{0, 1, \ldots, \omega - 1\}$, of $B_p$, and the $\rho$ entries of vector $c$ are taken as the coefficients $c_i, i \in \{0, 1, \ldots, \omega - 1\}$.

**Definition 6.** Under Assumptions 1 and 2, the complex $\alpha$ is a blocking zero of system (3.1), (3.2) from the input $u(t)$ to the output $y(t)$ if and only if the output steady-state solution of (3.1), (3.2) corresponding to the input vector function (3.4) is constant and equal to zero for all the $\omega$-periodic vector functions $w(\cdot) \in S_p$.

The following lemma gives necessary and sufficient conditions for a complex $\alpha$ to be a blocking zero of system (3.1), (3.2).

**Lemma 14.** Under Assumptions 1 and 2, the complex $\alpha$ is a blocking zero of system (3.1), (3.2) from the input $u(t)$ to the output $y(t)$ if and only if the following conditions hold for $i = 0, 1, \ldots, \rho - 1$:

$$ \text{Im} \left[ \int_t^{t+\omega} \frac{\Phi(t + \omega, \tau) e^{-\alpha(t-\tau)} B(\tau) w_i(\tau) d\tau}{D(\tau) w_i(t)} \right] \subseteq \text{Im} \left[ \frac{\Phi(t + \omega, t) - I e^{\alpha \omega}}{C(t)} \right], \quad \forall t \in T, \text{ if } T = \mathbb{R}, \quad (3.30)$$

$$ \text{Im} \left[ \sum_{\tau=t}^{t+\omega-1} \frac{\Phi(t + \omega, \tau) e^{-\alpha(t-\tau)} B(\tau) w_i(\tau)}{D(\tau) w_i(t)} \right] \subseteq \text{Im} \left[ \frac{\Phi(t + \omega, t) - I \alpha \omega}{C(t)} \right], \quad \forall t \in T, \text{ if } T = \mathbb{Z}. \quad (3.31)$$
Proof of Lemma 14. Since, by Assumption 1, \( e^{\alpha t} \neq 0 \) and \( \alpha' \neq 0 \) for all \( t \in T \), the complex \( \alpha \) is a blocking zero of system (3.1), (3.2) if and only if the output response of the following system (if \( T = \mathbb{R} \))

\[
\begin{align*}
  \dot{z}(t) &= (A(t) - \alpha I) z(t) + B(t) w(t), \\
  \overline{y}(t) &= C(t) z(t) + D(t) w(t),
\end{align*}
\]

or of the following system (if \( T = \mathbb{Z} \))

\[
\begin{align*}
  \dot{z}(t+1) &= \frac{1}{\alpha} A(t) z(t) + \frac{1}{\alpha} B(t) w(t), \\
  \overline{y}(t) &= C(t) z(t) + D(t) w(t),
\end{align*}
\]

to each input vector function \( w(\cdot) \in \mathcal{S}^p \), is constant and equal to zero in correspondence to the unique solution of (3.32) (if \( T = \mathbb{R} \)), or of (3.34) (if \( T = \mathbb{Z} \)), that is \( \omega \)-periodic. In view of Assumption 2, the linearity of systems (3.32), (3.33) and (3.34), (3.35) implies that the complex \( \alpha \) is a blocking zero of system (3.1), (3.2) if and only if the output response of (3.32), (3.33) (if \( T = \mathbb{R} \)), or of (3.34), (3.35) (if \( T = \mathbb{Z} \)), with \( w(t) = w_i(t), i = 0, 1, \ldots, \rho - 1 \), is constant and equal to zero in correspondence to its unique state solution that is \( \omega \)-periodic. Through a reasoning similar to the one used in the proof of Lemma 12, the unique \( \omega \)-periodic state and output solution of (3.32), (3.33), with \( w(t) = w_i(t), i = 0, 1, \ldots, \rho - 1 \), can be rewritten as follows for all \( t \in \mathbb{R} \):

\[
\begin{align*}
  z(t) &= \Phi(t+\omega,t) e^{-\alpha \omega} z(t) + \int_t^{t+\omega} \Phi(t+\omega,\tau) e^{-\alpha(t+\omega-\tau)} B(\tau) w_i(\tau) \, d\tau, \\
  \overline{y}(t) &= C(t) z(t) + D(t) w_i(t),
\end{align*}
\]

and the unique \( \omega \)-periodic state and output solution of (3.34), (3.35), with \( w(t) = w_i(t), i = 0, 1, \ldots, \rho - 1 \), can be rewritten as follows for all \( t \in \mathbb{Z} \):

\[
\begin{align*}
  z(t+\omega) &= \Phi(t+\omega,t) \alpha^{-\omega} z(t) + \frac{1}{\alpha} \sum_{\tau = t}^{t+\omega-1} \Phi(t+\omega,\tau) \alpha^{-(t+\omega-\tau)} B(\tau) w_i(\tau), \\
  \overline{y}(t) &= C(t) z(t) + D(t) w_i(t).
\end{align*}
\]

(Necessity) If \( \overline{y}(t) = 0 \) for all \( t \in T \), then equations (3.36), (3.37) imply the necessity of condition (3.30), while equations (3.38), (3.39) imply the necessity of condition (3.31).

(Sufficiency) Since both sides of relations (3.30), (3.31) are \( \omega \)-periodic functions of \( t \in T \), then conditions (3.30), (3.31) imply the existence of an \( \omega \)-periodic vector function \( z(t) \) such that (3.36), (3.37) (if \( T = \mathbb{R} \)), or (3.38), (3.39) (if \( T = \mathbb{Z} \)), hold with \( \overline{y}(t) = 0 \) for all \( t \in T \). Since the exovector \( z(t) \) is uniquely determined, the sufficiency proof is completed. □

4. CONCLUSIONS

In this paper we have analysed a class of linear periodic systems, both discrete-time and continuous-time. For these systems, we have introduced well known notions
for linear time-invariant systems, such as the concepts of eigenvalue, eigenvector, characteristic multiplier, steady-state response, and of blocking zero. Future work will regard the possibility of using such notions for the statement of an algebraic version of the internal model principle for periodic linear systems.

(Received February 14, 1996.)
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