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1. INTRODUCTION

Let \((F, \| \cdot \|)\) be a real or complex Fréchet space where \(\| \cdot \| : F \to \mathbb{R}^N\) denotes a polygon norm on \(F\), i.e., \(\{ \| \cdot \|_j : j \in \mathbb{N} \}\) is a separating family of seminorms inducing the Fréchet space topology of \(F\). Especially, for a sequence \(E = ((E_j, \| \cdot \|_j))_{j=1}^\infty\) of Banach spaces we consider the Fréchet space \((F_E, \| \cdot \|)\) with \(F_E = \prod_{j=1}^\infty E_j\) and \(\|(a_j)_{j=1}^\infty\|_E = \|a_j\|_j, j \in \mathbb{N}\). For a continuous function \(f : [0,T] \times F \to F\) and \(u_0 \in F\) we consider the initial value problem

\[(1) \quad u'(t) = f(t, u(t)), \quad u(0) = u_0.\]

Now let \(A = (a_{ij})_{i,j \in \mathbb{N}}\) be a row-finite matrix, i.e., \(a_{ij} \in \mathbb{C}, i, j \in \mathbb{N}\) and for every \(i \in \mathbb{N}\) \(\{j \in \mathbb{N} : a_{ij} \neq 0\} < \infty\).

The row-finite matrices are exactly the continuous endomorphisms of the Fréchet space \((C^0, \| \cdot \|)\), \(\|x\| = \|x_j\|_{j=1}^\infty\), and, according to a theorem of Ulm \([20]\), the spectrum

\[\sigma(A) = \{ \lambda \in \mathbb{C} : A - \lambda I \text{ is not invertible} \}\]
is either at most countable or has an at most countable complement \( C \setminus \sigma(A) \). For this and further properties of row-finite matrices we refer to [5], [6], [9], [10], [11], [12], [23].

In the sequel we will call a row-finite matrix \( A = (a_{ij})_{i,j \in \mathbb{N}} \) monotone if \( a_{ij} \in [0, \infty), i, j \in \mathbb{N}, \) and we will call \( A \) quasimonotone if \( a_{ij} \in \mathbb{R}, i, j \in \mathbb{N} \) and \( a_{ij} \geq 0, i \neq j \).

Now we define mappings \( m_-: F \times F \to \mathbb{R}^N \) and \( m_+: F \times F \to \mathbb{R}^N \) as

\[
m_\pm[x, y] = \lim_{h \to 0^\pm} \frac{\|x + hy\| - \|x\|}{h}.
\]

The \( j \)-th coordinate of \( m_\pm \) will be denoted by \( m_\pm [x, y]_j, j \in \mathbb{N}. \) The existence of these limits as well as the properties of the functions \( m_\pm \) are consequences of the properties of convex functions on linear spaces (see [14], p. 36–46). Especially, for \( x, y, z \in F \) we have that

\[
|m_\pm[x, y]| \leq \|y\|
\]
\[
m_-[x, y] \leq m_+[x, y],
\]
\[
m_\pm[x, y + z] \leq m_\pm[x, y] + \|z\|.
\]

Here and in the sequel inequalities between elements of \( \mathbb{R}^N \) are intended component-wise. Now, if \( I \subseteq \mathbb{R} \) is an interval and \( u: I \to F \) is differentiable from the left-hand side or from the right-hand side at \( t_0 \in I, \) then \([u]: I \to \mathbb{R}^N \) has the same property and

\[
\|u\|_I(t_0) = m_-[u(t_0), u_+(t_0)],
\]
\[
\|u\|_I(t_0) = m_+[u(t_0), u_+(t_0)],
\]

respectively.

Now let \( f: [0, T] \times F \to F \) be a continuous function. If there is a quasimonotone row-finite matrix \( L \) with \( m_\pm[x - y, f(t, x) - f(t, y)] \leq L\|x - y\|, (t, x), (t, y) \in [0, T] \times F \) we will say that \( f \) is \( L_\pm\)-dissipative.

According to a theorem of Lemmert [12] we have

**Theorem 1.** If \( f: [0, T] \times F \to F \) is \( L_\pm\)-dissipative with \( \sigma(L) \) at most countable, then problem (1) has at most one solution.

**Remark.** The same assertion holds if \( f \) is \( L_-\)-dissipative.

According to [8] we have

**Theorem 2.** If \( f: [0, T] \times F \to F \) is \( L_-\)-dissipative with \( \sigma(L) \) at most countable and if there exists \( j_0 \in \mathbb{N} \) such that

\[
\{ f(t, x): (t, x) \in [0, T] \times F, \|x\|_j \leq c_j, j = 1, \ldots, j_0 \}
\]
is bounded for every $(c_1, \ldots, c_n) \in [0, \infty)^n$, then problem (1) is uniquely solvable on $[0, T]$ and the solution depends continuously on the initial value.

Remarks:

1. Both theorems fail without the presupposition that $\sigma(L)$ is at most countable (for examples see [4], [8], [11]).
2. For the assertion in Theorem 2, in case that $L$ is a diagonal matrix, and for differential equations on closed subsets of $F$, see [16], [17].
3. According to an example in [8], there is a Fréchet space $(F, \| \cdot \|)$ and a linear continuous operator $f : F \to F$ with $m_x[x, f(x)] = 0$, $x \in F$, for which the problem $u'(t) = f(u(t))$, $u(0) = u_0$ is locally unsolvable for some $u_0 \in F$.

Hence in general (and unlike the case in Banach spaces) $L$-dissipativity does not imply local existence of solutions for problem (1).

We now consider a Fréchet space $(F, \| \cdot \|)$ which is the direct product of Banach spaces $(E_j, \| \cdot \|_j)$, $j \in \mathbb{N}$. Let $P_m : F \to F$ denote the projection $P_m((x_j)_{j=1}^\infty) = (x_1, \ldots, x_m, 0, 0, \ldots)$, $m \in \mathbb{N}$, and let $f = (f_j)_{j=1}^\infty : [0, T] \times F \to F$ be continuous. We call the function $f$, or the system of differential equations in problem (1), row-finite if there is a mapping $\varphi : \mathbb{N} \to \mathbb{N}$ with

$$f_j(t, x) = f_j(t, P_{\varphi(j)}(x)), \quad (t, x) \in [0, T] \times F, \quad j \in \mathbb{N}.$$ 

Row-finite systems of differential equations are an important type of differential equations in Fréchet spaces with various applications, for example, in polymerization chemistry, in semidiscretization of partial differential equations, in the study of delay-equations, and in modelling birth-death processes (see e.g. [2], [3], [5], [22] and the references given there).

In the sequel we will prove the following theorems:

**Theorem 3.** If $f : [0, T] \times F \to F$ is $L$-dissipative, then $f$ is row-finite.

**Theorem 4.** If $f : [0, T] \times F \to F$ is $L$-dissipative with $\sigma(L)$ at most countable, and if $f([0, T] \times M)$ is bounded for every bounded set $M \subset F$, then problem (1) is uniquely solvable on $[0, T]$ and the solution depends continuously on the initial value.

Remarks:

1. Theorem 4, as well as Theorem 2, can be considered to be generalizations of Martin's theorem on ordinary differential equations in Banach spaces (see [14], p. 227–237). For a survey on existence and uniqueness results for Cauchy problems in locally convex spaces we refer to [1] and [13].
2. The existence part of Theorem 4 is relevant as well if $F_E$ is a Montel space, i.e., if $\dim E_j < \infty$, $j \in \mathbb{N}$. According to an application of Tychonov’s fixed point theorem, initial value problems with bounded right-hand sides are always solvable in Montel spaces (for $F_E = \mathbb{R}^N$, see [19]), but if $f$ is unbounded, problem (1) can be locally unsolvable. Consider, for example, in $\mathbb{R}^N$ the initial value problem $u'_j(t) = u_j^2(t) + j$, $u_j(0) = 0$, $j \in \mathbb{N}$ (cf. [1], [4]).

3. If $F_E$ is a Montel space then $f([0,T] \times M)$ is bounded for every bounded set $M \subseteq F_E$ since $f$ is continuous.

4. The proof of Theorem 4 will show that the solution of problem (1) can be approximated by the solution of the truncated system (cf. [2], Chapter 7, Galerkin approximation).

In case $F_E$ is a Montel space we will get the following assertion as an easy consequence of Theorem 4.

**Theorem 5.** Let $F_E$ be a Montel space. Let $g: [0,T] \times F_E \rightarrow F_E$ be $L_-$-dissipative with $\sigma(L)$ at most countable, and continuous. Further let $h: [0,T] \times F_E \rightarrow F_E$ be continuous with $h([0,T] \times F_E)$ bounded, and let $f := g + h$. Then problem (1) is solvable on $[0,T]$.

**Remark.** Theorem 5 also holds for general spaces $F_E$ if $g([0,T] \times M)$ is bounded for every bounded set $M \subseteq F_E$ and $h([0,T] \times F_E)$ is assumed to be relatively compact. This can be considered a generalization of a theorem of Volkmann [21] on ordinary differential equations in Banach spaces (cf. also [18]). For the techniques to prove this assertion see [4], [8] and [21].

We will finally give some applications of our theorems to stability of solutions of $u'(t) = f(t, u(t))$, $t \in [0,\infty)$, and to solvability of the problem $u'(t) = f(t, u(t))$, $u(0) = u(T)$. Moreover, we will combine Theorem 5 with a uniqueness condition for certain $L_-$-dissipative right-hand sides where $L$ is allowed to have an uncountable spectrum.

2. Proof of Theorem 3

Since $L = (l_{ij})_{i,j \in \mathbb{N}}$ is row-finite, there exists a function $\varphi: \mathbb{N} \rightarrow \mathbb{N}$ with $l_{ij} = 0$, $j > \varphi(i)$, $i \in \mathbb{N}$, and $\varphi(i) \geq i$, $i \in \mathbb{N}$. We claim that $f_j(t, x) = f_j(t, x_{\varphi(j)}(x))$, $(t, x) \in [0,T] \times F_E$, $j \in \mathbb{N}$. Assume that this is not true for some $j_0 \in \mathbb{N}$. Then there exists $(t_0, x_0) \in [0,T] \times F_E$ with $\alpha := f_{j_0}(t_0, x_0) - f_{j_0}(t_0, x_{\varphi(j_0)}(x_0)) \neq 0$. Since $f$ is continuous we can manage $|\alpha| < 1$. For any $h < 0$ and $(t, x), (t, y) \in [0,T] \times F_E$ we
have

\[ \frac{1}{k} \left( |y_{j_k} - y_j + h(f_{j_k}(t,x) - f_j(t,y))| \right)_{j_k} \leq \frac{1}{k} \left( |y_{j_k} - y_j + h(f(t,x) - f(t,y))| \right)_{j_k} \]

which implies for \( x_{j_k} \neq y_j \) and \( h = -|y_{j_k} - y_j|_{j_k} \) that

\[ 1 - \frac{|x_{j_k} - y_{j_k} - (f_{j_k}(t,x) - f_j(t,y))|}{|y_{j_k} - y_j|_{j_k}} \leq \frac{1}{k} \left( |y_{j_k} - y_j + h(f(t,x) - f(t,y))| \right)_{j_k} \]

Now there is a sequence \((x_k)_{k=1}^{\infty}\) in \( F_{\mathbb{C}} \) with \( x_k \to x_0 \) in \( F_{\mathbb{C}} \) as \( k \to \infty \) and with

\[ \frac{|x_{j_k} - y_{j_k} - (f_{j_k}(t,x) - f_j(t,y))|}{|y_{j_k} - y_j|_{j_k}} \to \frac{m}{|a|} \]

in \( E_{\mathbb{C}} \) as \( k \to \infty \). Since \( \varphi(i) \geq 1 \), \( i \in \mathbb{N} \), we get from (2) that

\[ 1 - \frac{|x_{j_k} - y_{j_k} - (f_{j_k}(t,x) - f_j(t,y))|}{|y_{j_k} - y_j|_{j_k}} \leq \frac{1}{k} \left( |y_{j_k} - y_j + h(f(t,x) - f(t,y))| \right)_{j_k} \leq 0. \]

Since \( |a|_{j_k} < 1 \), this yields that \( |a|_{j_k} \leq 0 \), which is a contradiction. \( \square \)

3. Proof of Theorem 4

For the proof of Theorem 4 we need some preparations. For the first proposition, see the references in our introduction. The topological dual space of \((C^0!, \| \cdot \|)\) is the space \( C_0 \) of all finite complex sequences. We consider the duality \((x, y) = \sum_{j=1}^{\infty} x_j y_j \), \( x \in C^0 \), \( y \in C_0 \). The complex column-finite matrices are exactly the endomorphisms of \( C_0 \), and if \( A \) is a row-finite matrix the transposed matrix \( A^T \) is column-finite, and we have \((Ax, y) = (x, A^T y) \), \( x \in C^0 \), \( y \in C_0 \). In the sequel, \( e_i \) always denotes the sequence \((h_j)_{j=1}^{\infty} \), \( i \in \mathbb{N} \).

**Proposition 1.** Let \( A \) be a row-finite matrix. The following assertions are equivalent.
1. \( \sigma(A) \) is at most countable.
2. \( A^T \) is locally algebraic, i.e., \( \{(A^T)^ke_j: k \in \mathbb{N}\} \) is linear dependent for every \( j \in \mathbb{N} \).
3. \( e^{tA} \) exists, \( t \in \mathbb{R} \), and it is a matrix function with continuous entries that has at most finitely many functions in every row which are not identically zero.

Remark. If \( L \) is quasimonotone with \( \sigma(L) \) at most countable, then \( e^{tL} \) is monotone, \( t \in [0, \infty) \) (cf. [12]).

The next proposition shows that in the proof of Theorem 4 we can assume without loss of generality that \( L \) is monotone.

**Proposition 2.** Let \( L = (l_{ij})_{i,j \in \mathbb{N}} \) be a quasimonotone row-finite matrix with at most countable spectrum and let \( L_p = (\lambda_{ij})_{i,j \in \mathbb{N}} \) denote the monotone matrix with \( \lambda_{ij} = l_{ij}, i \neq j \) and \( \lambda_{ii} = \max\{l_{ii}, 0\} \). Then \( \sigma(L_p) \) is at most countable.

Proof. Let \( j \in \mathbb{N} \) be fixed and let \( U \) denote the linear hull of \( \{(L^T)^ke_j: k \in \mathbb{N}\} \) in \( \mathbb{R}^n \). By Proposition 1 we get \( \text{dim}U < \infty \). Now let \( \gamma = \max\{|l_{ij}|: i \in \mathbb{N}: \exists y \in U: y \neq 0\} \). The linear hull of \( \{(L^T + \gamma I)^ke_j: k \in \mathbb{N}\} \) in \( \mathbb{R}^n \) equals \( U \) and therefore \( 0 \leq (L^T)^ke_j \leq (L^T + \gamma I)^ke_j, k \in \mathbb{N} \). Therefore \( \{(L^T)^ke_j: k \in \mathbb{N}\} \) is linear dependent (in \( \mathbb{R}^n \) as well as in \( \mathbb{C}^n \)) for every \( j \in \mathbb{N} \). Hence \( \sigma(L_p) \) is at most countable, according to Proposition 1. \( \square \)

The next proposition is a consequence of a result due to Lemmert [12] on row-finite differential inequalities.

**Proposition 3.** Let \( L \) be a quasimonotone row-finite matrix with at most countable spectrum, \( g \in C([a,b], \mathbb{R}^n) \), and \( u: [a,b] \to \mathbb{R}^n \) is continuous and differentiable from the left-hand side with \( u(a) \in w \in \mathbb{R}^n \). Then
\[
\frac{d}{dt}u(t) \leq Lu(t) + g(t), \quad t \in (a,b]
\]
implies
\[
u(t) \leq e^{(t-a)L}w + \int_a^t e^{(t-\tau)L}g(\tau)\,d\tau, \quad t \in [a,b].
\]

Proof of Theorem 4. According to Proposition 2 we assume without loss of generality that \( L \) is monotone. For \( k \in \mathbb{N} \) let \( f_k: [0,T] \times F_k \to F_k \) be defined as \( f_{kj} = f_j, j = 1, \ldots, k, \) and \( f_{kj} = 0, j > k \). Since \( L \) is monotone we have\
\[
m_{\infty}[x - y, f_k(t,x) - f_k(t,y)] \leq L\|x - y\|,
\]
for \( t, x, (t,y) \in [0,T] \times F_k, k \in \mathbb{N} \). Since \( f([0,T] \times M) \) is bounded for every bounded set \( M \subset F_k \), Theorem 2 can be applied. According to Theorem 3, we have that \( f \) is
Let \( \phi : \mathbb{N} \to \mathbb{N} \) be such that \( f_j(t, x) = f_j(t, P_{\phi(j)}(x)) \), \( (t, x) \in [0, T] \times F_E \), \( j \in \mathbb{N} \). For fixed \( k \in \mathbb{N} \) we can choose \( j_0 = \max_{i=1, \ldots, k} \phi(i) \). Then by Theorem 2 we have a unique solution \( u_k : [0, T] \to F_E \) of the initial value problem \( u'(t) = f_k(t, u(t)), u(0) = u_0 \). For \( k, l \in \mathbb{N} \) we have

\[
\|u_k(t) - u_l(t)\| \leq \int_0^t e^{l(t-\tau)} \|f_k(\tau, u_k(\tau)) - f_l(\tau, u_l(\tau))\| \, d\tau, \quad t \in [0, T].
\]

By Proposition 3 we get

\[
\|u_*(t) - u_0(t)\| \leq \int_0^t e^{l(t-\tau)} \|f_k(\tau, u_k(\tau)) - f_l(\tau, u_l(\tau))\| \, d\tau, \quad t \in [0, T].
\]

Now consider the Fréchet space

\[
(C([0, T], F_E), \| \cdot \|), \quad \|u\| = \left( \max_{i \in [0, T]} \|u(t)\| \right)^{\infty}_{j=1}.
\]

Since \( L \) is monotone we have

\[
\|u_k - u_l\| \leq e^{lT} \|f_k(\cdot, u_k(\cdot)) - f_l(\cdot, u_l(\cdot))\|.
\]

Moreover, \( \|f_k(\cdot, u_k(\cdot)) - f_l(\cdot, u_l(\cdot))\| = 0, \ j = 1, \ldots, \min\{k, l\} \). Therefore \( (u_k)_{k=1}^{\infty} \)

is a Cauchy sequence in \( C([0, T], F_E) \), and \( u = \lim_{k \to \infty} u_k \) is a solution of problem (1). Now let \( u : [0, T] \to F_E \) and \( v : [0, T] \to F_E \) fulfill \( u'(t) = f(t, u(t)), u(0) = u_0 \) and \( v'(t) = f(t, v(t)), v(0) = v_0 \), respectively. Then \( \|u - v\| \leq e^{lT} \|u_0 - v_0\| \) by Proposition 3. Therefore the solution of problem (1) is unique and depends continuously on the initial value. □

4. PROOF OF THEOREM 5

According to Proposition 2, we assume without loss of generality that \( L \) is monotone. Since \( L \) is bounded there exists \( k \in [0, \infty)^n \) with \( \|h(t, x)\| \leq k, \ (t, x) \in [0, T] \times F_E \). We consider the operator \( Q : C([0, T], F_E) \to C([0, T], F_E) \), where \( Q(v) \) is the solution of \( u'(t) = g(t, u(t)) + h(t, v(t)), u(0) = u_0 \), which exists and is unique, according to Theorem 4. Here again \( C([0, T], F_E) \) is endowed with the polynorm

\[
\|u\| = \left( \max_{i \in [0, T]} \|u(t)\| \right)^{\infty}_{j=1}.
\]

Since \( L \) is monotone, according to Proposition 3, for \( v, w \in C([0, T], F_E) \)

\[
\|Q(v) - Q(w)\| \leq e^{lT} \|h(\cdot, v(\cdot)) - h(\cdot, w(\cdot))\|.
\]
which implies that $Q$ is continuous and
\[ \|Q(v)\| \leq \|Q(0)\| + 2e^{T^*L}. \]
Hence $Q(C([0,T], F_E))$ is bounded. Since $g([0,T] \times M)$ is bounded for every bounded set $M \subset F_E$, we have that \{ $(Q(v))'$ : $v \in C([0,T], F_E)$ \} is bounded in $C([0,T], F_E)$. Therefore $Q(C([0,T], F_E))$ is equicontinuous. Altogether $Q(C([0,T], F_E))$ is relatively compact, since $F_E$ is a Montel space, and, according to Tychonov’s fixed point theorem, there is a solution of problem (1). \hfill \Box

5. APPLICATIONS

Let $L$ be a quasimonotone row-finite matrix with $\sigma(L) \subset \{ z \in \mathbb{C} : \text{Re}(z) < 0 \}$, which implies that $\sigma(L)$ is at most countable. Then $\sigma(e^{Lt}) \subset \{ z \in \mathbb{C} : |z| < 1 \}$, $t \in (0, \infty)$, and Theorem 4 together with Proposition 3 leads to the following assertions:

1. If $f : [0, \infty) \times F_E \to F_E$ is $\ell$-dissipative, then $u'(t) = f(t,u(t))$, $u(0) = u_0$ is solvable on $[0, \infty)$ for every $u_0 \in F_E$, and $\|u(t) - w(t)\| \leq e^{T^*L} \|u(0) - w(0)\| \to 0$ as $t \to \infty$ for any two solutions $u, w$ of $u'(t) = f(t,u(t))$.

2. If $f : [0,T] \times F_E \to F_E$ is $L$-dissipative, then $\|u(T) - w(T)\| \leq e^{T^*L} \|u(0) - w(0)\|$ for any two solutions $u, w$ of $u'(t) = f(t,u(t))$. Hence, according to Lemmert’s fixed point theorem (see [12]), the problem $u'(t) = f(t,u(t))$, $u(0) = u(T)$ has a unique solution.

3. As a consequence of 1. and 2. we get: If $f : [0, \infty) \times F_E \to F_E$ is $L$-dissipative and if $f(t,x) = f(t+T,x)$, $(t,x) \in [0, \infty) \times F_E$, then $u'(t) = f(t,u(t))$ has a unique $T$-periodic solution which is asymptotically stable.

Next, let $F_E$ be a Montel space, let $g, h$ satisfy the conditions in Theorem 5, and let $f := g + h$ be $S_*$-dissipative, where $S$ is a quasimonotone row-finite matrix with arbitrary spectrum. Remember that $g$ is $L_*$-dissipative with $\sigma(L)$ at most countable. According to Theorem 5, problem (1) is solvable on $[0, T]$. From [7], Theorem 2, we get uniqueness conditions for the solution of problem (1) in this case (for other types of matrix Lipschitz conditions we refer to [15]). These uniqueness conditions in [7] are proved for $L_*$-dissipativity, but they hold for $L$-dissipativity with analogous proofs. To this end let $S_0$ denote the positive part of $S$ as in Proposition 2 and let $D := S_0 - S$. Moreover, let $b \in [0, \infty)^m$ such that $\|h(t, x) - h(t, y)\| \leq b(t, x) - b(t, y)$, $(t, x) \in [0, T] \times F_E$. Then the solution of problem (1) is unique if one of the following conditions is satisfied:

1. There exist $a \in [0, \infty)^m$ and $\beta \geq 0$ with
\[ (S_0)^n \int_0^\infty e^{\tau} b \, d\tau \leq \beta^n a, \quad n \in \mathbb{N}. \]
2. The diagonal matrix $D$ is invertible, and there exist $\alpha \in [0, \infty)^N$ and $\beta \geq 0$ with

$$(D^{-1}S^T)^n \int_0^T e^{r-b} \, dr \leq \beta^n \alpha, \quad n \in \mathbb{N}.$$ 

**Example.** We consider the Fréchet space $(\mathbb{R}^N, \| \cdot \|)$ with $\|x\| = (\|x_j\|_{p=1})^\infty$, and the following row-finite initial value problem:

$$u_j(t) = -\gamma_j \gamma_{j+1} \sinh(u_j(t)) - u_j(t/2-1)^{j} + \gamma_j \arctan(u_{j+1}(t)) + g_j(t),$$

$$(u_j(0)) = u_{0j}, \quad j \in \mathbb{N},$$

with $\gamma_j \geq 1$, $g_j \in C([0,T], \mathbb{R})$, $j \in \mathbb{N}$, and $u_0 \in \mathbb{R}^N$. Setting $g(t,x) = -\gamma_j \gamma_{j+1} \sinh(x_j) - x_j(t/2-1)^{j}$, $h(t,x) = \gamma_j \arctan(x_{j+1}) + g_j(t)$, and $f := g + h$, we have that $g$ is $L_\infty$-dissipative and that $f$ is $S_\infty$-dissipative, with $L = \text{diag}(-\gamma_j \gamma_{j+1})$ and

$$S = \begin{pmatrix}
-\gamma_1 
\gamma_1 & 0 & 0 & 0 & \cdots \\
0 & -\gamma_2 & \gamma_2 & 0 & \cdots \\
0 & 0 & -\gamma_3 & \gamma_3 & 0 & \cdots \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots
\end{pmatrix}.$$ 

We have that $\sigma(L) = \{-\gamma_j \gamma_{j+1}; \ j \in \mathbb{N}\}$, and $\sigma(S) = C$ (cf. [10]). Moreover, $\|h(t,x) - h(t,y)\| \leq \varepsilon(x_1^2)^n + b$. We have

$$(D^{-1}S^T)^n \int_0^T e^{r-b} \, dr \leq (\varepsilon_1 n)^\infty, \quad n \in \mathbb{N},$$

and therefore our problem is uniquely solvable on $[0,T]$. Note that a fast to $-\infty$ tending diagonal of $S$ is helpful for uniqueness. The initial value problem $u_j(t) = \gamma_j \arctan(u_{j+1}(t))$, $u_j(0) = u_{0j}$, $j \in \mathbb{N}$, can have an infinite number of solutions, if $(\gamma_j)_{j=1}^\infty$ is growing fast (see [7]).
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