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Summary. Boundary value problems for generalized linear differential equations and the corresponding controllability problems are dealt with. The adjoint problems are introduced in such a way that the usual duality theorems are valid. As a special case the interface boundary value problems are included. In contrast to the earlier papers by the author the right-hand side of the generalized differential equation as well as the solutions of this equation can be in general regulated functions (not necessarily of bounded variation). Similar problems in the space of regulated functions were treated e.g. by Ch. S. Höning, L. Fichmann and L. Barbanti, who made use of the interior (Dushnik) integral. In this paper the integral is the Perron-Stieltjes (Kurzweil) integral.
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The paper is devoted to linear value problems for generalized linear differential equations

\[ x(t) - x(0) - \int_0^t [dA(s)] x(s) = f(t) - f(0), \quad t \in [0, 1], \]

\[ M x(0) + \int_0^1 K(s) [dx(s)] = r \quad (r \in \mathbb{R}^m) \]

and the corresponding controllability problems. In particular, we obtain the adjoints to these problems in such a way that the usual duality theory can be extended to them. In contrast to the papers [T1], [T2], [ST] (cf. also [STV]) the right-hand side of the equation (0.1) can be in general a regulated function (not necessarily of bounded variation). Similar problems in the space of regulated functions were treated e.g. by Ch. S. Höning [Hö1], L. Fichmann [Fi] and L. Barbanti [Ba], where the interior (Dushnik) integral was used. In this paper the integral is the Perron-Stieltjes integral and, in particular, we work with the equivalent Kurzweil definition (cf. e.g. [Ku1], [Ku2], [Sch1] and [STV]). Let us notice that by [Ka] and by the relationship between the interior and the Perron-Stieltjes integrals (cf. [Hö2] and [Sch2]), the left-hand side of the additional condition (0.2) represents a general
form of a linear bounded mapping of the space of functions regulated on the closed interval \([0,1]\) and left-continuous on its interior \((0,1)\), equipped with the supremal norm, into \(\mathbb{R}^n\). For the direct proof of this assertion by means of the Kurzweil integral, see [T3], Theorem 3.8.

### 1. PRELIMINARIES

#### 1.1. Notation.
Throughout the paper \(\mathbb{R}^n\) denotes the space of real column \(n\)-vectors, \(\mathbb{R}^1 = \mathbb{R}\). Given a \(p \times q\)-matrix \(M\), its elements are denoted by \(m_{i,j}\), i.e.

\[
M = (m_{i,j})_{i=1,...,p, j=1,...,q},
\]

\(M^*\) stands for its transposition \((M^*) = (m_{j,i})_{j=1,...,q, i=1,...,p}\),

\[
|M| = \max_{i=1,...,p} \sum_{j=1}^{q} |m_{i,j}|
\]
is its norm, \(\det(M)\) is its determinant and \(\text{rank}(M)\) denotes its rank. (In particular, \(y^* = (y_1, y_2, \ldots, y_n)\) for \(y \in \mathbb{R}^n\).) The symbols \(I\) and \(O\) stand respectively for the identity and the zero matrix of the proper type.

If \(-\infty < a < b < \infty\), then \([a, b]\) and \((a, b)\) denote the corresponding closed and open intervals, respectively. Furthermore, \([a, b]\) and \((a, b)\) are the corresponding half-open intervals. Any function \(f: [a, b] \to \mathbb{R}^n\) which possesses finite limits

\[
f(t+) = \lim_{\tau \to t^+} f(\tau), \quad f(s-) = \lim_{\tau \to s^-} f(\tau)
\]

for all \(t \in [a, b]\) and \(s \in (a, b)\) is said to be regulated on \([a, b]\). An \(n\)-vector valued function \(x: [a, b] \to \mathbb{R}^n\) is said to be regulated on \([a, b]\) if all its components \(x_j\) \((j = 1, 2, \ldots, n)\) are regulated on \([a, b]\). The linear space of \(n\)-vector valued functions regulated on \([a, b]\) is denoted by \(G^n(a, b)\). \(G^n_L(a, b)\) stands for the space of all functions from \(G^n(a, b)\) which are left-continuous on \((a, b)\). For \(x \in G^n(a, b)\) we put

\[
\|x\| = \sup_{t \in [a, b]} |x(t)|.
\]

It is well known that both \(G^n(a, b)\) and \(G^n_L(a, b)\) are Banach spaces with respect to this norm (c.f. [Hö1], Theorem 3.6). Given \(f \in G^n(a, b)\), \(t \in [a, b]\) and \(s \in (a, b]\), we put \(\Delta^+ f(t) = f(t^+) - f(t)\), \(\Delta^- f(s) = f(s) - f(s-}\). Moreover, we define \(f(b+) = f(b), f(a-) = f(a)\) and \(\Delta f(a) = \Delta f(b) = 0\). Given \(M \subset \mathbb{R}^n, \chi_M\) denotes its characteristic function. \(BV^n(a, b)\) denotes the Banach space of column \(n\)-vector valued functions of bounded variation on \([a, b]\) (equipped with the norm

\[
f \in BV^n(a, b) \implies \|f\| = \|f(a)| + \text{var}_a^b f,
\]

where \(\text{var}_a^b f\) stands for the variation of \(f\) on \([a, b]\). If, moreover, \(-\infty < c < d < \infty\) and a matrix valued function \(U\) is defined on \([a, b] \times [c, d]\), then \(\chi_{[a,b] \times [c,d]}(U)\) denotes its two-dimensional Vitali variation on \([a, b] \times [c, d]\). (For the definition
and basic properties, see [Hi], Sec. III.4.) Furthermore, for given $t \in [a, b]$ and $s \in [c, d]$, the symbols $U(t, \cdot)$ and $U(\cdot, s)$ denote the functions

$$U(t, \cdot): \tau \in [c, d] \to U(t, \tau)$$

and

$$U(\cdot, s): \tau \in [a, b] \to U(\tau, s),$$

respectively. In the case $[a, b] = [0, 1]$ we write simply $G^n, G^n_L$ and $BV^n$ instead of $G^n(0, 1), G^n_L(0, 1)$ and $BV^n(0, 1)$, respectively. Analogously, $v_{[0,1]}^{10,11} \left( U \right) = v(U)$.

(For more details concerning regulated functions or functions of bounded variation see [Au], [Höl], [Fra] or [Hi], respectively.)

For given linear spaces $X$ and $\mathcal{Y}$, the symbol $L(X, \mathcal{Y})$ denotes the linear space of all linear mappings of $X$ into $\mathcal{Y}$. If $A \in L(X, \mathcal{Y})$, then $R(A)$, $N(A)$ and $A^*$ denote its range, null space and adjoint operator, respectively. For $P \subset \mathcal{Y}$ and $A \in L(X, \mathcal{Y})$, the symbol $A^{-1}(P)$ denotes the set of all $x \in X$ for which $Ax \in P$. If $X$ is a Banach space and $M \subset X$, then $cl(M)$ stands for the closure of $M$ in $X$.

1.2. Integrals. The integrals which occur in this paper are the Perron-Stieltjes ones. For the original definition, see [Wa] or [Sa]. We use the equivalent summation definition due to J. Kurzweil (cf. [Ku1], [Ku2], [STV]). The basic properties of the Perron-Stieltjes integral with respect to scalar regulated functions were described in [T3].

Given a $p \times q$-matrix valued function $F$ and a $q \times n$-matrix valued function $G$ defined on $[a, b]$ and such that all integrals

$$\int_a^b f_{i,k}(t) \left[ d g_{k,j}(t) \right] (i = 1, 2, \ldots, p; k = 1, 2, \ldots, q; j = 1, 2, \ldots, n)$$

exist (i.e. they have finite values), the symbol

$$\int_a^b F(t) \left[ dG(t) \right]$$

(or simply $\int_a^b F \ dG$)

stands for the $p \times n$-matrix $M$ with the entries

$$m_{i,j} = \sum_{k=1}^q \int_a^b f_{i,k} \left[ d g_{k,j} \right] (i = 1, 2, \ldots, p; j = 1, 2, \ldots, n).$$

The integrals

$$\int_a^b [dF] \ G \quad \text{and} \quad \int_a^b F[dG] \ H$$

for matrix valued functions $F, G, H$ of proper types are defined analogously. The extension of the results obtained in [T3] for scalar functions to vector valued or matrix valued functions is obvious and hence for the basic facts concerning integrals with respect to regulated functions we will refer to the corresponding assertions from [T3].
1.3. Lemma. Let \( W(t, s) \) be an \( n \times n \)-matrix valued function defined on \([0, 1] \times [0, 1]\) and such that

\[
\nu(W) + \text{var}_0^1 W(0, \cdot) < \infty.
\]

Then for any \( g \in G^n \), the function

\[
w(t) = \int_0^1 [d_s W(t, s)] g(s)
\]

is defined and has bounded variation on \([0, 1]\),

\[
w(t+) = \int_0^1 [d_s W(t +, s)] g(s) \quad \text{for } t \in [0, 1),
\]

\[
w(t-) = \int_0^1 [d_s W(t-, s)] g(s) \quad \text{for } t \in (0, 1].
\]

Proof. Let \( g \in G^n \) be given. Since (1.1) implies \( \text{var}_0^1 W(t, \cdot) < \infty \) for any \( t \in [0, 1] \) (cf. e.g. [STV], Lemma I.6.6), the function (1.2) is defined for any \( t \in [0, 1] \). Furthermore, let an arbitrary subdivision \( 0 = t_0 < t_1 < \ldots < t_k = 1 \) of \([0, 1]\) be given. Then by Lemmas I.4.16 and I.6.13 of [STV] we have

\[
\sum_{j=1}^k \left| w(t_j) - w(t_{j-1}) \right| \leq \sum_{j=1}^k \text{var}_0^1 (W(t_j, \cdot) - W(t_{j-1}, \cdot)) \|g\| \leq \nu(W) \|g\|
\]

and consequently

\[
\text{var}_0^1 w \leq \nu(W) \|g\| < \infty.
\]

In particular, \( w \in G^n \). Furthermore, the functions \( W(t+, \cdot), t \in [0, 1] \) and \( W(t-, \cdot), t \in (0, 1] \) are of bounded variation on \([0, 1]\) (cf. [STV], Lemma I.6.14). Thus the integrals on the right-hand sides of (1.3) are defined. As \( g \) is on \([0, 1]\) a uniform limit of a sequence of finite step functions and any finite step function on \([0, 1]\) is a linear combination of simple jump functions on \([0, 1]\)

\[
\chi_{[0, \sigma]}, \chi_{(\sigma, 1]}, \quad \sigma \in [0, 1],
\]

it is sufficient to verify the relations (1.3) for the case that \( g \) is a simple jump function of the type (1.4). Let \( g = \chi_{[0, \sigma]} \), where \( \sigma \in [0, 1] \). Then for any \( t \in [0, 1] \) we have

\[
w(t) = \int_0^1 [d_s W(t, s)] + (W(t, \sigma^+) - W(t, \sigma)) = W(t, \sigma^+) - W(t, 0).
\]

Consequently,

\[
w(t+) = W(t+, \sigma^+) - W(t+, 0) \quad \text{for } t \in [0, 1)
\]

and

\[
w(t-) = W(t-, \sigma^+) - W(t-, 0) \quad \text{for } t \in (0, 1].
\]

On the other hand, we have

\[
\int_0^1 [d_s W(t+, s)] g(s) = W(t+, \sigma^+) - W(t+, 0) \quad \text{for } t \in [0, 1)
\]

and

\[
\int_0^1 [d_s W(t-, s)] g(s) = W(t-, \sigma^+) - W(t-, 0) \quad \text{for } t \in (0, 1]
\]
This means that the function $g = \chi_{[0,\sigma]}$ satisfies the relations (1.2) for any $\sigma \in [0, 1)$. Similarly we could verify that the function $g = \chi_{[\sigma,1]}$ satisfies (1.2) for any $\sigma \in [0, 1]$, and this completes the proof.

2. BOUNDARY VALUE PROBLEM

We will consider the boundary value problem of determining a function $x: [0, 1] \rightarrow \mathbb{R}^n$ fulfilling the generalized differential equation (0.1) and the additional condition (0.2).

Throughout the paper we assume

2.1. Assumptions. $A(t)$ is an $n \times n$ - matrix valued function of bounded variation on $[0, 1]$ left-continuous on $(0, 1]$, right-continuous at 0, and such that

\[ \det [I + A^+A(t)] \neq 0 \text{ on } [0, 1], \]

\[ A(1+) = A(1), \text{ cf. Notation 1.1}; \]

$f: [0, 1] \rightarrow \mathbb{R}^n$ is regulated on $[0, 1]$ and left-continuous on $[0, 1)$; $M$ is a constant $m \times n$ - matrix; $K(t)$ is an $m \times n$ - matrix valued function of bounded variation on $[0, 1]$ and $r \in \mathbb{R}^m$.

2.2. Remark. Assumptions 2.1 ensure that

(2.1) \[ \mathcal{L}: x \in G^L_L \rightarrow x(t) - x(0) - \int_0^t [dA(s)] x(s) \]
defines a linear bounded operator on $G^L_L$ (cf. [T3], Proposition 2.16) and

(2.2) \[ \mathcal{X}: x \in G^L_L \rightarrow M x(0) + \int_0^t K(s) [dx(s)] \]
defines a linear bounded mapping of $G^L_L$ into $\mathbb{R}^m$ (cf. [T3], Theorem 2.8). Hence, by

(2.3) \[ \mathcal{A}: x \in G^L_L \rightarrow \left( \begin{array}{c} \mathcal{L} x \\ \mathcal{X} \end{array} \right) \in G^L_L \times \mathbb{R}^m \]
we define a linear bounded mapping of $G^L_L$ into $G^L_L \times \mathbb{R}^m$.

2.3. Remark. It is well-known (cf. [STV], Theorem III.2.10) that under our assumptions there exists a unique $n \times n$ - matrix valued function $U(t, s)$ such that

(2.4) \[ U(t, s) = I + \int_s^t [dA(\tau)] U(\tau, s) \text{ for } t, s \in [0, 1]. \]

It is called the fundamental matrix solution of the homogeneous equation

(2.5) \[ x(t) - x(0) - \int_0^t [dA(s)] x(s) = 0 \text{ on } [0, 1] \]
and possesses the following properties

(2.6) \[ |U(t, s)| + \var_0^1 U(t, \cdot) + \var_0^1 U(\cdot, s) + v(U) \leq M < \infty \]
for \( t, s \in [0, 1] \),

\[(2.7)\quad U(t, \tau) U(\tau, s) = U(t, s) \quad \text{for} \quad t, \tau, s \in [0, 1],\]

\[(2.8)\quad \det U(t, s) \neq 0 \quad \text{for} \quad t, s \in [0, 1],\]

\[(2.9)\quad U(t+, s) = [I + \Delta^+ A(t)] U(t, s) \quad \text{for} \quad t \in [0, 1), s \in [0, 1],\]

\[(2.10)\quad U(t-, s) = U(t, s) \quad \text{for} \quad t \in (0, 1], s \in [0, 1],\]

\[(2.11)\quad U(t, s+) = U(t, s) [I + \Delta^+ A(t)]^{-1} \quad \text{for} \quad t \in [0, 1), s \in [0, 1].\]

For a given \( c \in \mathbb{R}^n \), the equation (2.5) possesses a unique solution \( x: [0, 1] \rightarrow \mathbb{R}^n \) on \([0, 1]\) such that \( x(0) = c \) and this solution is given by

\[(2.10)\quad x(t) = U(t, 0) c, \quad t \in [0, 1].\]

(cf. [STV], Theorem III.2.4). It is well-known (cf. [STV], Theorem III.2.13) that for any \( f: [0, 1] \rightarrow \mathbb{R}^n \) of bounded variation on \([0, 1]\) (\( f \in \mathcal{BV}^n \)) and any \( c \in \mathbb{R}^n \) there exists a unique solution \( x \) of (0.1) on \([0, 1]\) such that \( x(0) = c \). This solution has a bounded variation on \([0, 1]\) and is given on \([0, 1]\) by

\[(2.11)\quad x(t) = U(t, 0) c + f(t) - f(0) + \int_0^t [d_s U(t, s)] (f(s) - f(0)).\]

To extend this assertion also to equations (0.1) with right-hand sides \( f \in \mathcal{G}_L^n \), the following lemma will be helpful.

**2.4. Lemma.** For a given \( f \in \mathcal{G}_L^n \), the function

\[(2.12)\quad \psi(t) = f(t) - f(0) - \int_0^t [d_s U(t, s)] (f(s) - f(0))\]

is defined and regulated on \([0, 1]\) and left-continuous on \((0, 1)\). The operator

\[(2.13)\quad \Psi: f \in \mathcal{G}_L^n \rightarrow \psi \in \mathcal{G}_L^n\]

is linear and bounded.

**Proof.** The function \( \psi \) is obviously defined on \([0, 1]\). Let us put

\[(2.14)\quad W(t, s) = U(t, s) \quad \text{for} \quad t \geq s,\]

\[W(t, s) = U(t, t) \quad \text{for} \quad t < s.\]

Then

\[(2.15)\quad \int_0^t [d_s U(t, s)] (f(s) - f(0)) = \int_0^t [d_s W(t, s)] (f(s) - f(0))\]

holds for any \( t \in [0, 1] \) and \( f \in \mathcal{G}_L^n \). Since obviously (2.4) implies that

\[(2.16)\quad \nu(W) + \var_1^1 W(0, \cdot) < \infty,\]
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we may use Lemma 1.3 to show that \( \psi \in G^*_L \) for any \( f \in G^*_L \). The boundedness of the operator \( \Psi \) follows from the inequality
\[
|\psi(t)| \leq 2(\text{var}_0^1 W(t, \cdot)) \|f\| \leq 2(\nu(W) + \text{var}_0^1 W(0, \cdot)) \|f\|
\]
(cf. [STV], Lemma I.6.6).

2.5. Proposition. For any \( f \in G^*_L \) and any \( c \in \mathbb{R}^n \) the equation (0.1) possesses on \([0, 1]\) a unique solution \( x \in G^*_L \) such that \( x(0) = c \). This solution belongs to \( G^*_L \) and is given by
\[
(2.17) \quad x = \Phi c + \Psi f,
\]
where \( \Psi \) is the linear bounded operator on \( G^*_L \) given by (2.12) and (2.13) and \( \Phi \) is the linear bounded mapping of \( \mathbb{R}^n \) into \( G^*_L \) given by
\[
(2.18) \quad \Phi: c \in \mathbb{R}^n \rightarrow U(t, 0) c.
\]

Proof. Let \( f \in G^*_L \) and \( c \in \mathbb{R}^n \) be given. Then by Lemma 2.4 the function \( x \) given by (2.17) is defined on \([0, 1]\) and belongs to \( G^*_L \). Hence the integral
\[
\int_0^t [dA(s)] x(s)
\]
is defined for any \( t \in [0, 1] \). Inserting (2.17) into this integral and taking into account (2.1) and (2.14)–(2.16) we obtain by Theorems 2.19 (substitution) and 2.20 (change of the integration order) of [T3]
\[
\int_0^t [dA(s)] x(s) = [U(t, 0) - I] c + \int_0^t [dA(s)] (f(s) - f(0)) - \\
- \int_0^t [d \int_0^t [dA(\tau)] W(\tau, s)] (f(s) - f(0)) = \\
= [U(t, 0) - I] c - \int_0^t [dU(t, s)] (f(s) - f(0)) = \\
= x(t) - x(0) - f(t) + f(0)
\]
for any \( t \in [0, 1] \). Hence \( x \) is a solution of (0.1) on \([0, 1]\). Obviously, \( x(0) = c \).

The uniqueness of this solution follows from the uniqueness of the zero solution to the equation
\[
u(t) = \int_0^t [dA(s)] \nu(s)
\]
on \([0, 1]\) (cf. [STV], Theorem III.1.4). The boundedness of the operator \( \Phi \) is evident and the boundedness of \( \Psi \) has been proved in Lemma 2.4.

Now, by a standard technique due to D. Wexler (cf. [We]) we may prove the normal solvability of the operator \( \mathcal{A} \) given by (2.3).

2.6. Proposition. The operator \( \mathcal{A} \) has a closed range in \( G^*_L \times \mathbb{R}^m \).

Proof. By (2.17) a couple \( (f, r) \in G^*_L \times \mathbb{R}^m \) belongs to the range \( \mathcal{R}(\mathcal{A}) \) of the operator \( \mathcal{A} \) if and only if there exists a \( c \in \mathbb{R}^n \) such that
\[(\mathcal{A} f)(x) = r - (\mathcal{A}^\ast f) ,\]
i.e. \(\mathcal{A}(f) = \Theta^{-1}(\mathcal{A}(\mathcal{A} f))\), where
\[\Theta: (f, r) \in G^n_L \times \mathbb{R}^m \to r - (\mathcal{A}^\ast f) \in \mathbb{R}^m\]
is obviously a continuous operator. \(\mathcal{A}(\mathcal{A} f)\) being finite dimensional, it is closed and consequently \(\mathcal{A}(f)\) is closed as well.

### 2.7. The adjoint operator to \(\mathcal{A}\)

It is known (cf. [T3], Theorem 3.8) that the dual space to \(G^n\) may be represented by the space \(BV^n \times \mathbb{R}^n\), while for \((y, \delta) \in BV^n \times \mathbb{R}^n\) the corresponding linear bounded functional on \(G^n_L\) is given by
\[(2.19) \quad x \in G^n_L \to \langle x, (y, \delta) \rangle := \delta^* x(0) + \int_0^1 y^*(s) [dx(s)] \in \mathbb{R} .\]

The adjoint operator \(\mathcal{A}^*\) to \(\mathcal{A}\) may be thus represented by the operator
\[\mathcal{A}^*: BV^n \times \mathbb{R}^n \times \mathbb{R}^m \to BV^n \times \mathbb{R}^m\]
defined by the relation
\[(2.20) \quad \langle \mathcal{A} x, (y, \gamma, \delta) \rangle := \langle L x, (y, \gamma) \rangle + \delta(x) = \langle x, \mathcal{A}^* (y, \gamma, \delta) \rangle\]
for any \(x \in G^n_L, y \in BV^n, \gamma \in \mathbb{R}^n\) and \(\delta \in \mathbb{R}^m\).

The operator \(\mathcal{A}^*: BV^n \times \mathbb{R}^n \times \mathbb{R}^m \to BV^n \times \mathbb{R}^m\) fulfilling (2.20) will be called the adjoint operator to \(\mathcal{A}\).

Let \(x \in G^n_L, y \in BV^n, \gamma \in \mathbb{R}^n\) and \(\delta \in \mathbb{R}^m\) be given. Inserting (2.1) and (2.2) into (2.20) we obtain
\[(2.21) \quad \langle \mathcal{A} x, (y, \gamma, \delta) \rangle = \int_0^1 y^*(s) [d(x(t) - \int_0^1 [dA(s)] x(s))] + \delta^*(M x(0) + \int_0^1 K(t) [dx(t)]) = \int_0^1 (y^*(t) + \delta^* K(t)) [dx(t)] + \delta^* M x(0) + \int_0^1 y^*(s) [d \int_0^1 [dA(s)] x(s)] .\]

Furthermore, by the Substitution Theorem (cf. [T3], Theorem 2.19)
\[\int_0^1 y^*(t) [d(\int_0^1 [dA(s)] x(s))] = \int_0^1 y^*(t) [dA(t)] x(t) = - \int_0^1 [d \int_0^1 y^*(s) [dA(s)]] x(t)\]
which by integration-by-parts (cf. [T3], Theorem 2.15) implies the following relation
\[(2.22) \quad \int_0^1 y^*(t) [d \int_0^1 [dA(s)] x(s)] = (\int_0^1 y^*(s) [dA(s)]) x(0) + \sum_{0 \leq t < 1} \Delta^+ w^*(t) \Delta^+ x(t) - \sum_{0 < t \leq 1} \Delta^- w^*(t) \Delta^- x(t) ,\]
where
\[w^*(t) = \int_0^1 y^*(s) [dA(s)] \quad \text{for} \quad t \in [0, 1] .\]
As
\[
\Delta^+ w^*(0) = -y^*(0) \Delta^+ A(0) = 0,
\]
\[
\Delta^+ w^*(t) = -y^*(t) \Delta^+ A(t) \quad \text{for} \quad t \in (0, 1)
\]
and
\[
\Delta^- w^*(t) = -y^*(t) \Delta^- A(t) = 0 \quad \text{for} \quad t \in (0, 1],
\]
the relation (2.22) reduces to
\[
\int_0^1 y^*(t) \left[ d \int_0^t [dA(s)] x(s) \right] = \left( \int_0^1 y^*(s) [dA(s)] \right) x(0) + \int_0^1 \left( \int_1^t y^*(s) [dA(s)] \right) [dx(t)] - \sum_{0 < r < 1} y^*(t) \Delta^+ A(t) \Delta^+ x(t).
\]

Let us put \( z^*(t) = y^*(t) \Delta^+ A(t) \) for \( t \in [0, 1) \) and \( z^*(1) = 0 \). Then \( z^*(t+) = z^*(t-) = 0 \) for \( t \in (0, 1) \), \( z^*(0-) = z^*(0+) = z^*(1-) = z^*(1) = 0 \) and \( z^*(t) = 0 \) if and only if \( \Delta^+ A(t) = 0 \). Hence by [T2], Proposition 2.12 we have
\[
\int_0^1 z^*(t) [dx(t)] = \sum_{0 < r < 1} z^*(t) \Delta x(t) = \sum_{0 < r < 1} y^*(t) \Delta^+ A(t) \Delta^+ x(t)
\]
and
\[
\int_0^1 y^*(t) \left[ d \int_0^t [dA(s)] x(s) \right] = \left( \int_0^1 y^*(s) [dA(s)] \right) x(0) + \int_0^1 \left( \int_1^t y^*(s) [dA(s)] \right) [dx(t)] - \int_0^1 z^*(t) [dx(t)].
\]

If we define \( B(t) = \Delta^+ A(t) \) on \([0, 1]\) (i.e. \( B(1) = 0 \)), then \( B(t) = 0 \) if and only if \( \Delta^+ A(t) = 0 \) and, moreover, \( B(0) = B(0+) = B(t-) = B(t+) = B(1-) = B(1) \) for any \( t \in (0, 1) \). Consequently, we have
\[
\int_0^1 y^*(s) [dB(s)] = y^*(t) \Delta^+ B(t) = -y^*(t) \Delta^+ A(t) = -z^*(t) \quad \text{on} \quad [0, 1)
\]
(cf. [STV], Lemma I.4.23 or [T3], Corollary 2.14). Hence
\[
(2.23) \quad \int_0^1 y^*(t) \left[ d \int_0^t [dA(s)] x(s) \right] = \left( \int_0^1 y^*(s) [dA(s)] \right) x(0) + \int_0^1 \left( \int_1^t y^*(s) [dA(s)] \right) [dx(t)] + \int_0^1 \left( \int_1^t y^*(s) [dB(s)] \right) [dx(t)] = \left( \int_0^1 y^*(t) [dA(t)] \right) x(0) + \int_0^1 \left( \int_1^t y^*(s) [dA(s+)] \right) [dx(t)],
\]
where the convention \( A(1+) = A(1) \) is used. Finally, inserting (2.23) into (2.21) we obtain
\[
\langle \mathcal{A} x, (y, y, \delta) \rangle = \int_0^1 \left( y^*(t) + \delta^* K(t) - \int_1^t y^*(s) [dA(s+)] \right) [dx(t)] + \left( \delta^* M - \int_0^1 y^*(s) [dA(s)] \right) x(0).
\]
This proves the following theorem.

2.8. Theorem. The operator
\[
(2.24) \quad \mathcal{A}^*: (y^*, y^*, \delta^*) \in BV^n \times R^n \times R^m \rightarrow (y^*(t) + \delta^* K(t) -
\]
where \( A(1+) = A(1) \) is adjoint to \( \mathcal{A} \).

### 2.9. Corollary

Let \( y \in BV^n, \gamma \in \mathbb{R}^n \) and \( \delta \in \mathbb{R}^m \). Then \( (y, \gamma, \delta) \in \mathcal{N}(\mathcal{A}^*) \) if and only if

\[
\begin{align*}
y^*(t) &= y^*(1) + \int_0^t y^*(s) \, [dA(s)] - \delta^*(K(t) - K(1)) \quad \text{for} \quad t \in [0, 1], \\
y^*(0) + \delta^*(K(0) - M) &= 0, \quad y^*(1) + \delta^* K(1) = 0.
\end{align*}
\]

**Proof.** By (2.24) \((y, \gamma, \delta)\) belongs to \( \mathcal{N}(\mathcal{A}) \) if and only if

\[
\begin{align*}
y^*(t) &= \int_0^t y^*(s) \, [dA(s)] - \delta^* K(t) \quad \text{on} \quad [0, 1] \\
\delta^* M &= \int_0^1 y^*(s) \, [dA(s)].
\end{align*}
\]

For \( t = 1 \) the relation (2.27) yields \( y^*(1) - \delta^* K(1) = 0 \). Thus, (2.27) may be rewritten as (2.25). Furthermore, for \( t = 0 \) we get from (2.27)

\[
y^*(0) = \int_0^1 y^*(s) \, [dA(s)] - \delta^* K(0).
\]

Since

\[
\int_0^1 y^*(s) \, [d(A(s) + A(s))] = 0 \quad \text{for any} \quad y \in BV^n,
\]

the relation (2.29) reduces by (2.28) to \( y^*(0) = \delta^*(M - K(0)) \). This completes the proof.

### 2.10. Definition

The problem of determining a function \( y: [0, 1] \rightarrow \mathbb{R}^n \) of bounded variation on \([0, 1]\) and \( \delta \in \mathbb{R}^m \) such that (2.25) and (2.26) hold is called the *adjoint problem* to the problem (0.1), (0.2).

By (2.19), Proposition 2.6 and Theorem 2.8 the linear operator equation

\[
\mathcal{A} x = \begin{pmatrix} h \\ r \end{pmatrix},
\]

where \( h \in \mathcal{G}_1^n \) is given by \( h(t) = f(t) - f(0) \) on \([0, 1]\), fulfils the assumptions of the fundamental theorem on the *Fredholm alternative* for linear operator equations (cf. e.g. [Rud], Theorem 4.12). Hence we have

### 2.11. Corollary

The problem (0.1), (0.2) possesses a solution if and only if

\[
\int_0^1 y^*(t) \, [df(t)] + \delta^* r = 0
\]

holds for any solution \((y, \delta)\) of the adjoint problem (2.25), (2.26).

### 2.12. The Adjoint Problem

For any \( \delta \in \mathbb{R}^m \) fixed, the equation (2.25) is a generalized linear differential equation which was treated in detail in [STV], Sec. III.4. Let us
recall here some basic facts. For given \( \delta \in \mathbb{R}^m \) and \( \eta \in \mathbb{R}^n \), the equation (2.25) possesses a unique solution \( y \) on \([0, 1]\) such that \( y(1) = \eta \). This solution is given on \([0,1]\) by
\[
(2.31) \quad y^*(t) = \eta^* V(1, t) - \delta^* (K(t) - K(1)) - \delta^* \int_0^1 (K(s) - K(1)) [d_s V(s, t)],
\]
where \( V \) is an \( n \times n \) - matrix valued function uniquely determined on \([0, 1] \times [0, 1] \) by the relation
\[
V(t, s) = I + \int_t^s V(t, \tau) [d \Lambda (\tau +)] , \quad t, s \in [0, 1] .
\]
The relationship of the matrix valued functions \( U \) and \( V \) is given by Theorem III.4.1 of [STV]. Under our Assumptions 2.1 we have according to this theorem
\[
(2.32) \quad U(t, s) = V(t, s) + V(t, s) \Delta^+ A(s) + \Delta^+ A(t) U(t, s) \quad \text{for} \quad t, s \in [0, 1] .
\]
It is easy to verify that a couple \((y, \delta) \in BV^n \times \mathbb{R}^m\) is a solution to the adjoint problem (2.25), (2.26) if and only if \( y \) is given by (2.31), where \( \eta^* = -\delta^* K(1) \) and \( \delta \) satisfies the algebraic equation
\[
(2.33) \quad \delta^*(M + \int_0^1 K(s) [d_s V(s, 0)]) = 0 .
\]
Let us put \( W(t) = V(t, 0) - U(t, 0) \). Then by (2.32) \( W(t) = \Delta^+ A(t) U(t, 0) \) and consequently
\[
W(0) = W(0+) = W(t+) = W(t-) = W(1-) = W(1) = 0
\]
holds for any \( t \in (0, 1) \). This implies that
\[
\int_0^1 K(s) [d_s V(s, 0)] = \int_0^1 K(s) [d_s U(s, 0)]
\]
holds, i.e. the equation (2.33) may be rewritten as
\[
(2.34) \quad \delta^*(M + \int_0^1 K(s) [d_s U(s, 0)]) = 0 .
\]
Inserting \( \eta^* = -\delta^* K(1) \) and
\[
\int_0^1 K(1) [d_s V(s, t)] = K(1) (V(1, t) - I)
\]
into (2.31) we may now easily complete the proof of the following characterization of the adjoint problem to (0.1), (0.2).

**Proposition.** A couple \((y, \delta) \in BV^n \times \mathbb{R}^m\) is a solution to the problem (2.25), (2.26) (i.e. \((y, \delta) \in \mathcal{N}(A^*)\)) if and only if
\[
(2.35) \quad y^*(t) = -\delta^*(K(t) + \int_0^1 K(s) [d_s V(s, t)]) \quad \text{for} \quad t \in [0, 1]
\]
and \( \delta \) verifies the equation (2.34). Moreover, for the dimension \( \dim \mathcal{N}(A^*) \) of the null space \( \mathcal{N}(A^*) \) of the operator \( A \) the relation
\[
(2.36) \quad \dim \mathcal{N}(A^*) = m - \text{rank} (M + \int_0^1 K(s) [d_s U(s, 0)])
\]
is true.
Since, on the other hand, \( x \in G_L^n \) is a solution of the homogeneous boundary value problem (2.5),
\[
M x(0) + \int_0^1 K(s) \left[ dx(s) \right] = 0
\]
(i.e. \( x \in \mathcal{N}(\mathcal{A}) \)) if and only if \( x(t) = U(t, 0) c \) and
\[
(M + \int_0^1 K(s) \left[ d_s U(s, 0) \right]) c = 0 ,
\]
the following assertion follows immediately from (2.36).

**2.13. Proposition.** \( \dim \mathcal{N}(\mathcal{A}) - \dim \mathcal{N}(\mathcal{A}^*) = n - m. \)

### 3. CONTROLLABILITY TYPE PROBLEM

In addition to Assumptions 2.1 let us assume

**3.1. Assumption.** \( \mathcal{U} \) is a linear space and \( \mathcal{B} \in \mathcal{L}(\mathcal{U}, G_L^n) \).

We will consider the problem of determining \( x \in G_L^n \) and \( u \in \mathcal{U} \) such that

\[
(3.1) \quad x(t) - x(0) - \int_0^t [dA(s)] x(s) + (\mathcal{B}u)(t) - (\mathcal{B}u)(0) = f(t) - f(0)
\]

and

\[
(3.2) \quad M x(0) + \int_0^1 K(s) \left[ dx(s) \right] = r
\]

hold.

**3.2. Remark.** If \( m = n, \)

\[
M = \begin{pmatrix} I \\ I \end{pmatrix}, \quad K(t) = \begin{pmatrix} 0 \\ I \end{pmatrix} \quad \text{and} \quad r = \begin{pmatrix} x^0 \\ x^1 \end{pmatrix},
\]

then the condition (3.2) reduces to the couple of conditions

\[
(3.3) \quad x(0) = x^0, \quad x(1) = x^1.
\]

Furthermore, if \( \mathcal{U} = L_2^n \) (the space of \( n \)-vector valued functions square integrable on \([0, 1]\)), \( P \) and \( q \) are Lebesgue integrable on \([0, 1]\), \( Q \) is square integrable on \([0, 1]\),

\[
A(t) = \int_0^t P(s) \, ds, \quad f(t) = \int_0^t q(s) \, ds \quad \text{on} \quad [0, 1]
\]

and

\[
\mathcal{B}: u \in L_2^n \rightarrow \int_0^1 Q(s) u(s) \, ds ,
\]

then the equation (3.1) reduces to the ordinary differential equation

\[
(3.4) \quad x' = P(t)x + Q(t)u + q(t)
\]

on \([0, 1]\). Thus, the given problem (3.1), (3.2) is a generalization of the controllability
problem for linear ordinary differential equations. The problem (3.1), (3.2) could be also considered as a (possibly infinite dimensional) perturbation of the boundary value problem (0.1), (0.2).

To obtain necessary and sufficient conditions for the solvability of the problem (3.1), (3.2) in the form of the Fredholm alternative the following abstract scheme will be applied.

3.3. Abstract controllability type problem. Let $X$, $Y$, $Y^+$ and $U$ be linear spaces and let

$$h \in Y, \quad y \in Y^+ \rightarrow \langle h, y \rangle_y \in \mathbb{R}$$

be a bilinear form on $Y \times Y^+$. For $M \subset Y$ and $N \subset Y^+$, let us denote

$${}^\perp M = \{y \in Y^+: \langle m, y \rangle_y = 0 \text{ for all } m \in M\}$$

and

$${}^\perp N = \{h \in Y: \langle h, y \rangle_y = 0 \text{ for all } y \in N\}.$$

Let $A \in \mathcal{L}(X, Y)$, $Z \in \mathcal{L}(U, Y)$ and $h \in Y$ be given and let us consider the operator equation for $(x, u) \in X \times U$

$$Ax + Zu = h.$$  

Let us denote

$$N_{U^+} = {}^\perp \mathcal{R}(A), \quad N_{Z^+} = {}^\perp \mathcal{R}(Z).$$

(Obviously $N_{U^+}$ and $N_{Z^+}$ are linear subspaces of $Y^+$.)

Let us assume that

$$({}^\perp \mathcal{R}(A))^\perp = \mathcal{R}(A) \quad \text{and} \quad \dim N_{U^+} < \infty.$$  

In particular, we have (cf. (3.6))

$$\mathcal{R}(A) = (N_{U^+})^\perp.$$  

Furthermore, let $k = \dim N_{U^+}$ and let $\{y^1, y^2, \ldots, y^k\}$ be a basis of $N_{U^+}$. In virtue of (3.8), the equation (3.5) possesses a solution in $X \times U$ if and only if there exists a solution $u \in U$ to the equation

$$Cu = b,$$

where $C \in \mathcal{L}(U, \mathbb{R}^k)$ and $b \in \mathbb{R}^k$ are given by

$$C: u \in U \rightarrow (\langle Zu, y^j \rangle_y)_{j=1,2,\ldots,k} \in \mathbb{R}^k$$

and

$$b = (\langle h, y^j \rangle_y)_{j=1,2,\ldots,k} \in \mathbb{R}^k.$$
Since dim $\mathcal{R}(\mathcal{A}) \leq k < \infty$, it follows that $(\frac{1}{k}\mathcal{R}(\mathcal{A}))^{\perp} = \mathcal{R}(\mathcal{A})$ (cf. [Rud]), or, in other words, the equation (3.9) possesses a solution in $\mathcal{U}$ if and only if

$$v^*b = 0 \quad \text{for all} \quad v \in \mathbb{R}^k \quad \text{such that} \quad v^*(Cu) = 0 \quad \text{for all} \quad u \in \mathcal{U}.$$  

It is easy to verify that the condition (3.10) is equivalent to the condition

$$\langle h, y \rangle_{\mathcal{Y}} = 0 \quad \text{for all} \quad y \in \mathcal{N}_\mathcal{A}^+ \cap \mathcal{N}_\mathcal{A}^+.$$  

This completes the proof of the following proposition.

**Proposition.** Under the assumption (3.7), the equation (3.5) possesses a solution in $\mathcal{X} \times \mathcal{U}$ if and only if (3.11) holds.

Let us notice that up to now no assumptions on topologies in $\mathcal{X}, \mathcal{Y}, \mathcal{Y}^+$ and $\mathcal{U}$ and on the boundedness of the operators $\mathcal{A}, \mathcal{B}$ have been needed. Of course, the assumptions of the above proposition are fulfilled if $\mathcal{X}$ and $\mathcal{Y}$ are Banach spaces, $\mathcal{Y}^+$ is the dual space of $\mathcal{Y}$, $(\cdot, y >_{\mathcal{Y}}$ for $y \in \mathcal{Y}^+$ are linear bounded functionals on $\mathcal{Y}$), $\mathcal{R}(\mathcal{A})$ is closed in $\mathcal{Y}$ and the null space $\mathcal{N}(\mathcal{A}^*)$ of the adjoint operator $\mathcal{A}^*$ to $\mathcal{A}$ has a finite dimension. (In this case $\mathcal{N}_{\mathcal{A}_c} = \mathcal{N}(\mathcal{A}^*)$.)

The given problem (3.1), (3.2) reduces to the operator equation (3.5) if we put

$$\mathcal{X} = \mathcal{G}_L^n, \mathcal{Y} = \mathcal{G}_L^n \times \mathbb{R}^n, \mathcal{Y}^+ = \mathcal{BV}^n \times \mathbb{R}^n \times \mathbb{R}^m,$$

$$\langle (f, r), (y, \gamma, \delta)_{\mathcal{Y}} = \delta^*r + \gamma^*f(0) + \int_0^\tau y^*(s) [df(s)]$$

for $f \in \mathcal{G}_L^n$, $r \in \mathbb{R}^m$, $y \in \mathcal{BV}^n$, $\gamma \in \mathbb{R}^n$ and $\delta \in \mathbb{R}^m$,

$$2: u \in \mathcal{U} \rightarrow \left( (\mathcal{B}u)(t) - (\mathcal{B}u)(0) \right) \in \mathcal{G}_L^n \times \mathbb{R}^m,$$

$$h(t) = \left( f(t) - f(0), \right) \in \mathcal{G}_L^n \times \mathbb{R}^m$$

and if we make use of (2.3) again. By 2.6 and 2.12 the assumptions of the above proposition are fulfilled and hence the following assertion is true (cf. Corollary 2.9).

**3.4. Theorem.** The problem (3.1), (3.2) possesses a solution in $\mathcal{G}_L^n \times \mathcal{U}$ if and only if

$$\int_0^\tau y^*(t) [df(t)] + \delta^*r = 0$$

holds for any solution $(y, \delta)$ of the system (2.25), (2.26) such that

$$\int_0^\tau y^*(t) [d(\mathcal{B}u)(t)] = 0 \quad \text{for all} \quad u \in \mathcal{U}.$$  

**3.5. Corollary.** The problem (3.1), (3.2) possesses a solution in $\mathcal{G}_L^n \times \mathcal{U}$ for any $f \in \mathcal{G}_L^n$ and any $r \in \mathbb{R}^m$ if and only if the only solution $(y, \delta)$ of (2.25), (2.26) which fulfils (3.13) is the zero solution (i.e. $y(t) \equiv 0$ on $[0, 1]$, $\delta = 0$).
3.6. Remark. In accordance with the usual terminology (cf. [Ha], [Ma], [La]) the system (3.1), (3.2) may be called completely controllable (or more precisely completely \((\mathcal{B}, M, K)\)-controllable) if it possesses a solution in \(G^*_L \times \mathcal{U}\) for any \(f \in G^*_L\) and any \(r \in \mathbb{R}^m\). The problem (2.25), (2.26), (3.13), adjoint to the problem (3.1), (3.2) in the sense of Theorem 3.4, is a generalization of classical observability problems for linear ordinary differential equations, and Corollary 3.5 is a generalization of the well known theorem (cf. e.g. [Rus], [Rol]) on the duality between controllability and observability problems for linear ordinary differential equations. Often, controllability is considered for homogeneous differential equations. In an analogous situation for the given problem (3.1), (3.2) (i.e. \(f(t) \equiv f(0)\) on \([0, 1]\)) we obtain that the system

\begin{equation}
(3.14) \quad x(t) - x(0) - \int_0^t [dA(s)] x(s) + (\mathcal{B}u)(t) - (\mathcal{B}u)(0) = 0 \quad \text{on} \quad [0, 1],
\end{equation}

(3.2) possesses a solution in \(G^*_L \times \mathcal{U}\) for any \(r \in \mathbb{R}^m\) if and only if the only couple \((y, \delta) \in BV^n \times \mathbb{R}^m\) fulfilling (2.25), (2.26) and (3.13) is the zero one. In fact, it follows immediately from (3.12) that (3.14), (3.2) has a solution in \(G^*_L \times \mathcal{U}\) for any \(r \in \mathbb{R}^m\) if and only if \(\delta = 0\) holds for any couple \((y, \delta) \in BV^n \times \mathbb{R}^m\) fulfilling (2.25), (2.26) and (3.13). By 2.12 this implies that \(y(t) \equiv 0\) on \([0, 1]\) for any such couple, of course.

3.7. Corollary. If \(\mathcal{U} = G^h_L\) and

\[\mathcal{B}: u \in G^h_L \rightarrow \int_0^t [dB(s)] u(s) , \quad t \in [0, 1],\]

where \(B(s)\) is an \(n \times h\) matrix valued function of bounded variation on \([0, 1]\), right-continuous at 0 and left-continuous on \((0, 1]\), then the problem (3.1), (3.2) has a solution if and only if (3.12) holds for any \((y, \delta)\) of the system (2.25), (2.26) such that

\[\int_0^t y^*(s) [dB(s+)] = 0 \quad \text{for any} \quad t \in [0, 1].\]

Proof follows from Theorem 3.4 and from the relation

\[\int_0^1 y^*(t) [d \int_0^t [dB(s)] u(s)] =
= (\int_0^1 y^*(t) [dB(t)] u(0) + \int_0^1 (\int_0^s y^*(s) [dB(s+)]) [du(t)]\]

for all \(u \in G^h_L\) and \(y \in BV^n\), which can be verified analogously as the corresponding relation for the \(n \times n\) matrix valued function \(A(t)\) in the proof of Theorem 2.8.

3.8. Corollary. If \(\mathcal{U} = G^h_L\) and

\[\mathcal{B}: u \in G^h_L \rightarrow \int_0^1 B(s) [du(s)] ,\]

where \(B(s)\) is an \(n \times h\) matrix valued function of bounded variation on \([0, 1]\), then the problem (3.1), (3.2) has a solution if and only if (3.12) holds for any couple \((y, \delta) \in BV^n \times \mathbb{R}^m\) fulfilling (2.25), (2.26) and \(y^*(t) B(t) = 0\) on \([0, 1]\).
Proof. Since by the Substitution Theorem (cf. [T3], Theorem 2.19) the relation
\[ \int_0^1 y^*(t) \left[ d(\mathcal{B}u)(t) \right] = \int_0^1 y^*(t) \left[ d \int_0^t B(s) [du(s)] \right] = \int_0^1 y^*(t) B(t) [du(t)] \]
holds for all \( y \in BV^n \) and \( u \in G^+_L \), the proof follows immediately from Theorem 3.4.

3.9. Definition. Let \( T = \{t_1, t_2, \ldots, t_v\} \) be such that
\[ 1 > t_1 > t_2 > \ldots > t_v > 0. \tag{3.15} \]
Then by \( \mathcal{U}_T \) we denote the subset of \( G^+_L \) consisting of all functions \( u \in G^+_L \) which are constant on each of the intervals
\[ [0, t_k], (t_k, 1], (t_{k+1}, t_k], \quad k = 1, 2, \ldots, v - 1. \]

3.10. Proposition. Let \( T = \{t_1, t_2, \ldots, t_v\} \) fulfil (3.15) and let \( \mathcal{U}_T \) be defined by 3.9. Then \( \mathcal{U}_T \) is a linear space. Furthermore, if \( y \in BV^n \), then the assertion
\[ \int_0^1 y^*(t) \left[ du(t) \right] = 0 \quad \text{for any} \quad u \in \mathcal{U}_T \tag{3.16} \]
is true if and only if
\[ y^*(\tau) = 0 \quad \text{for any} \quad \tau \in \mathcal{U}_T. \tag{3.17} \]

Proof. The first part of the proposition is evident. Let us suppose that (3.16) holds. Then for a given \( \tau \in T \), the function \( x_{(\tau,1)} \) belongs to \( \mathcal{U}_T \) and (cf. e.g. [T3], Proposition 2.3)
\[ \int_0^1 y^*(t) \left[ dx_{(\tau,1)}(t) \right] = y^*(\tau) = 0. \]
Analogously, \( x_{(1)} \in \mathcal{U}_T \), while
\[ \int_0^1 y^*(t) \left[ dx_{(1)}(t) \right] = y^*(1) = 0, \]
i.e. (3.17) is true.
On the other hand, since obviously \( \mathcal{U}_T \subset BV^n \), it follows from [STV], Lemma 1.4.23 that (3.16) holds for any \( y \in BV^n \) satisfying (3.17) and any \( u \in \mathcal{U}_T \).

3.11. Corollary. Let \( T = \{t_k\}_{k=1}^v \) be the set of points in \((0, 1)\) such that (3.15) holds, and let \( \mathcal{U}_T \) be defined by 3.9. Let us put
\[ \mathcal{A}: u \in \mathcal{U}_T \rightarrow u \in G^+_L. \]
Then the problem (3.1), (3.2) has a solution if and only if (3.12) holds for any couple \( (y, \delta) \in BV^n \times R^m \) fulfilling (2.25), (2.26) and such that \( y(\tau) = 0 \) for any \( \tau \in T \).

Proof follows immediately from Theorem 3.1 and Proposition 3.10.
3.12. Remark. The case considered in Corollary 3.11 is a generalization of interface boundary value problems for ordinary differential equations which are usually defined (cf. e.g. [Br], [Co], [Sch3] or [Ze]) as follows:

Let \( 1 > t_1 > t_2 > \ldots > t_v > 0 \) and let \( T = \{ t_k \}_{k=1}^v \). Let \( P(t) \) and an \( n \)-vector valued function \( q(t) \) be Lebesgue integrable on \([0, 1]\). Let an \( m \times n \)-matrix valued function \( K(t) \) have bounded variation on \([0, 1]\), let \( M_i, N_i \) \((i = 0, 1, \ldots, v)\) be \( m + n \)-matrices and let \( r \in \mathbb{R}^m \). Then an \( n \)-vector valued function \( x(t) \) is called a solution to the interface boundary value problem (3.18), (3.19) if it is regulated on \([0, 1]\), left-continuous on \((0, 1]\) (i.e. \( x \in G_L^n \)) and absolutely continuous on every interval \((t_{k+1}, t_k)\),

\[
\begin{align*}
(3.18) \quad x'(t) - P(t) x(t) &= q(t) \quad \text{a.e. on } [0, 1] \\
(3.19) \quad \mathcal{K} x := M_0 x(0) + N_0 x(1) + \sum_{i=1}^v \left[ M_i x(t_i+) + N_i x(t_i-) \right] + \int_0^1 K_0(s) \left[ dx(s) \right] &= r .
\end{align*}
\]

Indeed, let us put \( \mathcal{U} = \mathcal{U}_T \), where \( \mathcal{U}_T \) is defined by 3.9. Furthermore, let us put

\[
(3.20) \quad M = \sum_{i=0}^v \left[ M_i + N_i \right]
\]

and

\[
(3.21) \quad K(s) = K_0(s) + \sum_{i=1}^v \left[ M_i x_{t_0,t_i}(s) + N_i x_{t_0,t_i}(s) \right] + N_0 \quad \text{for } s \in [0, 1] .
\]

Then

\[
\mathcal{K} x = M x(0) + \int_0^1 K(s) \left[ dx(s) \right]
\]

holds for any \( x \in G_L^n \), and \( x \in G_L^n \) is a solution of the interface boundary value problem (3.18), (3.19) if and only if there exists \( u \in \mathcal{U}_T \) such that

\[
(3.22) \quad x(t) - x(0) - \int_0^t \left[ dA(s) \right] x(s) - (u(t) - u(0)) = f(t) - f(0) \quad \text{on } [0, 1] \\
(3.23) \quad M x(0) + \int_0^1 K(s) \left[ dx(s) \right] = r ,
\]

where

\[
A(s) = \int_0^s P(\tau) \, d\tau \quad \text{and} \quad f(s) = \int_0^s q(\tau) \, d\tau .
\]

The problem (3.22), (3.23) obviously verifies the assumptions of this section. Since by (3.20) and (3.21)

\[
K(0) = K_0(0) + M - M_0 \quad \text{and} \quad K(1) = K_0(1) + N_0 ,
\]

the adjoint problem to (3.22), (3.23) is given by the system (2.25),
(3.24) \[ y^*(0) + \delta^*(K_0(0) - M_0) = 0, \quad y^*(1) + \delta^*(K_0(1) + N_0) \]

and
\[ y^*(t_i) = 0 \quad \text{for} \quad i = 1, 2, \ldots, v. \]

Furthermore,
\[ K(t) - K(1) = K_0(t) - K_0(1) + \sum_{i=1}^{v} [M_i x_{[0,t_i]}(t) + N_i x_{[0,t_i]}(t)] \]

for any \( t \in [0, 1] \).

Thus, it is easy to see that a couple \((y, \delta) \in BV^n \times \mathbb{R}^m\) is a solution to the system adjoint to (3.22), (3.23) if and only if \(y^* + \delta^* K_0\) is absolutely continuous on every interval \([\alpha, \beta]\) such that \([\alpha, \beta] \subset [0, 1]\),

\[-(y^* + \delta^* K_0)'(t) + y^* P(t) = 0 \quad \text{a.e. on} \quad [0, 1],\]
\[(y^* + \delta^* K_0)(0) = \delta^* M_0, \quad (y^* + \delta^* K_0)(1) = -\delta^* N_0,\]
\[\Delta^+(y^* + \delta^* K_0)(t_i) = \delta^* M_i, \quad \Delta^-(y^* + \delta^* K_0)(t_i) = \delta^* N_i\]

\((i = 1, 2, \ldots, v)\),

and
\[ y^*(t_i) = 0 \quad (i = 1, 2, \ldots, v). \]
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