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INTRODUCTION

Consider the system of functional differential equations

\[
\frac{dx(t)}{dt} = p(x)(t) + q(t)
\]

with the boundary condition

\[
l(x) = c_0,
\]

where \( p: C(I; \mathbb{R}^n) \to L(I; \mathbb{R}^n) \) and \( l: C(I; \mathbb{R}^n) \to \mathbb{R}^n \) are linear bounded operators, \( q \in L(I; \mathbb{R}^n) \), \( I = [a, b] \) and \( c_0 \in \mathbb{R}^n \). The condition (0.2) includes, in particular, the initial condition

\[
x(t_0) = c_0,
\]

where \( t_0 \in I \), and the periodic boundary condition

\[
x(b) - x(a) = c_0.
\]

By a solution of (0.1), (0.2) we understand an absolutely continuous vector function \( x: I \to \mathbb{R}^n \) which satisfies (0.1) a.e. on \( I \) and verifies (0.2).

\(^1\) Supported by Grant 201/93/0452 of the Grant Agency of the Czech Republic (Praha) and by Grant 0953/1994 of the Development Fund of Czech Universities.
The problems of existence of a solution of the differential system

\[
\frac{dx(t)}{dt} = P(t)x(\tau(t)) + q_0(t)
\]

satisfying one of the conditions

\begin{align*}
(0.6) & \quad x(t) = u(t) \quad \text{for } t \not\in I, \quad l(x) = c_0, \\
(0.7) & \quad x(t) = u(t) \quad \text{for } t \not\in I, \quad x(t_0) = c_0, \\
(0.8) & \quad x(t) = u(t) \quad \text{for } t \not\in I, \quad x(b) - x(a) = c_0,
\end{align*}

where \( P \in L(I; \mathbb{R}^{n \times n}) \), \( q_0 \in L(I; \mathbb{R}^n) \), \( \tau: I \to \mathbb{R} \) is a measurable function and \( u: \mathbb{R} \to \mathbb{R}^n \) is a continuous and bounded vector function.\(^2\) are reduced to the problems (0.1), (0.2) \((k = 2, 3, 4)\). To see this, set

\[
\tau_0(t) = \begin{cases} 
  a & \text{for } \tau(t) < a, \\
  \tau(t) & \text{for } a \leq \tau(t) \leq b, \\
  b & \text{for } \tau(t) > b,
\end{cases}
\]

(0.9)

and

\[
p(x)(t) = \chi_I(\tau(t))P(t)x(\tau_0(t))
\]

(0.10)

where \( \chi_I \) is the characteristic function of the interval \( I \).

If \( p(x)(t) \equiv P(t)x(t) \), the problem (0.1), (0.2) and analogous problems for systems of nonlinear ordinary differential equations have been studied in detail \([2-5, 9, 11, 12, 17-19, 21-24]\). Foundations of the theory of general boundary value problems for functional-differential equations, in particular of the problem (0.1), (0.2), were laid in monographs by Š. Schwabik, M. Tvrđý, O. Vejvoda \([19]\) and N.V. Azbelev, V.P. Maksimov, L.F. Rakhmatullina \([1]\). Similar problems are also considered in \([2, 6, 7, 20]\).

In spite of a large number of papers devoted to problems of the type (0.1), (0.2) (see e.g. references in \([1, 2, 19]\)), only a few efficient sufficient conditions for unique solvability of this problem are known at present. Here we try to fill this gap in a certain way.

\(^2\) If \( \tau(t) \in I \) for almost all \( t \in I \), the condition \( x(t) = u(t) \) for \( t \not\in I \) is to be dropped.
In Section 1 of the present paper we give necessary and sufficient conditions for unique solvability of the problem (0.1), (0.2) and prove also the J. Kurzweil – Z. Vorel [14, 15, 22] and Z. Opial [17] type theorems concerning correctness of this problem. These general results are applied in Section 2 to the problem (0.5), (0.6).

Throughout this paper the following notation is used:

$I = [a, b], \mathbb{R} = ]-\infty, \infty[,$ \( \mathbb{R}_+ = [0, \infty[,$

\( \mathbb{R}^n \)—the space of \( n \) dimensional column vectors \( x = (x_i)_{i=1}^n \) with elements \( x_i \in \mathbb{R} \) \((i = 1, \ldots, n)\) and the norm

\[
\|x\| = \sum_{i=1}^n |x_i|;
\]

\( \mathbb{R}^{n \times n} \)—the space of \( n \times n \) matrices \( X = (x_{ik})_{i,k=1}^n \) with elements \( x_{ik} \in \mathbb{R} \) \((i, k = 1, \ldots, n)\) and the norm

\[
\|X\| = \sum_{i,k=1}^n |x_{ik}|;
\]

\[
\mathbb{R}^n_+ = \{(x_i)_{i=1}^n \in \mathbb{R}^n: x_i \geq 0 \ (i = 1, \ldots, n)\};
\]

\[
\mathbb{R}^{n \times n}_+ = \{(x_{ik})_{i,k=1}^n \in \mathbb{R}^{n \times n}: x_{ik} \geq 0 \ (i, k = 1, \ldots, n)\};
\]

if \( x, y \in \mathbb{R}^n \) and \( X, Y \in \mathbb{R}^{n \times n} \) then

\[
x \leq y \Leftrightarrow y - x \in \mathbb{R}^n_+, \ X \leq Y \Leftrightarrow Y - X \in \mathbb{R}^{n \times n}_+;
\]

if \( x = (x_i)_{i=1}^n \in \mathbb{R}^n \) and \( X = (x_{ik})_{i,k=1}^n \in \mathbb{R}^{n \times n} \) then

\[
|x| = (|x_i|)_{i=1}^n, \ |X| = (|x_{ik}|)_{i,k=1}^n;
\]

\( \det(X) \)—the determinant of the matrix \( X; \)

\( X^{-1} \)—the inverse matrix to \( X; \)

\( r(X) \)—the spectral radius of the matrix \( X; \)

\( E \)—the unit matrix;

\( \Theta \)—the zero matrix;

\( C(I, \mathbb{R}^n) \)—the space of continuous vector functions \( x: I \to \mathbb{R}^n \) with the norm

\[
\|x\|_C = \max\{\|x(t)\|: t \in I\};
\]

if \( x = (x_i)_{i=1}^n \in C(I, \mathbb{R}^n) \) then

\[
|x|_C = (\|x_i\|_C)_{i=1}^n;
\]
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$L^\mu(I, \mathbb{R}^n)$, where $1 \leq \mu < +\infty$—the space of vector functions $x: I \to \mathbb{R}^n$ with elements integrable in the $\mu$-th power with the norm

$$
\|x\|_{L^\mu} = \left( \int_a^b \|x(t)\|^{\mu} \, dt \right)^{1/\mu};
$$

if $x = (x_i)_{i=1}^n \in L^\mu(I; \mathbb{R}^n)$ then

$$
\|x\|_{L^\mu} = \left( \|x_i\|_{L^\mu} \right)_{i=1}^n;
$$

$L(I, \mathbb{R}^{nxn})$—the space of integrable matrix functions $X: I \to \mathbb{R}^{nxn}$;

if $X = (x_{ik})_{i,k=1}^n : I \to \mathbb{R}^{nxn}$ then

$$
\max_{t \in I} \{X(t)\} = \left( \max_{t \in I} \{x_{ik}(t)\} \right)_{i,k=1}^n,
$$

$$
\text{ess sup}_{t \in I} \{X(t)\} = \left( \text{ess sup}_{t \in I} \{x_{ik}(t)\} \right)_{i,k=1}^n.
$$

If $Z \in C(I; \mathbb{R}^{nxn})$ is a matrix function with columns $z_1, \ldots, z_n$ and $g: C(I; \mathbb{R}^n) \to L(I; \mathbb{R}^n)$ is a linear operator then $g(Z)$ stands for the matrix function with columns $g(z_1), \ldots, g(z_n)$.

1. Problem (0.1), (0.2)

In this section, along with the problem (0.1), (0.2), we have to consider the corresponding homogeneous problem

$$
\begin{align*}
\frac{dx(t)}{dt} &= p(x)(t), \\
l(x) &= 0.
\end{align*}
$$

Throughout this section we will assume

(i) $p: C(I; \mathbb{R}^n) \to L(I; \mathbb{R}^n)$ is a linear operator for which there is an integrable function $\eta: I \to \mathbb{R}$ such that

$$
\|p(x)(t)\| \leq \eta(t)\|x\|_C \quad \text{for } t \in I, \ x \in C(I; \mathbb{R}^n);
$$

(ii) $l: C(I; \mathbb{R}^n) \to \mathbb{R}^n$ is a bounded linear operator;

(iii) $q \in L(I; \mathbb{R}^n), \ c_0 \in \mathbb{R}^n$.

According to the terminology of the monograph by L.V. Kantorovič, B.Z. Vulich and A.G. Pinsker [10], $p$ is an operator of the class $H_0^0$ and admits the representation by means of the Stieltjes integral (see [10], p. 317). In particular, Chapter V of the
monograph [19] is dedicated to boundary value problems for the system (0.1) with an operator $p$ from the class $H^0_k$.

1.1. Existence and uniqueness theorems. Let $B = C(I; \mathbb{R}^n) \times \mathbb{R}^n$ be the Banach space containing elements $u = (x; c)$, where $x \in C(I; \mathbb{R}^n)$ and $c \in \mathbb{R}^n$, with the norm

$$
\|u\|_B = \|x\|_C + \|c\|.
$$

For an arbitrary $u = (x; c) \in B$ and an arbitrary but fixed point $t_0 \in I$ we set

$$
(1.3) \quad f(u)(t) = (c + x(t_0) + \int_{t_0}^t p(x)(s) \, ds, c - l(x)) \quad \text{for} \ t \in I,
$$

$$
(1.4) \quad h(t) = \left( \int_{t_0}^t q(s) \, ds, c_0 \right) \quad \text{for} \ t \in I.
$$

The problem (0.1), (0.2) is equivalent to the following equation in $B$:

$$
(1.5) \quad u = f(u) + h,
$$

since $u = (x, c)$ is a solution of (1.4) iff $c = 0$ and $x$ is a solution of the problem (0.1), (0.2).

However, in view of (i)-(iii) and (1.3), $f : B \to B$ is a linear compact operator. Therefore by the Fredholm alternative for operator equations ([16], p. 275) it is necessary and sufficient for unique solvability of (1.4) that the operator equation

$$
(1.5) \quad u = f(u)
$$

have only the trivial solution. However, (1.5) is equivalent to the problem (1.1), (1.2). Thus the following theorem is valid.

**Theorem 1.1.** The problem (0.1), (0.2) is uniquely solvable if and only if the corresponding homogeneous problem (1.1), (1.2) has only the trivial solution.

Let $t_0$ be an arbitrary but fixed point from $I$. We define the following sequences of operators $p^k : C(I; \mathbb{R}^n) \to C(I; \mathbb{R}^n)$ and matrices $\Lambda_k \in \mathbb{R}^{n \times n}$:

$$
(1.6) \quad p^0(x)(t) = x(t), \quad p^k(x)(t) = \int_{t_0}^t p(p^{k-1}(x))(s) \, ds \quad (k = 1, 2, \ldots),
$$

$$
(1.7) \quad \Lambda_k = l(p^0(E) + p^1(E) + \ldots + p^{k-1}(E)) \quad (k = 1, 2, \ldots).
$$

---

3 See [19], p. 179, V.3.5.
If the matrix $\Lambda_k$ is non-singular for some $k$ then we set

\begin{equation}
\begin{aligned}
& p^{k,0}(x)(t) = x(t), \quad p^{k,m}(x)(t) = p^m(x)(t) \\
& -[p^0(E)(t) + \ldots + p^{m-1}(E)(t)]\Lambda^{-1}_k l(p^k(x)).
\end{aligned}
\end{equation}

**Theorem 1.2.** Let there be positive integers $k$ and $m$, a nonnegative integer $m_0$ and a matrix $A \in \mathbb{R}^{n \times n}$ such that

\begin{equation}
r(A) < 1,
\end{equation}

where the matrix $\Lambda_k$ is non-singular and the following inequality holds for an arbitrary solution $x$ of (1.1), (1.2):

\begin{equation}
|p^{k,m}(x)|_C \leq A|p^{k,m_0}(x)|_C.
\end{equation}

Then the problem (0.1), (0.2) has a unique solution.

**Proof.** According to Theorem 1.1 it is sufficient to show that the homogeneous problem (1.1.), (1.2) has only the trivial solution.

Let $x$ be an arbitrary solution of (1.1), (1.2). It is clear that

\[ x(t) = c + p^1(x)(t), \]

where $c = x(t_0)$. Consequently,

\[
\begin{aligned}
& x(t) = c + p^1(c + p^1(x))(t) \\
& = c + p^1(c)(t) + p^2(x)(t) \\
& = [p^0(E)(t) + p^1(E)(t)]c + p^2(x)(t).
\end{aligned}
\]

If we continue this process infinitely many times, then we obtain

\begin{equation}
\begin{aligned}
& x(t) = [p^0(E)(t) + \ldots + p^{i-1}(E)(t)]c + p^i(x)(t)
\end{aligned}
\end{equation}

for an arbitrary positive integer $i$.

(1.2), (1.7) and (1.11) yield

\[ 0 = \Lambda_k c + l(p^k(x)). \]

Since the matrix $\Lambda_k$ is non-singular, we derive from the last equation

\[ c = -\Lambda^{-1}_k l(p^k(x)). \]
Using this equality, we find from (1.8) and (1.11)

\[ x(t) = p^{k,m_0}(x)(t), \quad x(t) = p^{k,m}(x)(t) \]

and consequently

\[ p^{k,m_0}(x)(t) = p^{k,m}(x)(t). \]

The last equality and (1.10) imply

\[ |p^{k,m_0}(x)|_C \leq A|p^{k,m_0}(x)|_C \]

and

\[ (E - A)|p^{k,m_0}(x)|_C \leq 0. \]

However, since \( A \) is nonnegative and the condition (1.9) holds, the inverse \((E - A)^{-1}\) to the matrix \( E - A \) is nonnegative.

Multiplying both parts of the last inequality by \((E - A)^{-1}\), we obtain

\[ |p^{k,m_0}(x)|_C \leq 0 \]

and therefore

\[ p^{k,m_0}(x)(t) \equiv 0. \]

Consequently, \( x(t) \equiv 0. \)

If \( l(x) = x(t_0) \) then by virtue of (1.6)–(1.8) we have for arbitrary positive integers \( k \) and \( m \)

\[ \Lambda_k = E, \quad l(p^k(x)) = 0, \quad p^{k,m}(x)(t) = p^m(x)(t). \]

This is why Theorem 1.2 implies

**Corollary 1.1.** Let there be a positive integer \( m \), a nonnegative integer \( m_0 \) and a matrix \( A \in \mathbb{R}^{n \times n} \) satisfying (1.9) such that the inequality

\[ |p^m(x)|_C \leq A|p^{m_0}(x)|_C \]

holds for an arbitrary solution \( x \) of the system (1.1) with the initial condition \( x(t_0) = 0. \)

Then the problem (0.1), (0.3) has a unique solution.
Let us give two examples showing that the condition (1.9) imposed on the matrix $A$ in Corollary 1.1 is optimal and can not be replaced by the condition

\begin{equation}
(1.13) \quad r(A) \leq 1.
\end{equation}

Let us consider differential systems

\begin{equation}
(1.14) \quad \frac{dx(t)}{dt} = x(1)
\end{equation}

and

\begin{equation}
(1.15) \quad \frac{dx(t)}{dt} = 2 \int_{0}^{1} x(s) \, ds
\end{equation}

on the interval $I = [0, 1]$ with the initial condition

\begin{equation}
(1.16) \quad x(0) = 1.
\end{equation}

Each solution of the system (1.14) as well as of (1.15) has the form

\[ x(t) = ct, \]

where $c \in \mathbb{R}^n$ is an arbitrary constant vector. Consequently, the initial value problems (1.14), (1.16) and (1.15), (1.16) have no solution. On the other hand, we have

\[ p_1(x)(t) = tx(1) \]

for the system (1.14) and

\[ p_2(x)(t) = p_1(x)(t) = 2t \int_{0}^{1} x(s) \, ds \]

for the system (1.15). Consequently, the conditions (1.12) and (1.13) with $m = 1$, $m_0 = 0$ ($m = 2$, $m_0 = 1$) and $A = E$ are satisfied for the system (1.14) (for the system (1.15)).

**Corollary 1.2.** Let there be nonnegative integers $m$ and $m_0$ and a matrix $A \in \mathbb{R}^{n \times n}_+$ such that

\begin{equation}
(1.17) \quad r(A) < \frac{\pi}{2(b - a)},
\end{equation}
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and let

\[ |p(p^m(x))|_{L^2} \leq A |p^{m_0}(x)|_{L^2} \tag{1.18} \]

be satisfied for an arbitrary solution \( x \) of the system (1.1) with the initial condition \( x(t_0) = 0 \). Then the problem (0.1), (0.3) has a unique solution.

**Proof.** We have to prove that the system (1.1) with the initial condition

\[ x(t_0) = 0 \tag{1.19} \]

has the zero solution only.

Let \( x \) be an arbitrary solution of the problem (1.1), (1.19). Then according to (1.6),

\[ x(t) = p^{m_0}(x)(t) = p^{m+1}(x)(t) \]

and

\[ |p^{m_0}(x)|_{L^2} = |p^{m+1}(x)|_{L^2}. \tag{1.20} \]

However,

\[ p^{m+1}(x)(t_0) = 0, \quad \frac{d}{dt}[p^{m+1}(x)(t)] = p(p^m(x))(t). \]

Therefore in accordance with Wirtinger's inequality ([8], p. 409)

\[ |p^{m+1}(x)|_{L^2} \leq \frac{2(b-a)}{\pi} |p(p^m(x))|_{L^2}. \]

This inequality together with (1.18) and (1.20) implies

\[ |p^{m_0}(x)|_{L^2} \leq B |p^{m_0}(x)|_{L^2} \]

and

\[ (E - B)|p^{m_0}(x)|_{L^2} \leq 0, \]

where

\[ B = \frac{2(b-a)}{\pi} A. \]

However, by virtue of (1.17) we have \( r(B) < 1 \). Thus the previous inequality yields \( |p^{m_0}(x)| \leq 0 \). Consequently, \( x(t) = p^{m_0}(x)(t) \equiv 0 \). \( \square \)
The condition (1.17) in Corollary 1.2 is also optimal. Indeed, let us consider the homogeneous problem

\[
\frac{dx(t)}{dt} = x\left(\frac{\pi}{2} - t\right),
\]
\[x(0) = 0\]
on the interval \(I = [0, \frac{\pi}{2}]\). It has a nontrivial solution

\[x(t) = E \sin t,\]
in spite of the fact that the condition (1.18) with \(m_0 = m = 0\) and \(A = E\) is satisfied for the system (1.21), but the matrix \(A\) satisfies the equality

\[r(A) = \frac{\pi}{2(b - a)}\]

instead of (1.17).

**Corollary 1.3.** Let a matrix

(1.22)

\[B_i = \sum_{j=1}^{i} \int_{a}^{b} p(p^j(E))(s) \, ds\]
be non-singular for some nonnegative integer \(i\) and let there exist a matrix \(B \in \mathbb{R}^{n \times n}\) such that the inequalities

(1.23)

\[\int_{a}^{b} |p(x)(t)| \, dt \leq B|x|\]
hold for each solution \(x\) of the system (1.1) with the condition \(x(b) = x(a)\) and

(1.24)

\[r(B + |B_i^{-1}|B^{i+2}) < 1.\]

Then the problem (0.1), (0.4) has a unique solution.

**Proof.** It is sufficient to prove that all assumptions of Theorem 1.2 are satisfied for \(l(x) = x(b) - x(a)\), \(k = i + 2\), \(m = 1\) and \(m_0 = 0\). Indeed, as a consequence of (1.22)–(1.24), (1.6)–(1.8) yield \(B_i = \Lambda_k\),

\[|p^1(x)| \leq \int_{a}^{b} |p(x)(s)| \, ds \leq B|x|,\]

\[|p^j(x)| \leq \int_{a}^{b} |p(p^{j-1}(x))(s)| \, ds \leq B|p^{j-1}(x)| \leq B^j|x| \quad (j = 1, 2, \ldots),\]

\[|l(p^k(x))| = \left| \int_{a}^{b} p(p^{k+1}(x))(s) \, ds \right| \leq \int_{a}^{b} |p(p^{k+1}(x))(s)| \, ds \leq B|p^{k+1}(x)| \leq B^{k+2}|x|\]
and
\[ |p^{k,1}(x)|_{C} = |p^{1}(x) - B_{i}^{-1}l(p^{k}(x))|_{C} \leq A|x|_{C}, \]
where \( A = B + |B_{i}^{-1}|B^{1+2} \) satisfies the inequality (1.9).

For arbitrary \( t_{0} \) and \( t \in I \) and \( x \in C(I; \mathbb{R}^{n}) \), let us set
\[ \alpha_{+}(t_{0}, t) = \min\{t_{0}, t\}; \alpha^{+}(t_{0}, t) = \max\{t_{0}, t\}, \]
\[ I_{t_{0}, t} = [\alpha_{*}(t_{0}, t), \alpha^{+}(t_{0}, t)] \]
and
\[ \|x\|_{t_{0}, t} = \max\{\|x(s)\| : s \in I_{t_{0}, t}\}. \]

**Definition 1.1.** An operator \( p \) is called a Volterra operator with respect to \( t_{0} \in I \) if for arbitrary \( t \in I \) and \( x \in C(I; \mathbb{R}^{n}) \) satisfying the condition
\[ x(s) = 0 \quad \text{for} \quad s \in I_{t_{0}, t}, \]
we have
\[ p(x)(s) = 0 \quad \text{for almost all} \quad s \in I_{t_{0}, t}. \]

**Lemma 1.1.** If \( p: C(I; \mathbb{R}^{n}) \to L(I; \mathbb{R}^{n}) \) is a Volterra operator with respect to \( t_{0} \in I \) then the following inequalities hold for arbitrary \( x \in C(I; \mathbb{R}^{n}) \):
\[
\begin{align*}
(1.25) \quad & \|p(x)(t)\| \leq \eta(t)\|x\|_{t_{0}, t} \quad \text{for almost all} \quad t \in I, \\
(1.26) \quad & \|p^{k}(x)(t)\| \leq \frac{1}{k!} \left[ \int_{t_{0}}^{t} \eta(s) \right]^{k} \|x\|_{t_{0}, t} \quad \text{for} \quad t \in I \quad (k = 1, 2, \ldots),
\end{align*}
\]
where \( \eta \) is the function appearing in the condition (i), \( p^{k}: C(I; \mathbb{R}^{n}) \to C(I; \mathbb{R}^{n}) \) \( (k = 1, 2, \ldots) \) are operators given by the equalities (1.6).

**Proof.** For arbitrary \( t \in I \) and \( x \in C(I; \mathbb{R}^{n}) \) let us set
\[ x_{t_{0}, t}(s) = \begin{cases} 
\alpha_{*}(t_{0}, t) & \text{for} \ s < \alpha_{*}(t_{0}, t), \\
x(s) & \text{for} \ \alpha_{*}(t_{0}, t) \leq s \leq \alpha^{+}(t_{0}, t), \\
x(\alpha^{*}(t_{0}, t)) & \text{for} \ s > \alpha^{*}(t_{0}, t).
\end{cases} \]
Then since \( p \) is a Volterra operator with respect to \( t_{0} \), we have
\[ p(x)(s) = (p(x_{t_{0}, t}))(s) \quad \text{for almost all} \quad s \in I_{t_{0}, t}. \]

\[ ^{4} \text{See [1, 19, 23].} \]
Thus using the condition (i) we find

\[ \|p(x)(s)\| \leq \eta(s)\|x_{t_0,t}\|_C = \eta(s)\|x\|_{t_0,t} \quad \text{for almost all } s \in I_{t_0,t}. \]

However, this estimate implies the estimate (1.25) since \( t \in I \) is arbitrary.

According to (1.6) and (1.25)

\[
\|p^k(x)(t)\| \leq \left| \int_{t_0}^{t} \|p(p^{k-1}(x))(s)\| \, ds \right|
\]
\[
\leq \left| \int_{t_0}^{t} \eta(s)\|p^{k-1}(x)\|_{t_0,s} \, ds \right| \quad \text{for } t \in I \ (k = 1, 2, \ldots). 
\]

Now, by induction, we get the estimates (1.26).

Lemma 1.1 immediately implies

**Lemma 1.2.** If \( p \) is a Volterra operator with respect to \( t_0 \) then the operator \( E - p^1 \) is invertible and

\[
(E - p^1)^{-1} = \sum_{k=0}^{+\infty} p^k,
\]

where \( p^k \ (k = 0, 1, \ldots) \) are operators defined by the equalities (1.6).

**Theorem 1.2'.** If \( p \) is a Volterra operator with respect to \( t_0 \) then the problem (0.1), (0.2) has a unique solution if and only if there exist positive integers \( k, m \) and a matrix \( A \in \mathbb{R}^{n \times n} \) such that \( \Lambda_k \) is non-singular, the equality (1.9) is satisfied and

\[
|p^{k,m}(x)|_C \leq A|x|_C \quad \text{for } x \in C(I; \mathbb{R}^n).
\]

**Proof.** The sufficiency of the condition is implied by Theorem 1.2. Thus we need to prove the necessity.

Assume that the problem (0.1), (0.2) has a unique solution, that is, the problem (1.1), (1.2) has the trivial solution only.

If \( x \) is an arbitrary solution of the system (1.1) then

\[ x(t) = c + p^1(x)(t), \]

where

\[ c = x(t_0). \]
Thus by virtue of the equality (1.27) we have
\[ x(t) = X(t)c, \]
where
\[ X(t) = \sum_{i=0}^{\infty} p^i(E)(t). \]
Therefore the system of algebraic equations
\[ l(X)c = 0 \]
has the trivial solution only, otherwise the problem (1.1), (1.2) would have a non-trivial solution. Hence
(1.29) \[ \det(l(X)) \neq 0. \]
Set
\[ X_k(t) = \sum_{i=0}^{k-1} p^i(E)(t). \]
Then \( \Lambda_k = l(X_k), \lim_{k \to +\infty} \|X - X_k\|_C = 0. \) This and the continuity of \( l \) yields
(1.30) \[ \lim_{k \to +\infty} \Lambda_k = l(X). \]
(1.29) and (1.30) imply that there are a positive integer \( k_0 \) and a positive real number \( \rho \) such that
(1.31) \[ \det(\Lambda_k) \neq 0, \|X_m\|_C \|l\| \|\Lambda_k^{-1}\| < \rho \quad (k = k_0, k_0 + 1, \ldots; m = 1, 2, \ldots), \]
where \( \|l\| \) is a norm of the operator \( l \). On the other hand, by Lemma 1.1 we have
(1.32) \[ \|p^k(x)\|_C \leq \frac{\rho_0^k}{k!} \|x\|_C \quad (k = 1, 2, \ldots), \]
where
\[ \rho_0 = \int_a^b \eta(t) \, dt. \]
Having in mind (1.31) and (1.32), we find from (1.8)
(1.33) \[ \|p^{k,m}(x)\|_C \leq \left( \frac{\rho_0^n}{m!} + \rho_0^k \right) \|x\|_C \quad (k = k_0, k_0 + 1, \ldots; m = 1, 2, \ldots). \]
Choose a positive integer \( m_0 \geq k_0 \) such that
\[ \frac{\rho_0^m}{m!} + \rho_0^k \leq \frac{1}{2n} \quad (k = m_0, m_0 + 1, \ldots; m = m_0, m_0 + 1, \ldots). \]
Then for arbitrary fixed \( k \geq m_0 \) and \( m \geq m_0 \), (1.33) implies the inequality (1.28), where \( A \in \mathbb{R}^{n \times n}_+ \) is a matrix with the elements \( \frac{1}{2n} \) and consequently, the inequality (1.9) is satisfied. \( \square \)
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**Theorem 1.3.** Let there exist a matrix function $P_0 \in L(I, \mathbb{R}^{n \times n})$ such that the differential system
\begin{equation}
\frac{dx(t)}{dt} = P_0(t)x(t)
\end{equation}
with boundary conditions (1.2) has the trivial solution only and that for an arbitrary solution $x$ of the problem (1.1), (1.2), the following inequality holds:
\begin{equation}
\int_a^b [G_0(t,s)[p(x)(s) + P_0(s)x(s)]\,ds \leq A|x|_C,
\end{equation}
where $G_0$ is the Green matrix of the problem (1.34), (1.2) and $A \in \mathbb{R}^{n \times n}$ is a matrix satisfying the condition (1.9). Then the problem (0.1), (0.2) has a unique solution.

**Proof.** According to Theorem 1.1, we have to show that the problem (1.1), (1.2) has the trivial solution only provided the assumptions of Theorem 1.3 are satisfied.

Let $x$ be an arbitrary solution of (1.1), (1.2). Then since (1.34), (1.2) has a unique solution, we have
\[ x(t) = \int_a^b G_0(t,s)[p(x)(s) - P_0(s)x(s)]\,ds. \]
Thus by the inequality (1.35) we find
\[ |x|_C \leq A|x|_C. \]
The last inequality implies $|x|_C = 0$ by (1.9).

**Corollary 1.4.** Let there exist a matrix function $P_0 \in L(I; \mathbb{R}^{n \times n})$ such that
\begin{equation}
\left( \int_s^t P_0(\xi)\,d\xi \right) P_0(t) = P_0(t) \left( \int_s^t P_0(\xi)\,d\xi \right)
\end{equation}
for almost all $t$ and $s \in I$ and let the following inequality hold for any solution $x$ of the system (1.1) with the initial condition $x(t_0) = 0$:
\[ \left| \int_{t_0}^t \exp \left( \int_s^t P_0(\xi)\,d\xi \right) [p(x)(s) - P_0(s)x(s)]\,ds \right| \leq A|x|_C \text{ for } t \in I, \]
where $A \in \mathbb{R}^{n \times n}$ is a matrix satisfying the condition (1.9). Then the problem (0.1), (0.3) has a unique solution.
It is sufficient to notice that by (1.36), the Cauchy matrix of the system (1.34) is of the form
\[ C_0(t, s) = \exp \left( \int_s^t P_0(\xi) \, d\xi \right). \]

**Corollary 1.5.** Let there exist a matrix function \( P_0 \in L(I; \mathbb{R}^{n \times n}) \) satisfying (1.36) and such that the matrix
\[ A_0 = E - \exp \left( \int_a^b P_0(s) \, ds \right) \]
is non-singular and
\[
\begin{align*}
(1.37) & \quad \int_{t-b+a}^t \left| A_0^{-1} \exp \left( \int_s^t P_0(\xi) \, d\xi \right) \right| \left| p(x)(s) - P_0(s)x(s) \right| \, ds \leq A|x|_C \text{ for } t \in I, \\
(1.38) & \quad p(x)(t - b + a) \equiv p(x)(t), P_0(t - b + a) \equiv P_0(t),
\end{align*}
\]
where the matrix \( A \in \mathbb{R}^{n \times n} \) satisfies the condition (1.9). Then the problem (0.1), (0.4) has a unique solution.

**Proof.** By (1.36) the non-singularity of the matrix \( A_0 \) is a necessary and sufficient condition for non-existence of a nontrivial solution of the problem (1.34), (0.4).

Let \( A_0 \) be a non-singular matrix and let \( G_0 \) be the Green matrix of the problem (1.34), (1.2), where \( l(x) = x(b) - x(a) \). Then by (1.36) we have for arbitrary \( \tilde{q} \in L(I; \mathbb{R}^n) \)
\[
\int_a^b G_0(t, s)\tilde{q}(s) \, ds = \int_{t-b+a}^t A_0^{-1} \exp \left( \int_s^t P_0(\xi) \, d\xi \right)\tilde{q}(s) \, ds \text{ for } t \in I,
\]
where \( \tilde{q}(t - b + a) \equiv \tilde{q}(t) \). Therefore the inequality (1.37) implies the inequality (1.35). Consequently, all assumptions of Theorem 1.3 are satisfied. \( \square \)

**1.2. Correctness theorems for the problem (0.1), (0.2).** Let \( k \) be an arbitrary positive integer and let us consider the perturbed problem
\[
\begin{align*}
(1.39) & \quad \frac{dx(t)}{dt} = p_k(x)(t) + q_k(t) \\
(1.40) & \quad l_k(x) = c_{0k},
\end{align*}
\]

Together with the original problem (0.1), (0.2). Here
(i) $p_k : C(I; \mathbb{R}^n) \to L(I; \mathbb{R}^n)$ is a linear operator for which there is an integrable function $\eta_k : I \to \mathbb{R}_+$ such that
\[
\|p_k(x)(t)\| \leq \eta_k(t)\|x\|_C \text{ for } t \in I, \ x \in C(I; \mathbb{R}^n),
\]

(ii) $l_k : C(I, \mathbb{R}^n) \to \mathbb{R}^n$ is a linear bounded operator,

(iii) $q_k \in L(I; \mathbb{R}^n)$, $c_0 \in \mathbb{R}^n$.

For an arbitrary bounded operator $g : C(I; \mathbb{R}^n) \to L(I; \mathbb{R}^n)$, we denote by $\|g\|$ its norm and by $M_g$ the set of absolutely continuous vector functions $y : I \to \mathbb{R}^n$ that can be represented by
\[
y(t) = z(a) + \int_a^t g(z)(s) \, ds,
\]
where $z : I \to \mathbb{R}^n$ is an arbitrary continuous vector function such that
\[
\|z\|_C = 1.
\]

**Theorem 1.4.** *Let the problem (0.1), (0.2) have a unique solution $x$,*

\[
(1.41) \quad \sup \left\{ \left\| \int_a^t [p_k(y)(s) - p(y)(s)] \, ds \right\| : t \in I, y \in M_{p_k} \right\} \to 0 \text{ for } k \to +\infty
\]

*and for an arbitrary absolutely continuous function $y : I \to \mathbb{R}^n$ let*

\[
(1.42) \quad \lim_{k \to +\infty} \left( (1 + \|p_k\|) \int_a^t [p_k(y)(s) - p(y)(s)] \, ds \right) = 0 \text{ uniformly on } I.
\]

*Suppose further that*

\[
(1.43) \quad \lim_{k \to +\infty} \left( (1 + \|p_k\|) \int_a^t [q_k(s) - q(s)] \, ds \right) = 0 \text{ uniformly on } I,
\]
\[
(1.44) \quad \lim_{k \to +\infty} l_k(y) = l(y) \text{ for } y \in C(I; \mathbb{R}^n)
\]

*and*

\[
(1.45) \quad \lim_{k \to +\infty} c_{0k} = c_0.
\]

*Then there is a positive integer $k_0$ such that the problem (1.39), (1.40) has also a unique solution $x_k$ for each $k \geq k_0$ and*

\[
(1.46) \quad \lim_{k \to +\infty} \|x - x_k\|_C = 0.
\]
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To prove Theorem 1.4. we will need the following lemma

**Lemma 1.3.** Let the problem (1.1), (1.2) have the trivial solution only and let the sequences of operators $p_k$ and $l_k$ ($k = 1, 2 \ldots$) satisfy the conditions (1.41) and (1.44), respectively. Then there is a positive integer $k_0$ and a positive constant $\alpha$ such that an arbitrary absolutely continuous vector function $z : I \to \mathbb{R}^n$ can be estimated by

\[(1.47) \quad ||z||_C \leq \alpha \Delta_k (z) \quad (k = k_0, k_0 + 1, \ldots),\]

where

\[(1.48) \quad \Delta_k (z) = \max_{t \in I} \left\{ ||l_k (z)|| + (1 + ||p_k||) \left| \int_a^t [z'(s) - p_k (z)(s)] \, ds \right| \right\} .\]

**Proof.** Let us first mention that by the Banach-Steinhaus theorem ([16], p. 149), the condition (1.44) yields the boundedness of the sequence $\|l_k\| (k = 1, 2, \ldots)$. Consequently, there is a positive constant $\beta$ such that

\[(1.49) \quad ||l_k (y)|| \leq \beta ||y||_C \quad \text{for} \quad y \in C(I; \mathbb{R}^n) \quad (k = 1, 2, \ldots).\]

Let us set

\[p^1 (y)(t) = \int_a^t p(y)(s) \, ds, \quad p_k^1 (y)(t) = \int_a^t p_k (y)(s) \, ds \quad (k = 1, 2, \ldots).\]

Obviously, $p^1$ and $p_k^1 : C(I; \mathbb{R}^n) \to C(I; \mathbb{R}^n)$ are linear bounded operators and

\[(1.50) \quad \|p_k^1\| \leq \|p_k\| \quad (k = 1, 2, \ldots).\]

On the other hand, by (1.41),

\[(1.51) \quad \sup\{||p_k^1 (y) - p^1 (y)||_C : y \in M_{p_k}\} \to 0 \quad \text{for} \quad k \to +\infty.\]

Let us suppose to the contrary that the lemma does not hold. Then there is an increasing sequence of positive integers $(k_m)_{m=1}^{+\infty}$ and a sequence of absolutely continuous vector functions $z_m : I \to \mathbb{R}^n$ ($m = 1, 2, \ldots$) such that

\[(1.52) \quad ||z_m||_C > m \Delta_{k_m} (z_m) \quad (m = 1, 2, \ldots).\]

Set

\[y_m (t) = ||z_m||_C^{-1} z_m (t) \quad (m = 1, 2, \ldots),\]

\[v_m (t) = \int_a^t [y'_m (s) - p_{k_m} (y_m)(s)] \, ds \quad (m = 1, 2, \ldots),\]
\( \text{(1.53)} \quad y_0(t) = y_m(t) - v_m(t), \)
\( w_m(t) = p_{k_m}^1(y_0(t)) - p^1(y_0(t)) + p_{k_m}^1(v_m(t)). \)

Then
\[
\|y_m\|_C = 1 \quad (m = 1, 2, \ldots),
\]
\[
|y_0(t) = y_m(a) + p_{k_m}^1(y_m)(t) |
\]
and
\[
|y_0(t) = y_m(a) + p^1(y_0(t)) + w_m(t). \]

On the other hand, by virtue of (1.52) and (1.50) we have
\[
\|v_m\|_C \leq (1 + \|p_{k_m}\|)^{-1}\|z_m\|^{-1} \Delta_m(z_m)
\]
\[
< \frac{1}{m}(1 + \|p_{k_m}\|)^{-1} \quad (m = 1, 2, \ldots)
\]
and
\[
\|p_{k_m}^1(v_m)\|_C \leq \|p_{k_m}\|_C < \frac{1}{m} \quad (m = 1, 2, \ldots).
\]

It follows from (1.54) and (1.55) that
\[
y_0 \in M_{k_m} \quad (m = 1, 2, \ldots).
\]

This is why (1.51) implies
\[
\lim_{m \to +\infty} \|p_{k_m}^1(y_0(t)) - p^1(y_0(t))\|_C = 0.
\]

By (1.58) and (1.59) we obtain
\[
\lim_{m \to +\infty} \|w_m\|_C = 0.
\]

On the other hand, according to (1.53), (1.54) and (1.57) we have
\[
\|y_0(t)\|_C \leq \|y_m\|_C + \|v_m\|_C \leq 2 \quad (m = 1, 2, \ldots).
\]

Therefore there exists an integrable function \( \gamma: I \to \mathbb{R}_+ \) such that the following inequalities hold almost everywhere on \( I \):
\[
\|p(y_0(t))\| \leq \gamma(t) \quad (m = 1, 2, \ldots).
\]
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Consequently,

\[(1.61) \quad \|p^1(y_{0m})(t) - p^1(y_0)(s)\| \leq \int_s^t \gamma(\xi) \, d\xi \text{ for } a \leq s \leq t \leq b \quad (m = 1, 2, \ldots).\]

By (1.60) and (1.61), the representation (1.56) obviously implies the equicontinuity of the sequence \((y_{0m})_{m=1}^\infty\). Hence by the Arzelà-Ascoli lemma we can assume without loss of generality that the sequence \((y_{0m})_{m=1}^\infty\) uniformly converges. Let us set

\[\lim_{m \to +\infty} y_{0m}(t) = y_0(t).\]

Then by (1.53), (1.54), (1.56) and (1.60), we obtain

\[(1.62) \quad \lim_{m \to +\infty} \|y_m - y_0\|_C = 0,\]

\[\|y_0\| = 1, \quad y_0(t) = y_0(a) + p^1(y_0)(t).\]

Consequently, \(y_0\) is a nontrivial solution of the system (1.1).

By (1.49) and (1.52)

\[\|l_{k_m}(y_0)\| \leq l_{k_m}(y_m - y_0) + \|l_{k_m}(y_m)\| \leq \beta\|y_m - y_0\| + \|z_m\|_C^{-1}\|l_{k_m}(z_m)\| \leq \beta\|y_m - y_0\|_C + \frac{1}{m} \quad (m = 1, 2, \ldots).\]

Using (1.44) and (1.62), we find

\[l(y_0) = 0,\]

that is, \(y_0\) is a solution of the problem (1.1), (1.2). But this is not possible since the problem (1.1), (1.2) has no nontrivial solution. This contradiction completes the proof of the lemma. \(\square\)

**Proof of Theorem 1.4.** Let \(k_0\) be the positive integer appearing in Lemma 1.3. By this lemma, the homogeneous problem

\[\frac{dx(t)}{dt} = p_k(x)(t), \quad l_k(x) = 0\]

possesses the trivial solution only for each \(k \geq k_0\). By Theorem 1.1 this fact guarantees the existence of a unique solution of the problem (1.39), (1.40).

To complete the proof, it remains to show that the equality (1.46) holds, where \(x\) and \(x_k\) are solutions of the problems (0.1), (0.2) and (1.39), (1.40), respectively.
Define
\[ z_k(t) = x_k(t) - x(t). \]
Then for each \( k \geq k_0 \), we have
\[ \frac{dz_k(t)}{dt} = p_k(z_k)(t) + \tilde{q}_k(t), \]
\[ l_k(z_k) = \zeta_k, \]
where
\[ \tilde{q}_k(t) = p_k(x)(t) - p(x)(t) + q_k(t) - q(t), \]
\[ \zeta_k = c_{0k} - c_0 + l(x) - l_k(x). \]

By virtue of the conditions (1.42)–(1.45)
\[ \delta_k = (1 + \|p_k\|) \max \left\{ \left\| \int_a^t \tilde{q}_k(s) \, ds \right\| : t \in I \right\} \to 0 \text{ for } k \to +\infty, \]
\[ \lim_{k \to +\infty} \zeta_k = 0. \]

On the other hand, by Lemma 1.3, there is a positive constant \( \alpha \) such that
\[ \|y_k\|_C \leq \alpha(\|\zeta_k\| + \delta_k) \text{ } (k = k_0, k_0 + 1, \ldots). \]
Thus
\[ \lim_{k \to +\infty} \|y_k\|_C = 0, \]
and therefore the equality (1.46) holds. \( \square \)

**Corollary 1.6.** Let the problem (0.1), (0.2) have a unique solution and let
\[ \lim_{k \to +\infty} \int_a^t [p_k(y)(s) - p(y)(s)] \, ds = 0 \text{ uniformly on } I \]
for any absolutely continuous \( y: I \to \mathbb{R}^n \). Assume further that
\[ \lim_{k \to +\infty} \int_a^t [q_k(s) - q(s)] \, ds = 0 \text{ uniformly on } I, \]
\[ \lim_{k \to +\infty} l_k(y) = l(y) \text{ for } y \in C(I; \mathbb{R}^n), \lim_{k \to +\infty} c_{0k} = c_0 \]
and that there is an integrable function \( \eta: I \to \mathbb{R}_+ \) such that the following inequalities hold almost everywhere on \( I \) for arbitrary \( y \in C(I; \mathbb{R}^n) \):
\[ \|p_k(y)(t)\| \leq \eta(t)\|y\|_C \quad (k = 1, 2, \ldots). \]
Then the conclusion of Theorem 1.4 holds.

Proof. Without loss of generality, we can suppose

\begin{equation}
\|p(y)(t)\| \leq \eta(t)\|y\|_C.
\end{equation}

From (1.65) we get

\[ \|p_k\| \leq \int_a^b \eta(t) \, dt \quad (k = 1, 2, \ldots). \]

This is why the conditions (1.42) and (1.43) follow from (1.63) and (1.64).

By Theorem 1.4, it is now sufficient to verify the condition (1.41) to complete the proof of the corollary. Let us suppose to the contrary that the condition (1.41) does not hold. Then there are \( \varepsilon_0 > 0 \), a sequence of positive integers \( \{k_m\}_{m=1}^{+\infty} \) and a sequence of vector functions

\begin{equation}
y_m \in M_{p_{k_m}} \quad (m = 1, 2, \ldots)
\end{equation}

such that

\begin{equation}
\max_{t \in I} \left\{ \left\| \int_a^t [p_{k_m}(y_m)(s) - p(y_m)(s)] \, ds \right\| \right\} > \varepsilon_0.
\end{equation}

From (1.67) and (1.65) we get

\[ y_m(t) = z_m(a) + \int_a^t p_{k_m}(z_m)(s) \, ds \quad (m = 1, 2, \ldots), \]

where \( z_m \in C(I; \mathbb{R}^n) \), \( \|z_m\|_C = 1 \),

\[ \|y_m\|_C \leq 1 + \int_a^b \eta(s) \, ds \]

and

\begin{equation}
\|y_m(t) - y_m(s)\| \leq \int_s^t \eta(\xi) \, d\xi \quad \text{for} \quad a \leq s \leq t \leq b.
\end{equation}

Consequently, the sequence \( \{y_m\}_{m=1}^{+\infty} \) is uniformly bounded and equicontinuous. Thus without loss of generality, we can consider it to be uniformly convergent. Set

\[ \lim_{m \to +\infty} y_m(t) = y(t). \]
Then by (1.69) we have

\[ \|y(t) - y(s)\| \leq \int_s^t \eta(\xi) \, d\xi \quad \text{for } a \leq s \leq t \leq b. \]

Consequently, the function \( y: I \to \mathbb{R}^n \) is absolutely continuous.

According to (1.63), (1.65) and (1.66) we have

\[
\max \left\{ \left\| \int_a^t [p_k_m(y_m)(s) - p(y_m)(s)] \, ds \right\| : t \in I \right\} \leq \left( 2 \int_a^b \eta(s) \, ds \right) \|y_m - y\|_C
\]

\[
+ \max \left\{ \left\| \int_a^t [p_k_m(y)(s) - p(y)(s)] \, ds \right\| : t \in I \right\} \to 0 \text{ for } t \to +\infty,
\]

and this contradicts (1.68). The proof of the corollary is now complete. \( \square \)

A result similar to Corollary 1.6 is given in the paper by R. Tsitskishvili [20].

2. Problem (0.5), (0.6)

2.1. Existence and uniqueness theorems. According to the note done in the introduction, the problem (0.5), (0.6) can be rewritten to the form (0.1), (0.2), where the operator \( p \) and the vector function \( q \) are given by the equalities (0.10) and (0.11) and the function \( \tau_0 \) is given by the equality (0.9). That is why Theorem 1.1 for the problem (0.5), (0.6) assumes the following form.

**Theorem 2.1.** The problem (0.5), (0.6) has a unique solution if and only if the corresponding homogeneous problem

\[
(2.1) \quad \frac{dx(t)}{dt} = \chi_I(\tau(t))P(t)x(\tau_0(t))
\]

\[
(2.2) \quad l(x) = 0
\]

has the trivial solution only.

According to the Riesz theorem (see [16], p. 184) there exists a unique matrix function \( \Lambda: I \to \mathbb{R}^{n\times n} \) such that the elements of \( \Lambda \) have bounded variation on \( I \),

\[
(2.3) \quad \Lambda(b) = \Theta
\]

and for arbitrary \( x \in C(I; \mathbb{R}^n) \), the following representation is true:

\[
(2.4) \quad l(x) = \int_a^b d\Lambda(t)x(t).
\]
Obviously, (2.3) and (2.4) yield that if \( x: I \to \mathbb{R}^n \) is absolutely continuous then

\[
(2.5) \quad l(x) = -\Lambda(a)x(a) - \int_a^b \Lambda(t)x'(t) \, dt.
\]

Let \( t_0 \) be an arbitrary but fixed point from the interval \( I \). For an arbitrary matrix function \( V \in L(I; \mathbb{R}^{n \times n}) \) set

\[
[V(t)]_{r,0} = \Theta, [V(t)]_{r,1} = \chi_I(\tau(t))V(t),
\]

\[
[V(t)]_{r,i+1} = [V(t)]_{r,i} \int_{t_0}^{\tau_0(t)} [V(s)]_{r,i} \, ds \quad (i = 1, 2, \ldots),
\]

where \( \tau_0 \) is the function given by (0.9). Then by (0.10), (1.6)–(1.8), and (2.5) we have

\[
(2.6) \quad \Lambda_k = -\Lambda(a) - \sum_{i=0}^{k-1} \left[ \int_a^b \Lambda(s)[P(s)]_{r,i} \, ds - \Lambda(a) \int_a^{t_0} [P(s)]_{r,i} \, ds \right]
\]

and

\[
|p^{k,m}(x)|_C \leq A_{k,m}|x|_C \quad \text{for} \quad x \in C(I; \mathbb{R}^n),
\]

where

\[
(2.7) \quad A_{k,m} = A_m + \left( E + \sum_{i=0}^{m-1} A_i \right) |\Lambda_k^{-1}| \times \left( \int_a^{t_0} ||P(s)||_{r,k} \, ds + \int_a^b ||\Lambda(s)|| ||P(s)||_{r,k} \, ds \right)
\]

and

\[
(2.8) \quad A_i = \max \left\{ \left| \int_t^t [||P(s)||]_{r,i} \, ds \right| : t \in I \right\} \quad (i = 0, \ldots, m).
\]

Therefore the following statements follow from Theorems 1.2, 1.2' and Corollary 1.2.

**Theorem 2.2.** \(^5\) Assume that there exist positive integers \( k \) and \( m \) such that

\[
(2.9) \quad \det(\Lambda_k) \neq 0
\]

and

\[
(2.10) \quad r(A_{k,m}) < 1,
\]

\(^5\) For \( \tau(t) \equiv t \) an analogous result was obtained by T. Kiguradze ([13], Lemma 2.7).
where \(\Lambda_k\) and \(A_{k,m}\) are matrices given by the equalities (2.6)-(2.8). Then the problem (0.5), (0.6) has a unique solution.

**Theorem 2.2'.** If the inequality

\[
(t(t - t_0)(t - t_0) \leq 0
\]

holds almost everywhere on \(I\), then the problem (0.5), (0.6) has a unique solution if and only if there are positive integers \(k\) and \(m\) such that the inequalities (2.9) and (2.10) are satisfied, where \(A_k\) and \(A_{k,m}\) are matrices defined by the equalities (2.6)-(2.8).

**Corollary 2.1.** If the inequality

\[(2.11) \quad r(A_m) < 1,\]

is satisfied with

\[A_m = \max \left\{ \left| \int_{t_0}^t |P(s)|_{r,m} \, ds \right| : t \in I \right\}\]

for some positive integer \(m\), then the problem (0.5), (0.7) has a unique solution.

**Corollary 2.2.** Let \(\tau\) be absolutely continuous and monotone and suppose that there exists a matrix \(A \in \mathbb{R}^{n \times n}\) such that

\[(2.12) \quad r(A) < \frac{\pi}{2(b - a)}\]

and the inequality

\[\chi_I(t) |P(t)| \leq A |\tau'(t)|^{1/2}\]

holds almost everywhere on \(I\). Then the problem (0.5), (0.7) has a unique solution.

The examples given in Section 1 show that the strict inequalities in Corollaries 2.1 and 2.2 cannot be replaced by nonstrict ones.

**Corollary 2.3.** Assume that

\[\det(B_0) \neq 0\]

and

\[r(B + |B_0^{-1}|B^2) < 1,\]
where
\[
B_0 = \int_a^b \chi_I(\tau(s))P(s)\,ds, \quad B = \int_a^b \chi_I(\tau(s))|P(s)|\,ds.
\]

Then the problem (0.5), (0.8) has a unique solution.

**Theorem 2.3.** Let there exist a matrix function \( P_0 \in L(I; \mathbb{R}^{n \times n}) \) such that the differential system

\[
\frac{dx(t)}{dt} = P_0(t)x(t)
\]

with the boundary conditions (2.2) has the trivial solution only and

\[
\int_a^b |G_0(t,s)|Q(s)\,ds \leq A \text{ for } t \in I,
\]

where

\[
Q(t) = |\chi_I(\tau(t))P(t) - P_0(t)| + |P_0(t)| \left| \int_{t_0}^{\tau_0(t)} |P(s)|\,ds \right|,
\]

\( G_0 \) is the Green matrix of the problem (2.13), (2.2) and \( A \in \mathbb{R}^{n \times n}_+ \) is a matrix satisfying the inequality

\[
\tau(A) < 1.
\]

Then the problem (0.5), (0.6) has a unique solution.

**Proof.** Let \( x \) be a solution of the problem (1.1), (1.2), where \( p \) is the operator defined by the equality (0.10). Then using (2.15), we have

\[
|p(x)(s) - P_0(s)x(s)| = |[\chi_I(\tau(t))P(t) - P_0(t)]x(\tau_0(t)) + P_0(t) \int_{t}^{\tau_0(t)} x'(s)\,ds| = |[\chi_I(\tau(t))P(t) - P_0(t)]x(\tau_0(t)) + P_0(t) \int_{t}^{\tau_0(t)} \chi_I(\tau(s))P(s)x(\tau_0(s))\,ds| \leq Q(t)|x|_C.
\]

According to this estimate, (2.14) implies the inequality (1.35). Therefore, all assumptions of Theorem 1.3 are satisfied. \( \Box \)
Corollary 2.4. Assume that there exists a matrix function $P_0 \in L(I; \mathbb{R}^{n \times n})$ such that the equality

\begin{equation}
(2.17) \quad \left( \int_s^t P_0(\xi) \, d\xi \right) P_0(t) = P_0(t) \left( \int_s^t P_0(\xi) \, d\xi \right)
\end{equation}

is satisfied for almost all $s$ and $t \in I$ and that

\begin{equation}
(2.18) \quad \left| \int_{t_0}^t \exp \left( \int_s^t P_0(\xi) \, d\xi \right) Q(s) \, ds \right| \leq A \text{ for } t \in I,
\end{equation}

where $Q$ is the matrix function defined by (2.15) and $A \in \mathbb{R}^{n \times n}$ is a matrix satisfying the condition (2.16). Then the problem (0.5), (0.7) has a unique solution.

Corollary 2.5. Assume that there is a matrix function $P_0 \in L(I; \mathbb{R}^{n \times n})$ such that the equality (2.17) is satisfied for almost all $s$ and $t \in I$. Let the matrix

\begin{equation}
(2.19) \quad A_0 = E - \exp \left( \int_a^b P_0(s) \, ds \right)
\end{equation}

be non-singular and

\begin{equation}
(2.20) \quad \int_{t-b+a}^t \left| A_0^{-1} \exp \left( \int_s^t P_0(\xi) \, d\xi \right) Q(s) \, ds \right| \leq A \text{ for } t \in I,
\end{equation}

where $Q$ is the matrix defined by (2.15). Suppose further that

\begin{equation}
(2.21) \quad P_0(t - b + a) \equiv P_0(t), \quad Q(t - b + a) \equiv Q(t)
\end{equation}

and that $A \in \mathbb{R}^{n \times n}$ is a matrix satisfying the condition (2.16). Then the problem (0.5), (0.8) has a unique solution.

2.2. Correctness theorems. Let $k$ be an arbitrary positive integer and, together with the problem (0.5), (0.6), let us consider the perturbed problem

\begin{equation}
(2.22) \quad \frac{dx(t)}{dt} = P_k(t)x(\tau_k(t)) + q_{0k}(t),
\end{equation}

\begin{equation}
(2.23) \quad l_k(x) = c_{0k}, \quad x(t) = u_k(t), \quad t \notin I,
\end{equation}

where $P_k \in L(I; \mathbb{R}^{n \times n})$, $q_{0k} \in L(I; \mathbb{R}^n)$, $c_{0k} \in \mathbb{R}^n$, $\tau_k: I \to \mathbb{R}$ is measurable, $u_k: \mathbb{R} \to \mathbb{R}^n$ is continuous and bounded, and $l_k: C(I; \mathbb{R}^n) \to \mathbb{R}^n$ is a linear bounded operator.
Theorem 2.4. Let the problem (0.5), (0.6) have a unique solution \( x \),

\[
\lim_{k \to +\infty} \int_a^t [i + (-1)^i \chi_I(\tau_k(s))]P_k(s) \, ds
\]

\[
= \int_a^t [i + (-1)^i \chi_I(\tau(s))]P(s) \, ds \text{ uniformly on } I \quad (i = 0, 1),
\]

\[
\lim_{k \to +\infty} \int_a^t q_{0k}(s) \, ds = \int_a^t q(s) \, ds \text{ uniformly on } I,
\]

\[
\text{ess sup}\{|\tau_k(t) - \tau(t)|: t \in I\} \to 0 \text{ for } k \to +\infty,
\]

\[
\lim_{k \to +\infty} u_k(t) = u(t) \text{ uniformly on } \mathbb{R},
\]

\[
\lim_{k \to +\infty} l_k(y) = l(y) \text{ for } y \in C(I; \mathbb{R}^n), \quad \lim_{k \to +\infty} c_{0k} = c_0.
\]

Let further \( \eta: I \to \mathbb{R}_+ \) be an integrable function such that

\[
\|P_k(t)\| \leq \eta(t) \quad (k = 1, 2, \ldots)
\]

is satisfied almost everywhere on \( I \). Then there is a positive integer \( k_0 \) such that for each \( k \geq k_0 \), the problem (2.22), (2.23) has also a unique solution \( x_k \) and

\[
\lim_{k \to +\infty} \|x - x_k\|_C = 0.
\]

The following lemma will be useful for proving Theorem 2.4.

Lemma 2.1. Assume that \( H \) and \( H_k \in L(I; \mathbb{R}^{n \times n}) \), \( V \) and \( V_k \in L^{+\infty}(I; \mathbb{R}^n) \) \((k = 1, 2, \ldots)\),

\[
\lim_{k \to +\infty} \int_a^t H_k(s) \, ds = \int_a^t H(s) \, ds \text{ uniformly on } I,
\]

\[
\text{ess sup}\{\|V_k(t) - V(t)\|: t \in I\} \to 0 \text{ for } k \to +\infty
\]

and that there exists an integrable function \( \eta: I \to \mathbb{R}^n \) such that

\[
\|H_k(t)\| \leq \eta(t) \quad (k = 1, 2, \ldots)
\]

holds almost everywhere on \( I \). Then

\[
\lim_{k \to +\infty} \int_a^t H_k(s)V_k(s) \, ds = \int_a^t H(s)V(s) \, ds \text{ uniformly on } I.
\]
\[ \|H(t)\| \leq \eta(t) \]

almost everywhere on \( I \).

Let \( \varepsilon > 0 \) be an arbitrary number. Since \( V \) is essentially bounded, there is a continuously differentiable vector function \( V_0 : I \rightarrow \mathbb{R}^n \) such that

\[ \int_a^b \eta(t)\|V(s) - V_0(s)\| \, ds < \frac{\varepsilon}{4}. \]

Let us set

\[ G_k(t) = \int_a^t [H_k(s) - H(s)] \, ds. \]

Then by (2.31)

\[ \lim_{k \to +\infty} \|G_k\|_{C} = 0. \]

Hence

\[ \int_a^t [H_k(s) - H(s)]V_0(s) \, ds = G_k(t)V_0(t) - \int_a^t G_k(s)V_0'(s) \, ds \to 0 \quad \text{for} \quad k \to +\infty \quad \text{uniformly on} \quad I. \]

Consequently, there is a positive integer \( k_0 \) such that

\[ \left\| \int_a^t [H_k(s) - H(s)]V_0(s) \, ds \right\| < \frac{\varepsilon}{4} \quad \text{for} \quad t \in I, \quad k \geq k_0. \]

On the other hand, by virtue of (2.32) we can assume without loss of generality, that

\[ \int_a^b \eta(s)\|V_k(s) - V(s)\| \, ds < \frac{\varepsilon}{4} \quad \text{for} \quad k \geq k_0. \]

By virtue of the conditions (2.33) and (2.35)–(2.38), the equality

\[ \int_a^t [H_k(s)V_k(s) - H(s)V(s)] \, ds = \int_a^t H_k(s)(V_k(s) - V(s)) \, ds \]

\[ + \int_a^t [H_k(s) - H(s)]V_0(s) \, ds + \int_a^t [H_k(s) - H(s)](V(s) - V_0(s)) \, ds \]

implies

\[ \left\| \int_a^t [H_k(s)V_k(s) - H(s)V(s)] \, ds \right\| \leq \int_a^b \eta(s)\|V_k(s) - V(s)\| \, ds \]

\[ + \| \int_a^t [H_k(s) - H(s)]V_0(s) \, ds \| + 2 \int_a^b \eta(s)\|V(s) - V_0(s)\| \, ds < \varepsilon \quad \text{for} \quad k \geq k_0, \quad t \in I. \]

Consequently, the relation (2.34) is verified. \( \square \)
Proof of Theorem 2.4. By remarks given in the introduction, the problems (0.5), (0.6) and (2.28), (2.29) can be rewritten to the form (0.1), (0.2) and (1.39), (1.40), respectively, where

\[
\tau_{0k}(t) = \begin{cases} 
\tau_k(t) & \text{for } \tau_k(t) \in [a, b], \\
a & \text{for } \tau_k(t) < a, \\
b & \text{for } \tau_k(t) > b,
\end{cases}
\]

(2.39)

\[
p_k(x)(t) = P_k(t)\chi_I(\tau_k(t))x(\tau_{0k}(t))
\]

(2.40)

\[
q_k(t) = (1 - \chi_I(\tau_k(t))P_k(t)u_k(\tau_k(t))) + q_{0k}(t)
\]

(2.41)

and \(\tau_0, p\) and \(q\) are defined by equalities (0.9)–(0.11).

In virtue of Lemma 2.1 and the conditions (2.24)–(2.27), (2.29), the equalities (0.11) and (2.41) yield the condition (1.64). On the other hand, the inequalities (1.65) follow from (2.29) and (2.40). Therefore, for completing the proof of Theorem 2.4, it remains to show by Corollary 1.6 that the condition (1.63) is satisfied for an arbitrary absolutely continuous vector function \(y : I \rightarrow \mathbb{R}^n\).

In view of (0.9), (2.24), (2.26), (2.29) and (2.39), the matrix and vector functions

\[
H_k(t) = \chi_I(\tau_k(t))P_k(t), \quad H(t) = \chi_I(\tau(t))P(t),
\]

\[
V_k(t) = Y(\tau_{0k}(t)), \quad V(t) = Y(\tau_0(t))
\]

satisfy the conditions (2.31)–(2.33). Now according to Lemma 2.1, the condition (2.34) holds. The condition (2.34) is equivalent to the condition (1.63) by (0.10) and (2.40).

\[
\Box
\]

Theorem 2.5. Assume that the problem (0.5), (0.6) has a unique solution,

\[
\lim_{k \to +\infty} \left( q_k \int_a^t [P_k(s) - P(s)] \, ds \right) = 0 \text{ uniformly on } I,
\]

(2.42)

\[
\lim_{k \to +\infty} \left( q_k \int_a^t [q_{0k}(s) - q_0(s)] \, ds \right) = 0 \text{ uniformly on } I,
\]

(2.43)

\[
\lim_{k \to +\infty} (q_k^2 [u_k(t) - u(t)]) = 0 \text{ uniformly on } \mathbb{R},
\]

(2.44)

where

\[
q_k = 1 + \int_a^b ||P_k(t)|| \, dt,
\]
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and suppose that the conditions (2.28) are fulfilled. Let further the function \( \tau: I \to \mathbb{R} \) be continuous and monotone, let the components of the vector function \( u \) have bounded variations and

(2.45) \[
\tau_k(t) \equiv \tau(t) \quad (k = 1, 2, \ldots).
\]

Then the conclusion of Theorem 2.4 holds.

Proof. By (2.45), the problems (0.5), (0.6) and (2.22), (2.23) are equivalent to the problems (0.1), (0.2) and (1.39), (1.40), respectively, where \( \tau_0, p \) and \( q \) are defined by equations (0.9)-(0.11),

(2.46) \[
p_k(x)(t) = P_k(t)\chi_I(\tau(t))x(\tau_0(t)),
\]

(2.47) \[
q_k(t) = (1 - \chi_I(\tau(t)))P_k(t)u_k(\tau(t)) + q_0k(t).
\]

By Theorem 1.4, to complete the proof it suffices to verify that the sequences \( p_k \) and \( q_k \) \((k = 1, 2, \ldots)\) satisfy the conditions (1.41)-(1.43).

Let us first note that

(2.48) \[
1 + \|p_k\| \leq \varrho_k \quad (k = 1, 2, \ldots).
\]

On the other hand, the monotonicity and continuity of \( \tau \) and the condition (2.42) imply

(2.49) \[
\lim_{k \to +\infty} (\varrho_k \|Q_{ik}\|_C) = 0 \quad (i = 0, 1),
\]

where

\[
Q_{ik}(t) = \int_a^t [i + (-1)^i \chi_I(\tau(s))[P_k(s) - P(s)] ds \quad (i = 0, 1).
\]

In view of (0.10) and (2.46), for an arbitrary absolutely continuous \( y: I \to \mathbb{R}^n \) we have

(2.50) \[
\int_a^t [p_k(y)(s) - p(y)(s)] ds = \int_a^t Q_{0k}(s)y(\tau_0(s)) ds = Q_{0k}(t)y(\tau_0(t)) + \int_a^t Q_{0k}(s) dy(\tau_0(s)).
\]

If \( y \in M_{p_k} \), then

\[
y(t) = z(a) + \int_a^t \chi_I(\tau(s))P_k(s)z(\tau_0(s)) ds,
\]
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where
\[ z \in C(I; \mathbb{R}^n), \|z\|_C \leq 1. \]

Therefore
\[ \|y\|_C \leq 1 + \int_a^b \|P_k(s)\| \, ds = \varrho_k \]
and
\[ \int_a^b \|dy(s)\| \leq \int_a^b \|P_k(s)\| \, ds < \varrho_k. \]
The last inequality together with the monotonicity of \( \tau_0 \) yields
\[ \left| \int_a^b dy(\tau_0(s)) \, ds \right| \leq \int_a^b \|dy(s)\| < \varrho_k. \]

By (2.51) and (2.52), (2.50) implies
\[ \|\int_a^t [p_k(y)(s) - p(y)(s)] \, ds \| \leq 2\varrho_k\|Q_{0k}\|_C \text{ for } t \in I, y \in M_{p_k}. \]

Therefore, according to (2.49), the condition (1.41) holds.

Let \( y: I \to \mathbb{R}^n \) be an arbitrary absolutely continuous function. Set
\[ \varrho_0 = \|y\|_C + \int_a^b \|dy(\tau_0(s))\|. \]
Then by (2.50), we obtain
\[ \left\| \int_a^t [p_k(y)(s) - p(y)(s)] \, ds \right\| \leq \varrho_0\|Q_{0k}\|_C \text{ for } t \in I. \]
According to (2.48) and (2.49) this estimate implies the condition (1.42).

According to (0.11) and (2.47),
\[ \int_a^t [q_k(s) - q(s)] \, ds = \int_a^t (1 - \chi_I(\tau(s))P_k(s)[u_k(\tau(s)) - u(\tau(s))] \, ds \]
\[ + \int_a^t Q'_{1k}(s)u(\tau(s)) \, ds. \]
However,
\[ \int_a^t Q'_{1k}(s)u(\tau(s)) \, ds = Q_{1k}(t)u(\tau(t)) - \int_a^t Q_{1k}(s)du(\tau(s)). \]
Therefore
\[
\left\| \int_a^t [q_k(s) - q(s)] \, ds \right\| \leq \varrho_k \| u_k - u \|_C + \varrho \| Q_{1k} \|_C,
\]
where
\[
\varrho = \| u \|_C + \int_a^b \| du(\tau(s)) \|.
\]

In view of (2.44), (2.48) and (2.49), we conclude that the condition (1.43) is fulfilled. □

The assertion of Theorem 2.5 implies the theorems of Z. Opial given in [17] for the case \( \tau(t) \equiv t \).
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