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Abstract. A sign pattern A is a ± sign pattern if A has no zero entries. A allows orthogo-
nality if there exists a real orthogonal matrix B whose sign pattern equals A. Some sufficient
conditions are given for a sign pattern matrix to allow orthogonality, and a complete char-
acterization is given for ± sign patterns with n−1 6 N−(A) 6 n+1 to allow orthogonality.
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1. Introduction

A sign pattern (matrix ) A is a matrix whose entries are in the set {+,−, 0}.
Denote the set of all n× n sign patterns by Qn. Associated with each A ∈ Qn is a
class of real matrices, called the qualitative class of A, defined by

Q(A) = {B ∈ Mn(R) : signB = A}.

A sign pattern P ∈ Qn is called a permutation pattern if exactly one entry in
each row and column is equal to +, and all other entries are 0. We call that sign
patterns A and B are permutation equivalent, if there are permutation patterns P1

and P2 such that B = P1AP2. Let A ∈ Qn. A allows orthogonality if there exists a

real orthogonal matrix B ∈ Q(A). Clearly, the following results hold.

Lemma 1.1. Let n > 2.
(1) Every permutation pattern of order n allows orthogonality.

This research was supported by NNSF of China (No. 10571163) and NSF of Shanxi
(No. 20041010).
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(2) A sign pattern A ∈ Qn allows orthogonality if and only if −A allows orthogo-

nality.

(3) A sign pattern A ∈ Qn allows orthogonality if and only if the transpose, AT ,

of A allows orthogonality.

(4) A sign pattern A ∈ Qn allows orthogonality if and only if P1AP2 allows orthog-

onality for any permutation patterns P1 and P2.

A sign pattern whose entries belong to {+,−} is called a ± sign pattern. A
pair of sign pattern row vectors (or column vectors) allows orthogonality if the two
vectors are the sign patterns for two real orthogonal row vectors (respectively, column

vectors). A square sign pattern that does not have a zero row or zero column is
sign potentially orthogonal (SPO) if every pair of rows and every pair of columns

allows orthogonality. It is known that all SPO matrices of dimension n < 5 allow
orthogonality and all ± SPO matrices of order n < 6 allow orthogonality ([3]).
The motivation of this paper is from Refs. [1]–[5].
Let A ∈ Qn and n > 2. We denote the number of negative entries in A by

N−(A). Clearly, if a ± sign pattern A allows orthogonality, then n− 1 6 N−(A) 6
n2−(n−1) = n2−n+1. In this paper, some sufficient conditions are given for a sign
pattern matrix to allow orthogonality, and a complete characterization for ± sign
patterns with n−1 6 N−(A) 6 n+1 to allow orthogonality is given. By negation, the
combinatorial structure of orthogonal matrices A with n2−n−1 6 N−(A) 6 n2−n+1
is clear.

2. Preliminaries

Let A = (aij)n×n and B = (bij)m×m be two real matrices (or sign patterns),

1 6 s 6 n and 1 6 t 6 m. The following real matrix (or sign pattern) of order
n + m− 1

(2.1) C =




0
. . . 0 b11 b12 . . . b1m 0 . . . 0

...
. . .

...
...

...
. . .

...
...

. . .
...

0 . . . 0 bt−1,1 bt−1,2 . . . bt−1,m 0 . . . 0
a11 . . . a1,s−1 bt1a1s bt2a1s . . . btma1s a1,s+1 . . . a1n

a21 . . . a2,s−1 bt1a2s bt2a2s . . . btma2s a2,s+1 . . . a2n

...
. . .

...
...

...
. . .

...
...

. . .
...

an1 . . . an,s−1 bt1ans bt2ans . . . btmans an,s+1 . . . ann

0 . . . 0 bt+1,1 bt+1,2 . . . bt+1,m 0 . . . 0
...
. . .

...
...

...
. . .

...
...

. . .
...

0 . . . 0 bm1 bm2 . . . bmm 0 . . . 0



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is called the amalgamation of A and B according to the column s of A and the row t

of B. Denote Us,t(A, B) = C.

Theorem 2.1. Let A ∈ Qn allow orthogonality and B ∈ Qm allow orthogonality,

1 6 s 6 n and 1 6 t 6 m. Then the sign pattern Us,t(A, B) allows orthogonality.
���������

. The proof is easy, and we omit it.

Theorem 2.2. Let 1 6 s, t 6 n, s 6= t, and A = (aij) ∈ Qn with ait 6= 0 if ais 6= 0,
i = 1, 2, . . . , n. If A allows orthogonality, then the sign pattern Ã = (ãij) ∈ Qn, where

ãij =

{
ait, if j = s and aij = 0;

aij , otherwise,

also allows orthogonality.
���������

. Since A allows orthogonality, there is a real orthogonal matrix B =
(bij) ∈ Q(A), where bit 6= 0 if bis 6= 0, i = 1, 2, . . . , n. Let θ > 0 be a sufficiently
small real number. We consider the real matrix C = (cij) of order n, where

cij =





1, if i = j 6= s, or i = j 6= t;

cos θ, if i = j = s, or i = j = t;

− sin θ, if i = s, j = t;

sin θ, if i = t, j = s;

0, otherwise.

Clearly, for any real number 0 < θ < 1, C is an orthogonal matrix. Thus BC is an
orthogonal matrix.

Note that B and BC are entrywise equal except for the sth and the tth columns.
The sth and the tth columns of BC are




b1s cos θ + b1t sin θ

b2s cos θ + b2t sin θ
...

bns cos θ + bnt sin θ


 and




−b1s sin θ + b1t cos θ

−b2s sin θ + b2t cos θ
...

−bns sin θ + bnt cos θ


 ,

respectively. Now we can choose some θ > 0 sufficiently close to 0 so that BC ∈ Q(Ã).
Thus the sign pattern Ã allows orthogonality.

By Theorem 2.2 and Lemma 1.1 (3), we obviously have the following corollary.
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Corollary 2.3. Let 1 6 s, t 6 n, s 6= t, and A = (aij) ∈ Qn with atj 6= 0 if
asj 6= 0, j = 1, 2, . . . , n. If A allows orthogonality, then the sign pattern Ã = (ãij) ∈
Qn, where

ãij =

{
atj , if i = s and aij = 0;

aij , otherwise,

also allows orthogonality.

3. Sufficient conditions

In this section, we give some sufficient conditions for a sign pattern to allow orthog-

onality. We need the following notation. We denote the negative entries distribution
of rows (columns) of A as dr(A) = (r1, r2, . . . , rn) (dl(A) = (l1, l2, . . . , ln)), if there
are exactly ri (li) negative entries in the ith row (column) of A for i = 1, 2, . . . , n.
Note that changing the order of r1, r2, . . . , rn (l1, l2, . . . , ln) means changing the

rows’ (columns’) order of A. If dr(B) = (r′1, r′2, . . . , r′n), dl(B) = (l′1, l′2, . . . , l′n),
and {r1, r2, . . . , rn} = {r′1, r′2, . . . , r′n}, {l1, l2, . . . , ln} = {l′1, l′2, . . . , l′n}, then there
are permutation matrices P1 and P2 such that dr(P1BP2) = dr(A), dl(P1BP2) =
dl(A).

Lemma 3.1. The sign pattern

(3.1) A =




− + + . . . +

0 − . . .
. . .

...
...
. . .

. . .
. . . +

0 . . . 0 − +
+ . . . + + +



∈ Qn (n > 3)

allows orthogonality.

Take

A2 =
[

+ +
− +

]
.

It is clear that A2 allows orthogonality.
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Take

A3 = U2,1(A2, A2) =




+ + +
− + +
0 − +


 , A4 = U3,1(A3, A2) =




+ + + +
− + + +
0 − + +
0 0 − +


 , . . . ,

An = Un−1,1(An−1, A2) =




+ + . . . + +
− + . . . + +
...
...
. . .

...
...

0 0 . . . + +
0 0 . . . − +




.

Then, for k = 3, 4, . . . , n, it is easy to see that Ak allows orthogonality by Theo-
rem 2.1. By interchanging the ith row and the (i+1)th row of An, i = 1, 2, . . . , n−1,
respectively, we see that the lemma holds. �

Lemma 3.2. The sign pattern

(3.2) A =




+ − − . . . − −
+ − − . . . − +
+ − . . . − + 0
...
... . .

.
. .
.
. .
. ...

+ − + 0 . . . 0
+ + 0 0 . . . 0



∈ Qn (n > 3)

allows orthogonality.
���������

. Clearly, the sign pattern

A2 =
[

+ −
+ +

]

allows orthogonality.
Take

A3 = U1,1(A2, A2) =




+ − −
+ − +
+ + 0


 , A4 = U1,1(A3, A2) =




+ − − −
+ − − +
+ − + 0
+ + 0 0


 , . . . ,

An = U1,1(An−1, A2) =




+ − . . . . . . − −
+ − . . . . . . − +
+ − . . . − + 0
...
... . .

.
. .
.
. .
. ...

+ − + 0 . . . 0
+ + 0 0 . . . 0




.
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Then, for k = 3, 4, . . . , n, Ak allows orthogonality by Theorem 2.1. �

Lemma 3.3. Let A = (aij) ∈ Qn (n > 3), where

aij =

{
−, i = j;

+, otherwise.

Then A allows orthogonality.
���������

. Let

B =




−n−2
n

2
n

2
n . . . 2

n

2
n −n−2

n
2
n . . . 2

n

2
n

2
n −n−2

n . . . 2
n

...
...

...
. . .

...
2
n

2
n

2
n . . . −n−2

n




.

Then B ∈ Q(A) and B is a real orthogonal matrix. Thus the lemma holds. �

Lemma 3.4. Let 3 6 t 6 n− 1 and A = (aij) ∈ Qn, where

aij =





−, i = j;

−, j = 1, 1 6 i 6 n− t + 1;

0, i > j, j = 2, 3, . . . , n− t + 1;

+, otherwise.

Then A allows orthogonality.
���������

. Let

Bt =




− + . . . +
+ − . . . +
...
...
. . .

...

+ + . . . −




be a sign pattern of order t, and

A2 =
[

+ +
− +

]
.

Take

Ct+1 = U2,1(A2, Bt) =




+ − + + . . . +
− − + + . . . +
0 + − + . . . +

0 + + − . . .
...

...
...
...
. . .

. . . +
0 + + . . . + −




.

974



At+1 is a sign pattern obtained by interchanging the first column and the sec-

ond column of Ct+1. Taking Ck+1 = U2,1(A2, Ak), then Ak+1 is a sign pattern
obtained by interchanging the first column and the second column of Ck+1 for
k = t + 1, . . . , n− 1. It is easy to see that An = A, and An allows orthogonality

by Theorem 2.1. �

Lemma 3.5. Let n > t > 4, and let the ± sign pattern

At =
[

B D

C +

]
∈ Qt

allow orthogonality, where the entries of D are all “+”. Then the n×n sign pattern

Fn =




B D . . . D D

+ − + . . . +
...
. . .

. . .
. . .

...

+ . . . + − +
C + . . . + +




allows orthogonality.
���������

. Let

B2 =
[

+ +
− +

]
.

Take Ak+1 = Uk,1(Ak , B2) for k = t, t + 1, . . . , n− 1. Cn is a sign pattern obtained

by interchanging the kth row and the (k + 1)th row of An for k = t, t + 1, . . . , n− 1.
Then

Cn =




B D . . . D D

0 − + . . . +
...
. . .

. . .
. . .

...
0 . . . 0 − +
C + . . . + +




.

So Fn allows orthogonality by Theorem 2.2. �

Lemma 3.6. Let a ± sign pattern A = (aij) ∈ Qn allow orthogonality, dr(A) =
(r1, r2, . . . , rn), dl(A) = (l1, l2, . . . , ln), and let there be li > 1 in dl(A).
(1) If asi = ati = −, then either rs > 1 or rt > 1.
(2) There are at least li − 1 entries in dr(A) whose values are larger than 1.
���������

. (1) If rs = rt = 1, then the sign patterns of the sth row and the tth row
are the same. This is a contradiction.

(2) By (1), this is clear. �
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Corollary 3.7. Let α = (r1, r2, . . . , rn), β = (l1, l2, . . . , ln). If there are m entries

altogether in α whose values are larger than 1, and there is li in β with li > m+2, then
there is no ± sign pattern A allowing orthogonality with dr(A) = α and dl(A) = β

(or dl(A) = α and dr(A) = β).

4. Main results

In this section, a complete characterization for ± sign patterns with n − 1 6
N−(A) 6 n + 1 to allow orthogonality is given.

Theorem 4.1. Up to the transpose, and permutation equivalence, an n × n

(n > 3) ± sign pattern A with N−(A) = n− 1 allows orthogonality if and only if

(4.1) A =




− + . . . + +

+ − . . . +
...
. . .

. . .
. . .

...

+
. . . − +

+ + . . . + +




.

���������
. We see that the A in (4.1) allows orthogonality by Lemma 3.1 and

Theorem 2.2.
Conversely, let A allow orthogonality and N−(A) = n − 1. Note that A can not

have two rows (columns) which have the same patterns. The negative entries must
be in different rows and columns. So (4.1) holds. �

Theorem 4.2. Up to the transpose, and permutation equivalence, an n × n

(n > 3) ± sign pattern A with N−(A) = n allows orthogonality if and only if

(4.2) A =




− + + . . . + +
∗ − + . . . + +
+ + − . . . + +
...
...
...
. . .

...
...

+ + + . . . − +
+ + + . . . + ∗




,

where ∗ ∈ {+,−}, and exactly one ∗ can be “−”.
���������

. When a21 = −, we see that the A in (4.2) allows orthogonality by

Lemma 3.1 and Theorem 2.2. When ann = −, we see that the A in (4.2) allows
orthogonality by Lemma 3.3.
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Conversely, let A allow orthogonality and N−(A) = n. Note that A can not have

two rows (columns) which have the same patterns, and dr(A) (dl(A)) must be one
of (1, 1, . . . , 1), (2, 1, . . . , 1, 0).
Case 1. dr(A) = (1, 1, . . . , 1).
By Corollary 3.7, dl(A) = (1, 1, . . . , 1). So (4.2) holds (ann = −).
Case 2. dr(A) = (2, 1, . . . , 1, 0).
We only need to consider dl(A) = (2, 1, . . . , 1, 0). Let a11 = a21 = −. By

Lemma 3.6 we can let r2 = 2, a22 = −, and aii = −, 3 6 i 6 n − 1. So (4.2) holds
(a21 = −). �

Theorem 4.3. Up to the transpose, and permutation equivalence, an n × n

(n > 5) ± sign pattern A with N−(A) = n + 1 allows orthogonality if and only if

(4.3) A =




− + + + + . . . + +
− − + + + . . . + +
∗ ∗ − + + . . . + +
+ + ∗ − + . . . + +
+ + + + − . . . + +
...
...
...
...
...
. . .

...
...

+ + + + + . . . − +
+ ∗ + + + . . . + ∗




,

where ∗ ∈ {+,−}, and exactly one ∗ can be “−”.
���������

. First, we prove that the A in (4.3) allows orthogonality.
When there is “−” in {a31, a32, a43}, we see that the A in (4.3) allows orthogonality

by Lemma 3.1 and Theorem 2.2.
When ann = −, we see that the A in (4.3) allows orthogonality by Lemma 3.4

(t = n− 1) and Theorem 2.2.
When an2 = −, note that

C =




− + + +
− − + +
+ + − +
+ − + +




is a ± SPO matrix and all ± SPO matrices of order n < 6 allow orthogonality. C al-

lows orthogonality. By Lemma 3.5, we see that the A in (4.3) allows orthogonality.
Conversely, let A allow orthogonality and N−(A) = n + 1. Note that A can not

have two rows (columns) which have the same patterns, and dr(A) (dl(A)) must be
one of (2, 1, . . . , 1), (3, 1, . . . , 1, 0), or (2, 2, 1, . . . , 1, 0).
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Case 1. dr(A) = (2, 1, . . . , 1).
We only need to consider dl(A) = (2, 1, . . . , 1) or dl(A) = (2, 2, 1, . . . , 1, 0) by

Corollary 3.7.
(1) dl(A) = (2, 1, . . . , 1). Let a11 = a21 = −. By Lemma 3.6, we can let r2 = 2,

a22 = −, and aii = −, 3 6 i 6 n. So (4.3) holds (ann = −).
(2) dl(A) = (2, 2, 1, . . . , 1, 0). Let a11 = a21 = −. By Lemma 3.6, we can let

r2 = 2, and a22 = −. Let li = 2. If i > 3, and asi = ati = −, it is clear that s > 2,
t > 2 and the sign patterns of the sth row and the tth row are the same. This is a

contradiction. So l2 = 2. Let an2 = −, and aii = −, 3 6 i 6 n − 1. So (4.3) holds
(an2 = −).
Case 2. dr(A) = (3, 1, . . . , 1, 0).
We only need to consider dl(A) = (2, 2, 1, . . . , 1, 0) by Corollary 3.7. Taking the

transpose, we can consider dl(A) = (3, 1, . . . , 1, 0), dr(A) = (2, 2, 1, . . . , 1, 0). Let
a11 = a21 = a31 = −. By Lemma 3.6, we can let r2 = r3 = 2, and a22 = −. If
a32 = −, then the sign patterns of the second row and the third row are the same.
This is a contradiction. So let a33 = − and aii = −, 4 6 i 6 n− 1. Thus (4.3) holds
(a31 = −).
Case 3. dr(A) = (2, 2, 1, . . . , 1, 0).
We only need to consider dl(A) = (2, 2, 1, . . . , 1, 0). Let a11 = a21 = −. By

Lemma 3.6, let r2 = 2, and a22 = −.
(1) l2 = 2.
It is clear that a12 = +. Let a32 = −. If there is i > 3 such that ri = 2, and

ais = ait = −, we have s > 2, t > 2 and the sign patterns of the sth column and the
tth column are the same. This is a contradiction. So either r1 = 2 or r3 = 2. Let
either a13 = − or a33 = −, and aii = −, 4 6 i 6 n− 1. If a13 = −, note that




0 0 +
0 + 0
+ 0 0






− + −
− − +
+ − +







0 + 0
+ 0 0
0 0 +


 =



− + +
− − +
+ − −


 .

We see that (4.3) holds (a32 = −). If a33 = −, then (4.3) holds (a32 = −).
(2) l2 = 1.
Let l3 = 2. If a13 = −, let a33 = −. Note that




0 0 +
+ 0 0
0 + 0






− + −
− − +
+ + −







0 + 0
0 0 +
+ 0 0


 =



− + +
− − +
+ − −


 .

We see that (4.3) holds (a32 = −). If a13 = +, letting a33 = a43 = −, then either
r3 = 2 or r4 = 2. Let r4 = 2, a44 = −, and aii = −, 5 6 i 6 n − 1. We see that
(4.3) holds (a43 = −). �
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Consequently, we have characterized the ± sign patterns with n − 1 6 N−(A) 6
n + 1 allowing orthogonality completely.
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