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SOME REMARKS ON
PSEUDORANDOM SEQUENCES

REINHARD WINKLER

(Communicated by Robert F. Tichy)

ABSTRACT. The paper presents some results illustrating the difficulty of giving a general definition of a pseudorandom sequence. It seems to indicate that rather technical distribution properties studied in the theory of uniform distribution may be the best one can expect as criterions. The method is to study different notions of tests defining sets of acceptance that are "natural" from a probabilistic point of view. Some results on Baire properties are added.

1 Introduction: The object of this paper

In the past several attempts have been made to give a mathematically satisfactory definition of what we are used to call randomness. Indeed investigations of von Mises, Schnorr, Martin-Löf, Lambalgen, Chaitin and many others give answers to the following problem:

Given a sequence of events (as an example think of quantum physics). Find some laws in it or, if there are none, give the diagnosis of "randomness".

According to this problem definitions are – roughly spoken – of such a kind that "randomness" increases if the shortest formulation of describing laws gets more complicated. In the ideal case a sequence cannot be described in a (much) shorter way than by listing all its members explicitly. The other way round: Every attempt to give a finite definition (a recursive function) of an infinite random sequence must fail. For an extensive treatment cf. for instance [Cha1], [Cha2], [Cha3], [Chu], [D], [Fe2], [Ko1], [Ko2], [Ko3], [vL], [L], [M1], [M2], [vM1], [vM2], [vM3], [P], [S1], [S2], [Sv], [V], [Wa1] and [Wa2] etc., where complexity theory, recursion theory, and even undecidability questions from mathematical logic are playing an important role.
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In this paper we do not ask under which conditions an externally given sequence may be regarded as a random sequence. We are looking for realistic (weaker) conditions for a pseudorandom sequence which can be constructed explicitly. The different problem is clear: We want sequences that can be computed in an easy way (that means they are just the opposite of random in the sense described above) but still have some properties we intend to accept as “random-like”.

In fact most requested features of pseudorandom sequences are certain distribution properties (cf. the textbook [NS] or [Lev-Sh-So-Tu], [N1], [N2], [N3], [N4], [So1], [So2], [Ta], [Te1], [Te2], [Ti2] etc.). By reasons of better computability up to now random generators are mainly using sequences that have good “average properties” for a long time but then are periodic. For many applications these sequences are absolutely sufficient if the length of the period is long enough with respect to the given problem. But there are fundamental bounds which get obvious as soon as a given sequence is used too long.

According to considerations that can be found for instance in [Kn] or [Ti2] we believe that the notion of completely uniform distribution and its modification $s(N)$-uniform distribution (cf. section 2) is a very useful tool to express some essential aspects. For a general treatment of the theory cf. the textbooks [Ku-N] or [H]. Some results which are of particular interest in this context are contained in [Dr-Ti-Wi], [Fl-Ki-Til], [Gra], [Ki-Ti], [Le1], [Le2], [N-Ti], [Ti1] and in some further papers mentioned in more detail in section 2.

2 Motivation: Some recent results on uniform distribution

In this section we present some results as a motivation for everything that follows. It seems useful to distinguish two cases: The case of discrete uniform distribution on a finite set $M$ and continuously uniformly distributed random numbers in the unit interval $[0,1)$. It is well known that all continuous probability distributions on the set $\mathbb{R}$ of the reals which are Borel measures can be transformed to this case.

Let us start with a finite set $M$ of cardinality $|M| = m$ and the probability measure $\mu$ on it, defined by $\mu(N) = \frac{|N|}{m}$ for all subsets $N \subseteq M$ of $M$. The strong law of large numbers guarantees that for every $a \in M$ and almost all sequences $x = (x_n)_{n \in \mathbb{N}} \in X$ (w.r.t. the measure $P$ induced by $\mu$ on the set $X$ of all sequences on $M$) the number

$$A(a, N, x) := \text{card}\{n \leq N \mid x_n = a\}$$

of occurrences of $a$ among the first $N$ members of $x$ asymptotically equals
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\[ \frac{N}{m} \]. This means that the so-called discrepancy

\[ D(1, N, x) := m \cdot \max_{a \in M} \left| \frac{A(a, N, x)}{N} - \frac{1}{m} \right| \]

converges to 0 with probability 1. Sequences x having this property are called \textit{uniformly distributed} (u.d.) on \( M \). In this notion the measure \( \mu \) of discrete uniform distribution on \( M \) is taken into account but it does not consider the essential property of randomness, i.e. that different events do not have any influence on each other. This can be done by considering for some \( s \in \mathbb{N} \) the sequence

\[ x^{(s)} := (x^{(s)}_n)_{n \in \mathbb{N}} \]

of all \( s \)-tuples

\[ x^{(s)}_n := (x_n, x_{n+1}, \ldots, x_{n+s-1}) \]

and requesting its uniform distribution on the set \( M^s \). This means that the \( s \)-discrepancy

\[ D(s, N, x) := D(1, N, x^{(s)}) = m^s \cdot \max_{a \in M^s} \left| \frac{A(a, N, x^{(s)})}{N} - \frac{1}{m^s} \right| \]

also converges to 0 for \( N \to \infty \). Then the original sequence \( x \) is called \( s \)-uniformly distributed. It is called \textit{completely uniformly distributed} if this is the case for all \( s \in \mathbb{N} \). The reason for the factor \( m^s \) is that it guarantees the inequality

\[ D(s, N, x) \leq D(s + 1, N, x) \]

that gives rise to an even more restrictive notion:

Let now \( s = s(N) \) not be a fixed number but a sequence of nonnegative integers depending on \( N \). \( x \) is called \( s(N) \)-uniformly distributed if

\[ \lim_{N \to \infty} D(s(N), N, x) = 0. \]

Of course we are interested in \( s(N) \)-u.d. sequences for an \( s \) that is tending to infinity as fast as possible. The following result of Flajolet, Kirschenhofer, Tichy and Grill, cf. [Fl-Ki-Ti2] and [Gri], gives a very precise answer which speed of growth of the sequence \( s(N) \) is realistic. (In fact the proof is done for \( m = 2 \) but can be easily generalized.)
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**PROPOSITION 1.** Let \( \log_m \) denote the logarithm to the base \( m \) and

\[
\varphi(N) := \log_m N - \log_m \log_m N - s(N).
\]

In the case \( \varphi(N) \to \infty \) for \( N \to \infty \) almost all sequences are \( s(N) \)-uniformly distributed, in the other case almost all are not.

An explicit construction of a sequence that is \( s(N) \)-u.d. for a given \( s(N) \) with \( \varphi(N) \to \infty \) as in the proposition can be found in [Wi].

Looking for corresponding notions for sequences of continuously distributed random numbers in the unit interval \([0,1)\) one gets lead to the following definition of discrepancy:

\[
D(s, N, x) := \sup_{Q \in Q^s} \left| \frac{A(Q, N, x^{(s)})}{N} - \lambda(Q) \right|.
\]

\( Q^s \) denotes the set of all *generalized rectangles*

\[
Q = \prod_{i=1}^{s} [a_i, b_i] \subseteq [0,1)^s,
\]

where \([a_i, b_i] = [0, b_i) \cup [a_i, 1)\) in the case \( b_i < a_i \). The abbreviations

\[
A(Q, N, x^{(s)}) = \text{card}\{n \leq N | \ x_n^{(s)} \in Q\}
\]

and \( \lambda \) for the Lebesgue measure are clear. In [Dr-Wi] one finds a proof for

**PROPOSITION 2.** For

\[
s(N) = o \left( \sqrt[4]{\frac{N}{\log N}} \right)
\]

almost all sequences on \([0,1)\) are \( s(N) \)-u.d. and an explicit construction of such a sequence is in principle possible.

However the methods up to now are by far too crude for applications. Furthermore it is not known whether the metric result is best possible as it is in the discrete case, cf. Proposition 1. It is only known that \( s(N) = o(N) \) is a necessary condition for the existence of \( s(N) \)-u.d. sequences.

In every case a measure of quality of pseudorandom sequences is given which should be approximated by constructions in the future. But for the moment this seems to be rather difficult. Some remarks on this problem are also given in [Dr-Wi].
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3. Problems: A strange situation

On one hand the results mentioned in section 2 seem to give guidelines what one may and should require of a good pseudorandom sequence. On the other hand one realizes a certain kind of difficulty which can be explained in a simple form by the following problem left open by Proposition 2 (notations as there):

Let $Y_s$ denote the set of all $s = s(N)$-u.d. sequences. Then, by Proposition 2, we have $P(Y_s) = 1$ if

$$\varphi(N) := s(N)^{-1} \sqrt{\frac{N}{\log N}} \to \infty.$$ 

If $s_1(N) \leq s_2(N)$ for all $N \in \mathbb{N}$ we have $Y_{s_2} \subseteq Y_{s_1}$. This is an immediate consequence of $D(s, N, x) \leq D(s+1, N, x)$. Nevertheless a priori it is not trivial to conclude that the set

$$Y := \bigcap \{Y_s \mid \varphi(N) \to \infty\}$$

is a one-set too because the intersection must be taken over an uncountable set. A recent result of M. Goldstern, cf. [G1], shows by using some set theory that indeed $P(Y) = 1$ (the analogue holds for Proposition 1 instead of Proposition 2). But some results of this paper will show that in several general situations the phenomenon does occur that the intersection of a “natural” family of one-sets is empty. They may be regarded as generalizations of the fact that there is no sequence satisfying every condition that is fulfilled by almost all sequences.

Considering the argument that $s(N)$-u.d. is a rather technical condition one may feel the wish to find a “natural” set of properties that can be regarded as a definition of a pseudorandom sequence. If one keeps in mind the preceding it is very natural to look at those properties that can be “tested” in a certain way like the convergence of the discrepancy of a sequence may be regarded as a test for its uniform distribution. The following sections are containing investigations whether more general approaches than that of uniform distribution (cf. section 2) can give rise to notions that are even more satisfactory. The results seem to indicate that this is not the case and that one cannot get something that is essentially better than the several notions of uniform distribution. Nevertheless the subsequent considerations are far away from being complete or being the only possible way to go. Therefore this paper may also be understood as an idea that could (maybe after some modifications that are only vaguely perceivable at the moment) still lead to surprising and interesting views.
4 Notions: A hierarchy of tests

The notion of discrepancy introduced in section 2 can be considered as a test selecting certain features of "randomness". We are using this idea to give a more general definition of a test. The notations will be used throughout the paper.

**Definition 1.** Let \((M, \mathcal{A}, \mu)\) be a probability space, \((X, \mathcal{A}(\omega), P)\), \(X := M^\omega\), the induced probability space of all infinite sequences \(x = (x_n)_{n \in \mathbb{N}}\), \(y = (y_n)_{n \in \mathbb{N}}\), etc., on \(M\) and

\[
M' := \bigcup_{n \in \mathbb{N}} M^n
\]

the set of all finite sequences. A test is a function \(t: M' \to [0,1]\) whose restriction to each \(M^n\) is measurable with respect to the product \(\sigma\)-algebra \(\mathcal{A}(n)\) on \(M^n\). If \(t\) takes only the values 0, 1 we call it a discrete test. Mostly we will write

\[
t_n(x) = t_n(x_1, \ldots, x_n, \ldots) := t(x_1, \ldots, x_n)
\]

and

\[
t = (t_n)_{n \in \mathbb{N}}.
\]

Every test defines the sets

\[
X_{t,a} := \{x \mid \lim_{n \to \infty} t_n(x) = a\}
\]

of convergence to \(a \in [0,1]\). \(t\) is called test for \(X_{t,1}\) and refutation for \(X \setminus X_{t,1}\). It is called strict if

\[
X_{t,0} \cup X_{t,1} = X.
\]

A set \(A \subseteq X\) is called (strictly, discretely) testable resp. refutable (by \(t\)) if there is a (strict, discrete) test resp. refutation \(t\) for \(A\).

We are going to study sets \(A \subseteq X\) which are characterized by the property to be accepted (or refuted) by some natural classes of tests (or refutations).

To get a better view over all these notions we state some important relations between them. Some of them are not proved immediately but are corollaries of results of later sections. Note that there are indeed no circular arguments.

**Theorem 1.**

1. \(A\) is strictly testable \(\iff\) \(A\) is discretely strictly testable.
2. \(A\) is strictly testable \(\implies\) \(A\) is discretely testable \(\implies\) \(A\) is testable.
3. \(A\) is strictly testable \(\implies\) \(A\) is discretely refutable \(\implies\) \(A\) is refutable.
4. \(A\) is strictly testable \(\iff\) \(A\) is discretely testable and discretely refutable.
5. A is (discretely) testable (refutable) \iff X \setminus A is (discretely) refutable (testable).
6. A is discretely testable (refutable) \implies A is refutable (testable).
7. There are 1-sets that are discretely testable but not discretely refutable.
8. There are 1-sets that are discretely refutable but not discretely testable.

Proof.
1. \(\implies:\) Let \(t\) be a strict test for \(A\). We define \(t'(x) = 0\) for \(t(x) < \frac{1}{2}\) and \(t'(x) = 1\) else. It is obvious that \(t'\) is a discrete strict test for \(A\).

\(\iff:\) Trivial.

2. Trivial by 1.
3. Trivial by 1.
4. \(\implies:\) Trivial.

\(\iff:\) Let \(t\) be a discrete test, \(s\) a discrete refutation for \(A\). We define \(t' = (t'_{n})_{n\in\mathbb{N}}\) by considering two cases. The first one: \(t_{k}(x) = s_{k}(x)\) for all \(k \leq n\). Note that this can happen only for finitely many \(n\). Hence \(t'_{n}(x)\) may be arbitrary, say \(t'_{n}(x) = 0\). Otherwise consider the maximal \(k \leq n\) such that \(t_{k}(x) \neq s_{k}(x)\) and put \(t'_{n}(x) := t_{k}(x)\). Indeed \(t'\) is a strict test for \(A\). To see this we study both possible cases:

\[\begin{align*}
\text{x} \in A: & \quad \text{Since } t \text{ is a discrete test for } A \text{ there is an } N \in \mathbb{N} \text{ such that } t_{n}(x) = 1 \\
& \quad \text{for all } n \geq N. \text{ s is a discrete refutation for } A, \text{ hence } s_{n}(x) = 0 \text{ for infinitely} \\
& \quad \text{many } n, \text{ i.e. also for some } K \geq N. \text{ By construction this implies } t'_{n}(x) = 1 \text{ for all } n \geq K, \text{ i.e. } t'_{n}(x) \to 1. \\
\text{x} \notin A: & \quad \text{An argument totally symmetric to that for the case above shows} \\
& \quad t'_{n}(x) \to 0.
\end{align*}\]

5. Trivial by the definition.
6. If \(t = (t_{n})_{n\in\mathbb{N}}\) is a discrete test (refutation) for \(A\), then

\[t'_{n}(x) = 1 - \left( \max \{ \text{card}\{k \leq n \mid t_{k}(x) = 0\}, 1\} \right)^{-1}\]

is a refutation (test) for \(A\).

7. The 1-set \(A\) constructed in Theorem 5 is discretely testable and terminal. If \(A\) were discretely refutable, then by claim 4 of this theorem strictly testable, contradicting Theorem 4.

8. Like 7, only using the set \(A\) from Theorem 6. \(\Box\)

We are interested in tests defining sets that are "typical" in the sense of probability theory, i.e. tests such that at least one of the numbers \(P(X_{t,0})\) and
$P(X_{t,1})$ equals 0 (or 1). The forthcoming results show that we have to make some further restrictions. It seems natural to be interested in those sets which, in some sense, do not depend on finitely many members of the sequence. For this reason we use the following notions.

**Definition 2.** A set $A \subseteq X$ is called permutable if for every finite permutation $\pi \in S_n$ (symmetric group acting on the set $\{1, \ldots, n\}$) and for every $x = (x_1, x_2, \ldots) \in A$

we also have

$$\pi(x) := (x_{\pi(1)}, \ldots, x_{\pi(n)}, x_{n+1}, \ldots) \in A.$$ 

$A$ is called terminal if

$$(x_1, \ldots, x_n, x_{n+1}, \ldots) \in A$$

implies

$$(y_1, \ldots, y_n, x_{n+1}, x_{n+2}, \ldots) \in A$$

for arbitrary $n \in \mathbb{N}$ and $y_i \in M$, $i = 1, \ldots, n$. $A$ is called invariant if

$$(x_1, x_2, \ldots, x_n, x_{n+1}, \ldots) \in A$$

implies

$$(y_1, y_2, \ldots, y_k, x_{n+1}, x_{n+2}, \ldots) \in A$$

for arbitrary $n, k \in \mathbb{N}$ and $y_i \in M$, $i = 1, \ldots, k$.

A test (refutation) $t$ for the set $A$ is called permutable (terminal, invariant) if $A$ has this property.

**Proposition 3.** The following chain of implications holds:

$A$ invariant $\implies$ $A$ terminal $\implies$ $A$ permutable $\implies$ $P(A) \in \{0, 1\}$.

In general none of the implications can be replaced by equivalence.

**Proof.** The first two implications are trivial. The third one follows from the zero-or-one law of Hewitt and Savage. For a proof cf. [Fe1], second edition, vol. II, p. 124. That the implications are no equivalences can be shown by the following examples in the case $M = \{0, 1\}$, $\mu(\{0\}) = \mu(\{1\}) = \frac{1}{2}$:

$A_1 := \{x \mid x_{2n} = 0 \text{ for infinitely many } n\}$ is terminal but not invariant.

$A_2 := \{x \mid x_n = 0 \text{ for some } n \in \mathbb{N}\}$ is permutable but not terminal.

$A_3 := \{(1, 0, 0, \ldots)\}$ satisfies $P(A) = 0 \in \{0, 1\}$ but is not permutable.  

Mostly it is useful to restrict the investigations to those spaces $(M, A, \mu)$, where not all measurable sets $T \in A$ are 0- or 1-sets.
DEFINITION 3. A probability space \((M, \mathcal{A}, \mu)\) is called regular if there is a measurable subset \(T \subseteq M\) with \(0 < \mu(T) < 1\).

The spaces of all permutable, terminal or invariant sets are nontrivial examples of probability spaces that are not regular. However, this restriction seems to be harmless with respect to the problem of randomness on "interesting" probability distributions.

In sections 5 to 8 we are going to collect some partial results that will be summarized in section 9.

5 First try: Permutable sets

For the following it is convenient to introduce the sets

\[
M_0 := \{x \in M \mid \mu(\{x\}) = 0\}
\]

and

\[
M_1 := \{x \in M \mid \mu(\{x\}) > 0\}.
\]

Note that \(M_1\) is finite or countable, hence measurable if all singletons of \(M\) are measurable. Then we have \(M_0 = M \setminus M_1\), therefore also \(M_0\) is measurable in this case.

THEOREM 2.

1. Suppose that \(x = (x_n)_{n \in \mathbb{N}}\) contains an \(x_{n_0} \in M_0\). Then the set

\[
A := \{y \mid y_n \neq x_{n_0} \text{ for all } n \in \mathbb{N}\}
\]

is strictly testable, permutable, has measure \(P(A) = 1\) and does not contain \(x\).

2. Suppose that \(x_n \in T\) for only finitely many \(n\), say \(\text{card}\{n \mid x_n \in T\} = N\), for some \(T \subseteq M\) with \(\mu(T) > 0\). Then the set

\[
B := \{y \mid \text{card}\{n \in \mathbb{N} \mid y_n \in T\} > N\}
\]

is strictly testable, permutable, has measure \(P(B) = 1\) and does not contain \(x\).
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Proof.

1. It is trivial that \( A \) is permutable and \( x \notin A \). To see that \( P(A) = 1 \) it suffices to mention that \( P(A_n) = 1 \) for all \( n \in \mathbb{N} \) and

\[
A = \bigcap_{n} A_n
\]

if we put

\[
A_n := \{ y \mid y_n \neq x_{n_0} \}.
\]

Finally, a strict test for \( A \) is given by

\[
t_n(y) := 1 \quad \text{if} \quad y_k \neq x_{n_0} \quad \text{for all} \quad k \leq n
\]

and

\[
t_n(y) := 0 \quad \text{otherwise}.
\]

2. Again it is trivial that \( B \) is permutable and \( x \notin B \). The strong law of large numbers guarantees that \( y_n \in T \) happens with probability 1 for infinitely many \( n \in \mathbb{N} \), hence \( P(B) = 1 \). A strict test for \( B \) can be defined by

\[
t_n(y) := 1 \quad \text{if} \quad \text{card}\{k \leq n \mid y_k \in T\} > N
\]

and

\[
t_n(y) := 0 \quad \text{otherwise}.
\]

\[\square\]

**Theorem 3.** Suppose that all singletons \( \{m\} \subseteq M \) are measurable, \( \mu(M_0) = 0 \) and \( x \) contains all \( m \in M_1 \) infinitely many times but no \( m \in M_0 \). Furthermore let \( t \) be a strict test for the permutable one-set \( A \), then \( x \in A \).

Proof. By Theorem 1.1 we may assume that \( t \) is discrete. Note that

\[
x \in B := \bigcap_{m \in M_1} B_m
\]

with

\[
B_m := \{ y \mid y_n = m \text{ for infinitely many } n \in \mathbb{N} \}.
\]

By the strong law of large numbers we have \( P(B_m) = 1 \) for all \( m \in M_1 \) and thus, since \( M_1 \) is finite or countable, \( P(B) = P(A \cap B) = 1 \). This implies that for every

\[
(y_1, \ldots, y_n) \in M_1^n
\]
there is a \( z \in A \cap B \) such that
\[
(y_1, \ldots, y_n) = (z_1, \ldots, z_n).
\]
(Note that the set of all \( z \) with this property has positive probability.) Now we are going to derive a contradiction from the assumption \( x \notin A \). We are constructing a sequence \( x' \) in the following way. By \( x \notin A \) there is an \( n_1 \in \mathbb{N} \) such that \( t_{n_1}(x) = 0 \). Put
\[
(x'_1, \ldots, x'_{n_1}) = (x_1, \ldots, x_n).
\]
By the observation above there is a \( z \in A \cap B \) such that
\[
(x'_1, \ldots, x'_{n_1}) = (z_1, \ldots, z_{n_1}).
\]
For sufficiently large \( n_2 > n_1 \) we therefore get \( t_{n_2}(x') = 1 \) if
\[
(x'_1, \ldots, x'_{n_2}) = (z_1, \ldots, z_{n_2}).
\]
Since \( x \in B \), there is a finite permutation \( \pi \in S_k \), \( k \) sufficiently large, such that
\[
(x_{\pi(1)}, \ldots, x_{\pi(n_2)}) = (x'_1, \ldots, x'_{n_2}).
\]
\( A \) is permutable, hence \( x \notin A \) implies \( \pi(x) \notin \pi(A) = A \). Thus we can find an \( n_3 > n_2 \) such that \( t_{n_3}(x') = 0 \) if
\[
(x'_1, \ldots, x'_{n_3}) = (x_{\pi(1)}, \ldots, x_{\pi(n_3)}) = (x'_1, \ldots, x'_{n_2}, x_{\pi(n_2+1)}, \ldots, x_{\pi(n_3)}).
\]
Continuing this construction we get \( t_{n_4}(x') = 1 \) etc. Therefore \( t_n(x') \) does not converge, contradicting the condition that \( t \) is a strict test. Hence indeed \( x \in A \).

\[\square\]

6 Second try: Terminal sets

**Theorem 4.** Let \( A \subseteq X \) be terminal and strictly testable. Then either \( A = X \) or \( A = \emptyset \).

**Proof.** Let \( t \) be a strict test for the terminal set \( A \). Let us suppose that the theorem fails, i.e. that there are \( x \in A \) and \( y \in X \setminus A \). We are going to construct the sequence \( z \) in the following way:

Assume that \( (z_1, \ldots, z_{n_2k}) \) is already defined. \( A \) is terminal and \( x \in A \), hence
\[
x' := (z_1, \ldots, z_{n_2k}, x_{n_2k+1}, x_{n_2k+2}, \ldots) \in A
\]
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and

\[ t_{n_{2k+1}}(x') = 1 \]

for some \( n_{2k+1} > n_{2k} \). Similarly, since \( y \notin A \),

\[ y' := (x'_1, \ldots, x'_{n_{2k+1}}, y_{n_{2k+1}+1}, y_{n_{2k+2}+2}, \ldots) \notin A \]

and

\[ t_{n_{2(k+1)}}(y') = 0 \]

for some \( n_{2(k+1)} > n_{2k+1} \). In this way we get the sequence

\[ z = (x_1, \ldots, x_{n_1}, y_{n_1+1}, \ldots, y_{n_2}, x_{n_2+1}, \ldots, x_{n_3}, \ldots) \]

such that \( t_{n_k}(z) = 0 \) for even \( k \) and \( t_{n_k}(z) = 1 \) for odd \( k \). Hence \( t_n(z) \) does not converge. But this is impossible since \( t \) is assumed to be a strict test. The contradiction proves the theorem. \( \square \)

Theorem 4 says that there are only the trivial sets that are terminal and strictly testable. If we do not require strict testability but only discrete testability, we get an abundance of terminal sets.

**Theorem 5.** Let \((M, A, \mu)\) be regular and \( x \in X \) arbitrary. Then there is a terminal set \( A \) that is discretely testable and satisfies \( P(A) = 1 \) and \( x \notin A \).

**Proof.** Choose \( T \subseteq M \) such that

\[ \frac{1}{2} \leq \rho := \mu(T) < 1, \]

and let \( f \) denote the characteristic function of \( T \), i.e. \( f(x) = 1 \) for \( x \in T \) and \( f(x) = 0 \) otherwise. We define

\[ t_n(y) = 1 \quad \text{if} \quad (f(y_{\lfloor \frac{n}{2} \rfloor}), \ldots, f(y_n)) \neq (f(x_{\lfloor \frac{n}{2} \rfloor}), \ldots, f(x_n)) \]

and

\[ t_n(y) = 0 \quad \text{otherwise}. \]

By definition \( t \) is a discrete test for the set

\[ A := X_{t,1} = \{ y \mid t_n(y) \to 1 \}. \]

It is obvious that \( A \) is terminal and \( x \notin A \).
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The rest we have to show is \( P(A) = 1 \). Using the abbreviations

\[
B_n := \{ y \mid (f(y_{[n]}), \ldots, f(y_n)) = (f(x_{[n]}), \ldots, f(x_n)) \}
\]

and

\[
B := \bigcap_{n \geq N} B_n
\]

we have \( B = X \setminus A \) and \( P(B_n) \leq p^\frac{n}{2} \), hence

\[
P(B) \leq \lim_{N \to \infty} \sum_{n \geq N} P(B_n) \leq \lim_{N \to \infty} p^\frac{n}{2} \sum_{n=0}^{\infty} (\sqrt{p})^n = 0,
\]

implying

\[
P(A) = P(X \setminus B) = 1 - P(B) = 1.
\]

\[ \square \]

7 Third try: Invariant sets

**THEOREM 6.** Let \((M, A, \mu)\) be regular and \( x \in X \) arbitrary. Then there is a discretely refutable set \( A \subseteq X \) with \( P(A) = 1 \) which is invariant such that \( x \notin A \).

**Proof.** By regularity there is a set \( T \subseteq M \) such that \( 0 < \mu(T) < 1 \). Let \( f \) denote its characteristic function and \( s_n(y) \) be the maximal integer \( k \) such that

\[
(f(x_i), \ldots, f(x_{i+k-1})) = (f(y_j), \ldots, f(y_{j+k-1}))
\]

for some \( i, j \) satisfying \( i + k - 1 \leq n, j + k - 1 \leq n \). Now we put \( t_n(y) = 0 \) if \( s_{n-1}(y) = s_n(y) \) and \( t_n(y) = 1 \) in the other case and \( A := X \setminus X_{t,1} \).

A simple reasoning left to the reader shows that

\[
B = X_{t,1} = X \setminus A = \bigcup_{k,l \in N} B_{k,l}
\]

with

\[
B_{k,l} = \{ y \mid (f(y_k, f(y_{k+1}), \ldots) = (f(x_l), f(x_{l+1}), \ldots) \}.
\]

For all \( k, l \) we have \( P(B_{k,l}) = 0 \), hence \( P(B) = 0 \) and \( P(A) = 1 \). Since \( x \in B_{1,1} \) also \( x \notin A \) holds. It is obvious that \( B \) and hence \( A \) is invariant and, by construction, \( t \) is a discrete refutation for \( A \). \[ \square \]
THEOREM 7. Let \( N \subseteq M \) be a set of measure \( \mu(N) = 0 \) and \( x_n \in N \) for infinitely many \( n \in \mathbb{N} \). Then the set
\[
A := \{ y \mid y_n \in N \text{ for only finitely many } n \in \mathbb{N} \}
\]
is invariant, discretely testable and satisfies \( P(A) = 1 \) and \( x \notin A \).

Proof. A discrete test \( t \) for \( A \) is given by \( t_n(y) := 1 \) if \( y_n \notin N \) and \( t_n(y) := 0 \) for \( y_n \in N \). It is obvious that \( A \) is invariant and does not contain \( x \). Hence our last step is to prove \( P(A) = 1 \). This follows from
\[
B := X \setminus A = \bigcap_{n} \bigcup_{k \geq n} B_k
\]
with \( B_k = \{ y \mid y_k \in \mathbb{N} \} \) and therefore
\[
P(B) \leq P\left( \bigcup_{k \in \mathbb{N}} B_k \right) \leq \sum_{k \in \mathbb{N}} P(B_k) = \sum_{k \in \mathbb{N}} \mu(N) = 0.
\]

\[\Box\]

8 Addition: Baire properties

THEOREM 8. Let \( M \) be considered as a discrete topological space and \( X \) be equipped with the product topology. If \( A \subseteq X \), \( A \neq X \), is terminal and discretely testable, then it is of first category.

Proof. If \( t \) is a discrete test for \( A \), then
\[
A = \{ y \mid t_n(y) \to 1 \} = \bigcup_{N \in \mathbb{N}} \bigcap_{n \geq N} A_n
\]
with
\[
A_n = \{ x \mid t_n(x) = 1 \}.
\]
Since each \( A_n \) is closed, the same is true for all
\[
B_N := \bigcap_{n \geq N} A_n
\]
and the proof is complete if we show that the sets \( B_N \), \( N \in \mathbb{N} \), have empty interior. To do this, suppose that \( x \) is an inner point of \( B_N \). By definition of product topology there is an \( n_0 \in \mathbb{N} \) such that
\[
B_N \supseteq B' := \{ y \mid y_1 = x_1, \ldots, y_{n_0} = x_{n_0} \}.
\]
On the other hand take any \( y \in X \setminus A \). \( A \) is terminal, hence
\[
y' := (x_1, \ldots, x_{n_0}, y_{n_0+1}, y_{n_0+2}, \ldots) \in X \setminus A,
\]
implying \( t_{n_1}(y') = 0 \) for some \( n_1 \geq N \), \( y' \notin A_{n_1} \). But this means \( y' \notin B_N \), contradicting \( y' \in B' \subseteq B_N \).
\[\Box\]
**Corollary 1.** Let again M be a discrete topological space and A \( \subseteq X \) nonvoid, terminal and discretely refutable. Then A is of second category.

**Proof.** The set \( X \setminus A \) is discretely testable and also terminal, hence by Theorem 8 of first category. The topological space of the sequences on a discrete space is a complete metric space, hence, by Baire’s Theorem, A is of second category. \( \square \)

The condition in Theorem 8 cannot be weakened in general. This is expressed by

**Theorem 9.** Let M be a complete metric space and \( \emptyset \neq T \neq M \) an open set. Consider

\[
A := \{ x \mid x_n \in T \text{ for infinitely many } n \in \mathbb{N} \}
\]

and

\[
B := \{ x \mid x_n \in T \text{ for some } n \in \mathbb{N} \}.
\]

1. A is a nontrivial example of a set which is terminal, discretely refutable and residual, i.e. its complement is meager. Hence, by Baire’s Theorem, A is of second category.

2. B is a nontrivial example of a set which is permutable, strictly testable, open and dense, hence residual and of second category.

**Proof.**

1. \( t_n(x) := f(x_n) \)

\( (f \) the characteristic function of \( M \setminus T \) \) a discrete refutation. It is trivial that \( A \neq X \) and A is terminal. To show that A is of second category we consider the closed sets

\[
C_N := \bigcap_{n \geq N} \{ x \mid x_n \notin T \}.
\]

Since

\[
X \setminus A = C := \bigcup_{N \in \mathbb{N}} C_N
\]

and since each \( C_N \) has empty interior, C is of first category.

2. It is obvious that B is permutable and \( B \neq X \). A strict test for B can be defined by \( t_n(x) = 1 \) if \( x_k \in T \) for some \( k \leq n \) and \( t_n(x) = 0 \) otherwise. Finally

\[
B = \bigcup_{k \in \mathbb{N}} \left( \prod_{n=1}^{k-1} M \times T \times \prod_{n=k+1}^{\infty} M \right)
\]

is open and dense. \( \square \)
9 Coda: Summary and final remarks

We are going to summarize the results of sections 5, 6 and 7. This can be done by the following table, where \((M, \mathcal{A}, \mu)\) is assumed to be regular. The abbreviations s., d., t. and r. are standing for strictly, discretely, testable and refutable.

<table>
<thead>
<tr>
<th>(\cap)</th>
<th>invariant</th>
<th>terminal</th>
<th>permutable</th>
<th>1-set</th>
</tr>
</thead>
<tbody>
<tr>
<td>s.t.</td>
<td>(X) (\subseteq) (X) (Th. 4)</td>
<td>(U) (^1) (Th. 2, 3)</td>
<td>(\emptyset) (^2)</td>
<td></td>
</tr>
<tr>
<td>d. t.</td>
<td>(\emptyset) (^3) (Th. 7)</td>
<td>(\emptyset) (Th. 5)</td>
<td>(\emptyset)</td>
<td>(\emptyset)</td>
</tr>
<tr>
<td>d. r.</td>
<td>(\emptyset) (Th. 6)</td>
<td>(\emptyset)</td>
<td>(\emptyset)</td>
<td>(\emptyset)</td>
</tr>
</tbody>
</table>

1.) Under the further condition that all singletons are measurable. \(U\) denotes the set of all sequences \(x\) containing exactly those \(m \in M\) with \(\mu(\{m\}) > 0\), each of them infinitely many times.

2.) To see this consider any measurable \(T \subseteq M\) with \(0 < \mu(T) < 1\) and define for arbitrary \(x = (x_n)_{n \in \mathbb{N}} \in X\) \(t_n(y_n) = 0\) if \(f(x_k) = f(y_k)\) for all \(k = 1, \ldots, n\) (\(f\) characteristic function of \(T\)) and \(t_n(y_n) = 1\) otherwise. It is clear that \(t\) is a strict test for a 1-set \(A\) with \(x \notin A\).

3.) Under the further condition that all singletons are 0-sets. In this case for an arbitrary sequence \(x\) the set \(N = \{x_n \mid n \in \mathbb{N}\}\) satisfies the condition of Theorem 7. S. A. S. E. B. A. H. has pointed out that also in the discrete case no sequence passes all invariant discrete tests for 1-sets, cf. the forthcoming paper [G2]. This paper will also characterize the different notions of testability in terms of the hierarchy of Borel sets (open sets, closed sets, \(F_\sigma\)-sets, \(G_\sigma\)-sets etc.) and in particular will show that the set of uniformly distributed sequences is testable but not refutable. Corollary 1 to Theorem 8 shows that, for any nontrivial invariant and discretely testable 1-set, the set \(X \setminus A\) has to be of second category, hence uncountable.

To explain how to read the above table we treat an example. The letter \(U\) in the line “strictly testable” and the row “permutable” means that the intersection of all strictly testable and permutable 1-sets is just the set \(U\) defined in the first footnote. The references to this statement are Theorems 2 and 3. Implication arrows indicate that Proposition 3 suffices to deduce one statement expressed in the table from another one.

Final remark. The only nontrivial entry in the above table is the set \(U\) in the case of strictly testable and permutable sets. But even this set does not look useful to define pseudorandom sequences. One of the simplest examples...
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To show this is the very "deterministic" sequence

\[ x = (0, 1, 0, 1, \ldots) \in U \]

on the space \( M = \{0, 1\} \) with \( \mu(\{0\}) = \mu(\{1\}) = \frac{1}{2} \). \( x \) is not even 2-u.d. (cf. section 2).

Thus the results of this paper seem to indicate that definitions of pseudorandomness that are given in more general terms than special distribution properties (as for instance those presented in section 2) are either too weak or too restrictive. This situation would also remain if the intersections were taken only over the countable set of those tests that can be constructed explicitly such that in the table one had instead of \( \emptyset \) some nontrivial 1-sets. This fact gets clear by inspection of the proofs showing that the resulting intersections could contain only sequences that cannot be constructed explicitly, i.e. that are useless for computational matters (cf. section 1).
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