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ON A NECESSARY CONDITION 
IN THE CALCULUS OF VARIATIONS 

IN ORLICZ-SOBOLEV SPACES 

E . AZROUL — A . BENKIRANE 

(Communicated by Michal Fečkan ) 

ABSTRACT. In this paper, we prove an approxima t ion theorem in Orlicz 
Sobolev spaces and we give an application of this approxima t ion result to a 
necessary condition in the calculus of variations. 

1. Introduction 

On a bounded domain ft of RN , we consider functionals of the kind 

J(u) = / f(x,u,Vu) dx, 

for functions u in some Orlicz-Sobolev spaces W1LM(Q) corresponding to an 

N-function M. In the Lp case (when M(t) = —) the search of sufficient condi­
tions to secure that those functionals attain an extreme value has a long history 
(see [1]). The most important problem is to verify the weak lower semicontinu-
ity of those functionals with respect to the space involved. Usually this involves 
hypothesis that the integrand / is convex with respect to the gradient. More 
recently R. L a n d e s in [5] has studied the reverse problem at a fixed level set 
and in many situations he has showed that if J is weakly lower semicontinuous 
at one fixed (nonvoid) level set, then this particular level set is an extreme value 
of J or the defining function / is convex in the gradient. The above statement 
for / as function of u (or of x and u) is not hard to prove (see [5]) but when 
/ = / ( # , VH) or / = f(x. u, Vu) this is due to an approximation result in 
Sobolev spaces. 

2000 M a t h e m a t i c s S u b j e c t C l a s s i f i c a t i o n : Primary 46E35, 49J45. 
K e y w o r d s : N-function, Orlicz-Sobolev space, semi-continuity, convex function. 
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Since this approximation is important for possible application in nonlinear 
partial differential equations and in calculus of variations, the main purpose in 
the first part of this paper is to give the same approximation in the more general 
settings of the Orlicz-Sobolev space WlLM (fi) and the second part of this article 
is devoted to the application of this approximation in the calculus of variations, 
however, we prove when / = f(x, Vu) that if J is weakly lower semicontinuous 
at one fixed level set in the space WlLM(Q), then this particular level set is an 
extreme value of J or the function / is convex with respect to the gradient. 

2. Preliminaries 

In this section we list briefly some definitions and well-known about, N-funct­
ions and Orlicz-Sobolev spaces. Standard references are [3], [4]. [7]. 

2 . 1 . Let M: R4" —» R"̂  be an N-function, i.e. M is continuous, convex, with 
M(t) > 0 for t > 0, - ^ -> 0 as t -> 0 and - ^ -» oo as t -> oo. Equivalently. 
M admits the representation: 

t 

M(t)= I m(T) dr, 
o 

where m: R+ -» R+ is non-decreasing, right continuous, with ra(0) = 0, 
m(t) > 0 for t > 0 and m(t) -> oc as t -> oo. The N-function M conju­
gate to M is defined by 

M(t) = ím(т)dт, 

where m: R + -» R+ is given by m(t) = sup{s : 771(5) < t}. Clearly M = M 
and one has Young's inequality 

t-s <M(t) + M(s) for all s,t>0. 

It is well known that wre can assume that m and m are continuous and strictly 
increasing. We will extend the N-functions into even functions on all R. 

The N-function M is said to satisfy the A2-condition everywhere (resp. near 
infinity) if there exist k > 0 (resp. t0 > 0) such that 

M(2t) < kM(t) 

for all t > 0 (resp. t >t0). 
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2.2. Let ft be an open subset of RN . The Orlicz class CM(ft) (resp. the Or-
licz space LM(ft)) is defined as the set of (equivalence classes of) real-valued 
measurable functions u on Vt such that: 

/ M(\u(x)\) dx < +00 

n 

(resp. / M ( i—^ J dx < +00 for some A > 0 ) . 

n 

LM(Q) is a Banach space under the norm: 

\U\\M,U inf{A>0: fм(i-Ş-l) dx<l}. 

The closure in LM(Q) of the set of bounded measurable functions with compact 
support in Vt is denoted by EM(Vt). The equality EM(Q) = LM(Vt) holds if 
and only if M satisfies the A 2 condition, for all t or for t large according to 
whether f] has infinite measure or not. The dual of EM(il) can be identified 
wTith Ljj(Q) by means of the pairing /u(x)v(x) dx, and the dual norm on 

n 
LM(fi) is equivalent to | | - | | ig n . The space LM(Q) is reflexive if and only if M 
and M satisfy the A2-condition for all t or for t large, according to whether Q 
has infinite measure or not. 

2.3. We now turn to the Orlicz-Sobolev space. W1LM(Q) (resp. W1EM(fl)) 
is the space of all functions u such that u and its distributional derivatives up 
to order 1 lie in LM(Q) (resp. EM(Q)). It is a Banach space under the norm: 

IMIiM = E U^liM,n • 
\a\<l 

Thus WlLM(Q) and WlEM(Vt) can be identified with subspaces of the product 
of N -F 1 copies of LM(Q). Denoting this product by I I L M , we have the weak 
topologies cr(nL M ,IIF ,

M -) and O-(IILM,ITLM). The space WQEM(Q) is defined 
as the (norm) closure of the Schwartz space V(Q) in W1EM(ft), and the space 
W*LM(Q) as the O-(nLM,nF;M) closure of V(ft) in WlLM(?L). 

We say that un converges to u for the modular convergence in LM(Q), 
(denoted by un -> u (mod) in LM(fl)) if for some A > 0, 

|л/(ћү^) d x^ 0 as n —> 00 . 

If M satisfies the A 2 condition (near infinity only when ft has finite measure), 
then modular convergence coincides with norm convergence (see [3]). 
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3. Approximation result 

THEOREM 1. Let ft be a bounded domain in RN and let M be an N-function. 
If u is a function in W1LM(ft), then for almost every x0 G ft, there is a ball 
B(x0,a), a > 0. a constant C(a,x0) and a function ua G W1LM(ft) satisfying: 

i) ua -» u (mod) in W1LM(ft) as a -» 0; 
ii) ua = C(a,x0) inB(x0,a). 

P r o o f . Let \£Q be a C£° cut-off function with support in H(0, 2a) such 
that 

#„ = 1 in 5(0, a) and IV* J < — , 

and let x0 be a Lebesgue point of the function u in ft, hence we can take 
C(a,xQ) = u(x0). We define in ft the function ua by 

ua(x) = u(x)(l - Va(x - x0)) + u(x0)<Ha(x - x0). (3.1) 

First, by virtue of Lebesgue theorem, we certainly have 

ua-^u (mod) m LM(ft) as a —» 0. (3.2) 

Next, we will prove that 

дu 
ock дu 

(mod) in Lм(ft) for all 1 < i < N. 
dx, • dx{

 v ' ~ ^MK 

for a sequence ak with ak -» 0 as k —r oo. For that, wre have 

-g"(«(x) - «a(x)) = ^ ^ * < > - *o) + ^ * a ( * - *o)("(-0 ~ U(Xo)) 

and the convexity of M allows to have 

JM(j\-^-(u(x)-ua(x))\) dx 

i/*(»l^>..(*-*.)l)d. 
ft 

I | M ( 2 A | ^ > - X 0 ) ( U ( X ) - « ( X 0 ) ) | ) dx. 

(3.3) 

< 

+ 

By using the Lebesgue theorem, the first term of the right hand-side in the last 
inequality converges to zero as a -» 0, then it remains to show that 

f M(2A|^-*a(x - x0)(«(x) - u(x 0 )) | ) dx -> 0 

n 

which is a direct deduction of the following lemma: 

96 

as a —> 0 . (3.4) 
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LEMMA 2. For almost every x0 G ft there exists a sequence ak with ak —> 0 
as k —> oo such that 

' X\u(x) - u(x0)[ l «(: 
dx -> 0 Ö5 k -> oo . 

B(z0,2afc) 

P r o o f of L e m m a 2 . Let x0 e ft. For each £ > 0, we define the set 

ftt = {x eft: dist(x, dft) > t} . 

Let a0 > 0. For a < a 0 , we consider the function $ Q : fi2ao -> R defined by 

,.w= / M{^mpmyi 
B(y,2a) 

Since *Qfo) = JM (A'»(->-«(»)!) • x B ( 0 > 2 a ) dx , the function $ Q : ft2ao -> R is 

measurable; x ^ a s usual, denotes the characteristic function of the set E. For 
all a 0 > 0, we shall show that 

|$ Q (H ) | ->0 in L ^ a o ) as a ^ O , a<a0. (3.5) 

This obviously implies the statement of Lemma 2. To verify (3.5), we denote 
us = u * cps the mollification of u, where ^ G ^ ( R ^ ) , ip6 = 1 for |x| > J, 
^ > 0 and J ^ ( - E ) dx = 1. 

RN 

Hence, ips is well defined in ft2a for £ < a0 and we have 

f\*a(v)\4v=f f M(X^U^)dxay 
^2a 0 -^2a0 B{y,2a) 

< lim / / M ihMLlňz^M) dx dy. / M : 
ft2«0 B(0,2a) 

Since us is continuously differentiable, we may estimate 

Ia= f f M^^-^-^^dxdy. 
n2cxQ B(0,2a) 

In fact, we have 

^2« 0 B(0,2a) 0 

1 

< I / M(X I 2\Vus(y-tx)\ dtj dxdy. 
SÎ2«o B(0,2a) 
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Then, it follows by Jensen's inequality that 

i 

Ia< I J jM(2X\Vu5(y-tx)\) dtdxdy 
n2*0 B(0,2a) 0 

= / / / MIX\ / 2Vu(y-tx-z)pó(z) dz ] dxdydt 
0 n2ao B(0,2a) ^ B(Q,5) ' 

<K2j I J I í M(XK1\Vu(y-tx-z)\)dy) d 
0 B(0,2a).5(0,c5) ^ í-2a0 ' 

1 

= K2f í í WM^K^Vu^^dzdxdt 
0 J3(0,2a)B(0,č) 

<K3\\M(XK1\^u\)\\1(^)2(2a)N 

zdxdt 

for some positive constants Kx, K2 and K3 (SN denotes the measure of the 
unit sphere in 1^). So, we obtain 

Ia->0 as a -» 0 . 

It then followTs for cY0 > 0 that 

/ \$a(y)\ty ~*Q a s a-+o, a<CY0, 

which allows to conclude that for almost every i 0 E i l , wre have 

^a (xo) "^ 0 as k —•» oc , 

for a subsequence â . with cŶ  —> 0 as k —> oo. To justify (*) wTe recall that in 
fi2Qo the differentiation and the mollification commute for S < a0 which proves 
the statement of Lemma 2. • 

Remark 3. In the particular case when M(t) = - — , 1 < p < oo, we obtain 
the statement of [5; Lemma 2.1] (with C(x0) = u(x0)). 
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4. Functional depending on x and Vtx 

On a bounded domain f] C R^ , we consider functional of the kind 

J(u) = J f(x,Vu(x)) dx, (4.1) 

n 

where J : WlLM(Q) -> R is continuous and where f:Qx RN -> R is a 
Caratheodory function satisfying 

\f(x,Q\<l(x)k(\Z\) (4.2) 

for some nondecreasing function k: R -» R and some l(x) E L1(!TJ). For each 
real / i . we write N., for the level set of the functional J . i.e. 

N^iueW'L^Q): J{u)=n) 

and N^ for the closure of N^ in W1LM(Q) for the weak topology (ULM,UE-M). 

DEFINITION 4. A functional J : W1LM(f2) -> R is called ujea% Zower semi-

continuous at a level set N if J(u) < \i for all u E IV . 

Remark 5. Note that this definition does not imply that j \ -^o is wreakly lower 
semicontinuous. ^ 

THEOREM 6. Let J: W1LM(Q) -> R be a continuous functional defined as 
in (4.1) with the Caratheodory function f satisfying (4.2). If J i>s weakly lower 
semicontinuous at a (non-empty) level set IV and if fi is not an extreme value 
of J , then / (x ,£) is convex in £ for almost all x E fi. 

P r o o f . Let us assume that the real fi is not an extreme value of J , then 
wre shall show that 

f{x, A£ + (1 - A)r) < A/(:r, £) + (1 - A)/(x, t ) 
for all A E [0,1], all £, f GRA and for a.e. x E -1. We can assume that JJL = 0 
and that in WlLM(Q) there are two functions ax and a2 , say. such that 

J(ax) < —s0 and J (a 2 ) > £0 

for some eQ > 0. Let x0 be a Lebesgue point of f(x, £) for all £ E Q^ . We can 
assume that x0 = 0. Using the continuity of the functional J and Theorem 1, 
there is a ball 2?(0, iZ0) C f2 and there are functions 6, 6X and b2 (see [5]) such 
that 

Vb = V&! = Vb2 EE 0 on 5 (0 , i? 0 ) , (4.3) 

Ah)<l£o> J(h)>\^ ^ d | J ( 5 ) | < | e 0 . (4.4) 
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Furthermore, for all function a satisfying \J(a)\ < ^£ 0 , there is a number ti G 
[0,1] with % = i(a) G {1,2} such that the function c = a + ti(bi — a) lies in the 
level set NQ, i.e. 

J(C) = Lx = 0 . 

Let us nowr fix A G [0, l]flQ and £, £* G Q^ . We define the sequence of functions 

«-r,*> 
cn(x) = {C,x)+ J gx(nt)dt, 

o 

wrhere (, ) denotes the usual inner product and where 

, N f 1 if 0 < t < A, 

* W = \ 0 i f A < i < l . 

We recall the fact that (see [5]) 

gn(x) = gx(nxx) -•» A in L°°(Q) wreak star 

and 

1 - gn(x) -» 1 - A in L°°(Q) wreak star. 

The sequence cn(x) has the properties 

Vcn{x) = e + ^-C)9x(n{i-C,x)); 
cn(x)->c0 in ^ ^ ( Q ) for a{ULM,nEjj) , 

wrhere 

c0(x) = (A^ + ( l - A ) r ; x ) . 
Let ip: R -> R be a C°°-function with support in the interval (—1.1) and 

ip(t) = 1 for \t\ < \ . Defining cR(x) = ibi ^ ) c 0 ( x ) , for R > 0, we calculate 

Vc f i(x) = V' ( ^ ) - ^ c0(x) + w ( M ) V c 0 ( x ) . 

Moreover, the function cR(x) satisfies the properties (see [5; Proposition 3.1]): 

| V c ^ ( x ) | < C in n , (4.5) 

f(x,VcR(x)) dx-> 0 as R^O. (4.6) 

B(o,R) 

Note that (4.2) is used for to prove (4.6). Next, we consider the sequence cn(x) 
in a ball 25(0, r ) , say. We shall show that it is possible to alter each element of 
the sequence cn(x) in such a manner that it coincides with the limit cQ(x) at 
the boundary. 

The following lemma is a generalization of [5; Proposition 3.2] in Orlicz-
Sobolev spaces. 
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CONDITION IN THE CALCULUS OF VARIATIONS IN ORLICZ-SOBOLEV SPACES 

LEMMA 7. There is a sequence an(x) in W1LM(£l) satisfying 

i) an(x) = c0(x) = (\£ + (l-\)C,x) in8B(0,r), 

ii) an —cn-¥0 (mod) in W1LM(Q) as n —>• oo, 

iii) an->c0 in W1LM(Q) for a(ULM,UEM), 

iv) HVaJU + J IVcJ I^C, 

v) —> 0 as n -> oo, / / ( ^ V c j x ) ) dx- / / ( x , V a n ( x ) ) dx 
' B ( 0 , r ) B(0,r) 

vi) J / (x , Van(x)) dx -» 0 as r -» 0 uniformly in n. 
B(0,r) 

Now, we are in a position to complete the proof of Theorem 6. For R < R0 

and r = y , we define the sequence: 

( b(x) for x G n \ 5(0, i t ) , 

b(x) + cH(x) for x G 5(0, ii) \ 5(0, r ) , 

b(x) + an(x) for x G 5 ( 0 , r ) , 
which converges in WlLM(Vt) for the weak topology O-(nLM,IT5^) to 

f b(x) for x G ft \ 5 ( 0 , 5 ) , 

w - | ^ + - R ^ for x € B(0? ̂  ̂  
On account of (4.5), (4.6) and Lemma 7 (as in [5]), we have for R > 0 small 
enough, 

| J ( b n ) | < | - £ 0 for all n. 

Hence, for any n, we find numbers tn G [0,1] and in G {1, 2} such that for 

K--=K + tn{h-K), 
we have 

J(6n) = 0-

Now, choosing a subsequence such that £n —> t0 and in = i, i G {1, 2}, we have 

bn-*b0 mWlLM(£l) for < - ( m . M , I L % ) . 

Because, of the continuity of J with strong topology of W1LM(Q), we have 

VnncJ(b + tn(bin-b))=J(b + t0(bi-b)), 

and by construction 

f(x,V(b + tn(bt-b)))=f(x,0) in B(0,R), 
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yielding, 

Jim f / (x ,V(b n ) (x) )dx> J / (x ,Vb 0 (x))dx. 

B(0,R) B(0,R) 

Since bn = b0 in £(0, R) \ J5(0, r) and r = f, we finally get 

J /(s,Af + ( l - A ) r ) d x = | /(x,V60(x))dx 
73(0,r) B(0,r) 

< lim / f(x,VЬn(x)) dx 
n—ïoc J 

B(0,r) 

= lim / / (x .Va (x)) dx 
n—>co J 

B(0Я) 

= Л j / ( x , f ) d * + ( l - A ) | / ( x , Г ) d x . 

B(0,r) B(0,r) 

Since the above inequality can be obtained for all ball P?(0, r) with radius T < y , 
we conclude that 

/(x 0, A£ + (1 - A)f*) < A/(x0 ,0 + (1 - A)/(x0, r ) , 

for all A G [0,1] fl Q and all f, f* G Q^ . It then follows by the continuity of 
/(x,£) with respect to £, that the above inequality holds for all A G [0.1] and 

P r o o f of L e m m a 7. Let us be a C°°-function with support in [—1,1] 
such that ug = 1 for \t\ < 1 — 5 and |u5J(£)| < | for all t. Defining the functions 

f\x\ 
«>*(*) = < ^ — 

and 
anAX) = CQ(X) +^(^)(cn(-r) - CQ(X)) , 

we have the following inequalities 

IV(cn(x) - c0(x)) | (1 - u>s(x)) < C'r(\C\ + |£|) (1 - us(x)), (4-7) 

|c„(x) - c0(x)| |V^ (z ) | < 0 ( n - 1 ) i X s U p P ( V ^ ) . (4.8) 

jM(Ks-cn\) dx + jM(\V(aniS-cn)\) dx 

< 0(6) + C J M(V(cn(x) - c0(x)) (1 - u>s(x))) dx (4.9) 
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for some positive constants C and C. 
For (4.7) and (4.8) see the proof of [5; Proposition 3.2]. Assuming now that 

(4.9) is true, thus we get 
r 0 o n ( 1 \ 5(0, r ) , 

1 on 5 ( 0 , ( 1 - O > ) , 

, 2 , ( J? ) o n B ( 0 , r ) \ B ( 0 , ( l - i ) r ) , 
u6(x) = { 

this implies that 

an,6(X)-dn(X) = < 

' c0(x)-cn(x) 

0 

= < 

on í l \ B ( 0 , r ) , 

on B(0,(l-S)r), 

on B(0,r)\B(0,(l-5)r). 

on Q\B(0,r), 

on B(0,(l-5)r), 

< ( l - ^ ( M ) ) ( c 0 ( x ) - c „ ( x ) ) o n B ( 0 , r ) \ B ( 0 , ( l - i ) r ) 

and 

V (°n ,«(- ) - 2 ' n ( - ) ) 

( V(c0(x)-c„(x)) 

0 

vfa(^))fo(*)-W) 
[ +(l-^(M))v((c0(x)-c»)) 

Hence, we have the estimate 

fM(Ks-ZJ) dx + | M ( | V ( a n i , - c n ) | ) dx 
ft ft 

<0(<5) + C y * M ( | V ( ( c „ - c 0 ) ( l - a ; , ) ) | ) d x 

B(0,r)\B(0,(l-<5)r) 

< 0(6) + C M ^ - O f a " 1 ) ±) |.B(0, r) \ B(0, (1 - 5)r) | . 

Selecting numbers dn such that O (ft-1) j - = 1, this implies that 

0(<Jn) = 0 (n _ 1 ) and 5n -.> 0 as n -» oo . 

Then, we conclude that 

fM(Ks~cn\) dx + fM{Wan.s-cn)\) dx 

< O ( n - 1 ) + C M ( c i O ( n - 1 ) | ) | B ( 0 , r ) \ B ( 0 , ( l - 5 ) r ) | , 
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which converges to 0 as n —> oo. We define the functions an = an5 and we 
have 

a n (~-c n ->0 (mod) in W1LM(Q) as n-»oo, 

which gives (ii) in Lemma 7 and 

«n-Co = ( a n - ^ ) + K - 2 o ) ^ ° i n W'LM(Q) for a(ULM,UEM). 

The properties i), iv) and vi) are satisfied by the definition of an. Now, we return 
to show the inequality (4.9). In fact we can write 

JM(\an>s-cn\) dx + JM(Man,s-Zn)\) ^ 

= JM(\cn-c0\)dx+ f M(\cn-c0\{l-us))dx 

B(0,r) 

JM(\V(cn-c0)t\)dx+ JM(\V((cn-c0)(l-u;s))\)dx. 

n\B(0,r) B(0,r) 

+ 
fi\B(0,r) B(0,r) 

Since 
(l-vs(x)) ->0 a.e. xeB(0,r) 

and 

/ M(\cn - c0\) dx + / M(\V(cn - c0)\) dx -> 0 as n -» oo , 

Q\B(Otr) «\£(0,r) 

then, we conclude that 

JM(\an,s-cn\) dx + JM(\V(anj-cn)\) dx 
n n 

<0(5)+ C JM(\W((cn-c0)(l-u;5))\)dx\ 
B(0,r) 

which implies the inequality (4.9). • 

COROLLARY 8. Under the same assumptions as in Theorem 6 suppose that 
there is a (non-empty) weakly closed level set N . If JJL is not an extreme value 
of J, then the function f(x,Vu(x)) is affine in the gradient. 

Remark 9. It's not clear how to extend the previous argument to the situation 
where / = f(x, u, Vu). 
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Remark 10. 

1) If M(t) = ^-, 1 < p < oo, we obtain the statement of [5; Theorem 3.1]. 

2) Note that when / = / ( # , u, Vu), the same result holds for 1 < p < N. but 

it seems to be an open problem in the general case when N < p < oo (see [5]). 

Remark 11. Note that when / = f(u) or / = f(x,u), we can easily adapt 
the same argument of [5]. 
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