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Abstract. This paper deals with the linear approximation scheme to approximate a singular parabolic problem: the two-phase Stefan problem on a domain consisting of two components with imperfect contact. The results of some numerical experiments and comparisons are presented. The method was used to determine the temperature of steel in the process of continuous casting.

Keywords: heat equation, Stefan problem, phase change, Rothe method

MSC 2000: 35K05, 65N30, 80A20

1. Introduction

The two-phase Stefan problem in enthalpy formulation is a non-linear singular parabolic problem. This problem has been of great interest recently from both the theoretical and the numerical point of view.

Desioles, Droux, Rapaz J. and Rapaz M. in [1] solved this problem by the finite element method and for the corresponding non-linear discrete problem they used Newton’s method. Nochetto and Verdi in [8] used piecewise linear finite elements in space and a semiimplicit scheme in time to obtain a discrete problem. Then the non-linear Gauss-Seidel method was used.

Nochetto and Verdi in [7] used a linear approximation scheme to approximate the singular parabolic problem by a linear discrete problem. Kačur, Handlovičová and Kačurová in [4] replaced the parameter $\mu$ in the linear approximation scheme by a function $\mu(x)$. This modification allows to increase the step of discretization of the time axis.

In this paper the linear approximation scheme, introduced in [4], is used to solve the two-phase Stefan problem on a domain consisting of two components with im-
perfect contact. A modification of the iterative method to determine the function \( \mu(x) \) is also presented.

Let \( \Omega \in \mathbb{R}^N \) (\( N = 1, 2, 3 \)) be a bounded domain, \( \Omega_1, \Omega_2 \subseteq \mathbb{R}^N \), \( \Omega_1 \cap \Omega_2 = \emptyset \), \( \Omega = \Omega_1 \cup \Omega_2 \cup \Lambda \) (\( \text{mes} \Lambda = 0 \)) with the boundary \( \partial \Omega = \partial \Omega_1 \cup \partial \Omega_2 \cup \Gamma \). \( \Gamma = \partial \Omega_1 \cap \partial \Omega_2 \), \( \hat{\Omega}_1 = \partial \Omega_1 \setminus \Gamma \), \( \hat{\Omega}_2 = \partial \Omega_2 \setminus \Gamma \) are Lipschitz continuous. Let \( I = (0, T), 0 < T < \infty \).

This paper deals with the problem of determining the functions \( u_1: \Omega_1 \times I \rightarrow \mathbb{R} \), \( u_2: \Omega_2 \times I \rightarrow \mathbb{R} \) which satisfy, in a weak sense, the differential equations

\[
\frac{\partial u_1}{\partial t} = \triangle \beta^1(u_1), \quad \frac{\partial u_2}{\partial t} = \triangle \beta^2(u_2)
\]

(1)

together with the contact condition on \( \Gamma \)

\[
-\frac{\partial \beta^1(u_1)}{\partial \nu} = h(x, t, \beta^1(u_1), \beta^2(u_2))[F^1(\beta^1(u_1)) - F^2(\beta^2(u_2))]
\]

(2)

and the conditions on \( \partial \hat{\Omega} \)

\[
-\frac{\partial \beta^1(u_1)}{\partial \nu} = d^1(\beta^1(u_1))[F^1_0(\beta^1(u_1)) - \varphi^1] \quad \text{on} \quad \partial \hat{\Omega}_1 \times I,
\]

(3)

\[
-\frac{\partial \beta^2(u_2)}{\partial \nu} = d^2(\beta^2(u_2))[F^2_0(\beta^2(u_2)) - \varphi^2] \quad \text{on} \quad \partial \hat{\Omega}_2 \times I
\]

as well as with the initial conditions

\[
u_1(x, 0) = u_1^0(x) \quad \text{on} \quad \Omega_1, \quad v_2(x, 0) = u_2^0(x) \quad \text{on} \quad \Omega_2.
\]

(4)

In (3) \( \nu \) is the unit outward normal vector to \( \partial \hat{\Omega} \) and in (2) \( \nu \) refers to the unit outward normal vector to \( \Gamma \), pointing from \( \Omega_1 \) to \( \Omega_2 \). The condition (2) describes the imperfect contact between the components \( \Omega_1 \) and \( \Omega_2 \).

The functions \( \beta^1, \beta^2, d^1, d^2, \varphi^1, \varphi^2, F^1_0, F^2_0, F^1, F^2, h, u_0^1, u_0^2 \) are sufficiently regular functions of their variables satisfying the following assumptions:

\[(H_1) \quad \beta^i: \mathbb{R} \rightarrow \mathbb{R} \text{ is a nondecreasing, Lipschitz continuous function with a Lipschitz constant } L_{\beta^i},
\]

\[
\beta^i(0) = 0, \quad |\beta^i(s)| \geq C_1 |s| - C_2 \quad \forall s \in \mathbb{R}, \quad i = 1, 2,
\]
\((H_2)\) $F^i: \mathbb{R} \to \mathbb{R}, F_0^i: \mathbb{R} \to \mathbb{R}, d^i: \mathbb{R} \to \mathbb{R}$ are continuous functions,
\[
|F^i(s)| \leq C(1 + |s|), \quad |F_0^i(s)| \leq C(1 + |s|),
\]
\[
|d^i(s)| \leq C \quad \forall s \in \mathbb{R}, \quad i = 1, 2,
\]
\((H_3)\) $h: \Omega \times I \times \mathbb{R} \times \mathbb{R} \to \mathbb{R}, \quad |h(x, t, s, r)| \leq C \quad \forall (x, t, s, r) \in \Omega \times I \times \mathbb{R} \times \mathbb{R},$
\((H_4)\) $u_0 \in L_2(\Omega_i), \quad \varphi^i \in L_2(\partial \Omega_i \times I), \quad i = 1, 2,$
where $C, C_1, C_2$ are constants.

The problem (1)--(4) includes the free boundary problems (Stefan problems) in enthalpy formulation. If $\beta$ is nondecreasing, then (1)--(4) models the heat transfer in the course of solidification of steel in a process of continuous casting with imperfect contact between the mold and the slab.

Let $H^1(\Omega_1), H^1(\Omega_2)$ be the usual first order Sobolev spaces. We introduce the product space $V = H^1(\Omega_1) \times H^1(\Omega_2)$, the dual space of $V$ is denoted by $V^*$ and the duality pairing between $v \in V$ and $w \in V^*$ is written as $\langle v, w \rangle$. Also we set
\[
\langle v, w \rangle = \int_{\Omega_1} v_1^1 w_1^1 \, dx + \int_{\Omega_2} v_2^2 w_2^2 \, dx,
\]
\[
\langle v, w \rangle_{\partial \Omega} = \int_{\partial \Omega_1} v_1^1 w_1^1 \, ds + \int_{\partial \Omega_2} v_2^2 w_2^2 \, ds,
\]
\[
\langle v^1, w^1 \rangle_{\Gamma} = \int_{\Gamma} v_1^1 w_1^1 \, ds, \quad \langle v^2, w^2 \rangle_{\Gamma} = \int_{\Gamma} v_2^2 w_2^2 \, ds.
\]

**Definition 1.** A function $u \in L_2(I, L_2)$ is a variational solution of (1)--(4), if $\beta(u) \in L_2(I, V)$, $\partial_t u \in L_2(I, V^*)$ and
\[
\langle \partial_t u, w \rangle + \langle \nabla \beta(u), \nabla w \rangle + (d(\beta(u))(F_0(\beta(u)) - \varphi), w)_{\partial \Omega}
\]
\[
+ (h(x, t, \beta^1(u^1), \beta^2(u^2))[F_1^1(\beta^1(u^1)) - F^2(\beta^2(u^2))], w^1 - w^2)_{\Gamma}, = 0
\]
\forall w \in V \text{ almost everywhere in } I \text{ and}
\]
\[
\langle u, w \rangle = \int_{\Omega} u(0) = u_0 \quad \text{in } V^*.
\]

Here
\[
w = [w^1, w^2], \quad u_0 = [u_0^1, u_0^2], \quad \nabla w = [\nabla w^1, \nabla w^2], \quad \beta(u) = [\beta^1(u^1), \beta^2(u^2)],
\]
\[
d(\beta(u))(F_0(\beta(u)) - \varphi) = [d^1(\beta^1(u^1))(F_0^1(\beta^1(u^1)) - \varphi^1), d^2(\beta^2(u^2))(F_0^2(\beta^2(u^2)) - \varphi^2)]
\]
and $w^1|_{\Gamma}, w^2|_{\Gamma}$ are traces of the functions $w^1 \in H^1(\Omega_1), w^2 \in H^1(\Omega_2)$ on $\Gamma$. 
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2. Linear approximation schemes

To solve (5)–(6) numerically by the Rothe method we apply a linear scheme introduced in [4].

Let \( m \in \mathbb{N}, \tau = \frac{T}{m}, t_j = j\tau, j = 0, 1, \ldots, m \). We denote

\[
\begin{align*}
  u_j(x) &= [u^1_j(x), u^2_j(x)] \approx [u^1(x, t_j), u^2(x, t_j)] = u(x, t_j), \\
  \Theta_j(x) &= [\Theta^1_j(x), \Theta^2_j(x)] \approx [\beta^1(u^1_j(x)), \beta^2(u^2_j(x))] = \beta(u_j(x)), \\
  \varphi_j(x) &= \frac{1}{\tau} \int_{t_{j-1}}^{t_j} \varphi(x, t) \, dt, \\
  \partial_t u(x, t_j) &\approx \frac{u_j - u_{j-1}}{\tau}
\end{align*}
\]

and the linear approximation scheme will be in the form

\[
\begin{align*}
  \left( \mu_j \frac{\Theta_j - \beta(u_{j-1})}{\tau}, w \right) + (\nabla \Theta_j, \nabla w) + (d(\Theta_{j-1})(F_0(\Theta_{j-1}) - \varphi_j), w)_{\partial\Omega} \\
  + (h(x, t_j, \Theta^{1}_{j-1}, \Theta^{2}_{j-1})[F^1(\Theta^{1}_{j-1}) - F^2(\Theta^{2}_{j-1})], w^1 - w^2)_{\Gamma} = 0 \quad \forall w \in V,
\end{align*}
\]

for \( j = 1, 2, \ldots, m \).

\[
\begin{align*}
  u_j &= u_{j-1} + \mu_j (\Theta_j - \beta(u_{j-1})),
\end{align*}
\]

Here \( \mu_j = [\mu^1_j, \mu^2_j] \in L_\infty(\Omega_1) \times L_\infty(\Omega_2) \) and together with \( \Theta_j \) it satisfies the convergence condition

\[
\begin{align*}
  |\beta(u_j) - \beta(u_{j-1})| &\leq \alpha |\Theta_j - \beta(u_{j-1})| + o\left( \frac{1}{m} \right), \\
  0 < \delta &\leq \mu^1_j \leq K, \quad 0 < \delta \leq \mu^2_j \leq K
\end{align*}
\]

for \( j = 1, 2, \ldots, m \). \( \delta, K \) are positive constants, \( \alpha \in (0, 1) \) and \( m o(\frac{1}{m}) \to 0 \) if \( m \to \infty \).

According to (H1) the functions \( \beta^1, \beta^2 \) are nondecreasing. If \( \beta^i \) is not strictly monotone, then we approximate it by \( \beta^i_m \) strictly monotone, that is Lipschitz continuous and \( \|\beta^i_m - \beta^i\|_{L_\infty(R)} = o\left( \frac{1}{m} \right) \). If \( \beta^i \) is strictly monotone, we set \( \beta^i_m = \beta^i \).

We determine the functions \( \mu_j, \Theta_j \) by iterations

\[
\begin{align*}
  \mu_{j,0} &= \min \left\{ K, \frac{1}{\beta^i_{m}(u_{j-1})} \right\}, \\
  \mu_{j,k-1} \frac{\Theta_{j,k} - \beta(u_{j-1})}{\tau}, w \right) + (\nabla \Theta_{j,k}, \nabla w) + (d(\Theta_{j-1})(F_0(\Theta_{j-1}) - \varphi_j), w)_{\partial\Omega} \\
  + (h(x, t_j, \Theta^{1}_{j-1}, \Theta^{2}_{j-1})[F^1(\Theta^{1}_{j-1}) - F^2(\Theta^{2}_{j-1})], w^1 - w^2)_{\Gamma} = 0 \quad \forall w \in V,
\end{align*}
\]
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We use the functions \( \Theta_j, \mu_j, u_j \) to find the Rothe functions

\[
(14) \quad u^m(t) = u_{j-1} + \frac{1}{\tau}(u_j - u_{j-1})(t - t_{j-1}), \quad t_{j-1} \leq t \leq t_j,
\]

\[
(15) \quad \Theta^m(t) = \Theta_{j-1} + \frac{t - t_{j-1}}{\tau}(\Theta_j - \Theta_{j-1}), \quad t_{j-1} \leq t \leq t_j,
\]

\[
(16) \quad \sigma^m(t) = \Theta_j, \quad \tau^m(t) = u_j, \quad t_{j-1} < t \leq t_j
\]

for \( j = 1, 2, \ldots, m \).

We find that the iterative process (11)–(13) converges for \( k \to \infty \) to \( \Theta_j, \mu_j \) satisfying (7)–(10), and the Rothe functions, defined in (14)–(16), converge to a weak solution of problem (1)–(4). First we prove some a priori estimates for the functions \( \mu_{j,k}, \Theta_{j,k} \), defined in (11)–(13).

**Lemma 1.** There exist \( \delta > 0, C > 0 \) such that for \( k = 0, 1, 2, \ldots, j = 1, 2, \ldots, m \) we have

\[
\delta \leq \mu_{j,k}^1 \leq C, \quad \delta \leq \mu_{j,k}^2 \leq C.
\]

**Proof.** From the construction of \( \mu_{j,k} \) we find \( \mu_{j,k}^i \leq C, \ i = 1, 2, k = 0, 1, 2, \ldots \) for \( C = K \).

Let \( \delta^1 = \frac{\alpha}{L_{\beta_m}} \). Then \( \mu_{j,0}^1 = \min \{K, \frac{1}{L_{\beta_m}}(u_{j-1})\} > \delta^1 \) because of \( \beta_m^1(s) \leq L_{\beta_m} \leq C_1, \alpha \in (0, 1) \).

Suppose that \( \mu_{j,k-1}^1 \geq \delta^1 \). We find \( \mu_{j,k}^1 \geq \delta^1 \).

If \( \mu_{j,k}^1 = \mu_{j,k-1}^1 \), the assertion is true.

If

\[
\mu_{j,k}^1 = \left| \mu_{j,k}^1 \right| = \left| \frac{(\beta_m^1)^{-1}(\beta_m^1(u_{j-1}) + \alpha(\Theta_{j,k}^1 - \beta(u_{j-1}))) - u_{j-1}}{\Theta_{j,k}^1 - \beta^1(u_{j-1})} \right|,
\]

then the monotocity and the Lipschitz continuity of \( \beta_m^1 \) yields

\[
\mu_{j,k}^1 = \left| \mu_{j,k}^1 \right| = \left| \frac{(\beta_m^1)^{-1}(\beta_m^1(u_{j-1}) + \alpha(\Theta_{j,k}^1 - \beta^1(u_{j-1}))) - u_{j-1}}{\Theta_{j,k}^1 - \beta^1(u_{j-1})} \right|,
\]

\[
\geq \frac{1}{L_{\beta_m}} \frac{\alpha \left| \Theta_{j,k}^1 - \beta^1(u_{j-1}) \right|}{\left| \Theta_{j,k}^1 - \beta^1(u_{j-1}) \right|} = \delta^1.
\]
If
\[ \mu_{j,k}^1 = \frac{\mu_{j,k-1}^1 \alpha(\Theta_{j,k}^1 - \beta^1(u_{j-1}))}{\beta_m^1(u_{j-1} + \mu_{j,k-1}^1(\Theta_{j,k}^1 - \beta^1(u_{j-1}))) - \beta_m^1(u_{j-1})}, \]
then also
\[ \mu_{j,k}^1 = |\mu_{j,k}^1| = \left| \frac{\mu_{j,k-1}^1 \alpha(\Theta_{j,k}^1 - \beta^1(u_{j-1}))}{|\beta_m^1(u_{j-1} + \mu_{j,k-1}^1(\Theta_{j,k}^1 - \beta^1(u_{j-1}))) - \beta_m^1(u_{j-1})|} \right| \geq \frac{\alpha |\mu_{j,k-1}^1| (\Theta_{j,k}^1 - \beta^1(u_{j-1}))}{L \beta_m^1 |\mu_{j,k-1}^1(\Theta_{j,k}^1 - \beta^1(u_{j-1}))|} = \delta^1, \]
therefore \( \mu_{j,k}^1 \geq \delta^1 \) for \( \forall k = 0, 1, 2, \ldots \).

In the same way we find \( \delta^2 \leq \mu_{j,k}^2 \leq C \) for \( \delta^2 = \frac{\alpha}{\beta_m^2} \), \( C = K \). We set \( \delta = \min\{\delta^1, \delta^2\} \) and the proof is complete. \( \square \)

**Lemma 2.** There exists \( C \) such that for \( k = 1, 2, \ldots \) we have
\[ \|\Theta_{j,k}\|_V \leq C. \]

**Proof.** For \( w = \Theta_{j,k} \) in (12) we obtain
\[
\left( \mu_{j,k-1} \frac{\Theta_{j,k} - \beta(u_{j-1})}{\tau}, \Theta_{j,k} \right) + \left( \nabla \Theta_{j,k}, \nabla \Theta_{j,k} \right) + (d(\Theta_{j-1})(F_0(\Theta_{j-1}) - \varphi_j), \Theta_{j,k})_{\partial \Omega} \\
+ (h[F^1(\Theta_{j-1}^1) - F^2(\Theta_{j-1}^2)], \Theta_{j,k}^1 - \Theta_{j,k}^2)_{\Gamma} = 0.
\]

Using the inequalities
\[
(u, v) \leq \epsilon \|u\|^2 + \frac{1}{\epsilon} \|v\|^2, \quad \epsilon > 0, \\
\|u\|^2_{L^2(\partial \Omega)} \leq C\left( \epsilon \|\nabla u\|^2_{L^2(\Omega)} + \frac{1}{\epsilon} \|u\|^2_{L^2(\Omega)} \right), \quad \epsilon > 0
\]
and Lemma 1, we conclude
\[
\delta \|\Theta_{j,k}\|^2_{L^2} + \tau \|\nabla \Theta_{j,k}\|^2_{L^2} \leq (\mu_{j,k-1} \beta(u_{j-1}), \Theta_{j,k}) \\
- \tau (d(\Theta_{j-1})(F_0(\Theta_{j-1}) - \varphi_j), \Theta_{j,k})_{\partial \Omega} - \tau (h[F^1(\Theta_{j-1}^1) - F^2(\Theta_{j-1}^2)], \Theta_{j,k}^1 - \Theta_{j,k}^2)_{\Gamma} \\
\leq \frac{K}{\epsilon} \|2 \beta(u_{j-1})\|^2_{L^2} + K \epsilon \|\Theta_{j,k}\|^2_{L^2} + \frac{\tau}{\epsilon} \|d(\Theta_{j-1})(F_0(\Theta_{j-1}) - \varphi_j)\|^2_{L^2(\partial \Omega)} \\
+ \frac{\tau}{\epsilon} \|h[F^1(\Theta_{j-1}^1)]\|^2_{L^2(\Gamma)} + \frac{\tau}{\epsilon} \|h[F^2(\Theta_{j-1}^2)]\|^2_{L^2(\Gamma)} + \tau \epsilon C(\|\Theta_{j,k}\|^2_{L^2} + \|\nabla \Theta_{j,k}\|^2_{L^2}).
\]

For sufficiently small \( \epsilon \) we deduce \( \|\Theta_{j,k}\|_V \leq C. \) \( \square \)
The main result of this section reads as follows:

**Theorem 1.** Iterations (11)–(13) converge for \( k \to \infty \), that is \( \mu_{j,k} \to \mu_j \) in \( L_p(\Omega_1) \times L_p(\Omega_2) \), \( p \in \mathbb{N} \), \( \Theta_{j,k} \to \Theta_j \) in \( W_2^1(\Omega_1) \times W_2^1(\Omega_2) \), \( \mu_j \in L_\infty(\Omega_1) \times L_\infty(\Omega_2) \), \( \Theta_j \in W_2^1(\Omega_1) \times W_2^1(\Omega_2) \) and \( \mu_j, \Theta_j \) satisfy conditions (7), (9), (10).

**Proof.** The sequences \( \{\mu_{j,k}\}_{k=0}^{\infty}, \{\mu_{j,k}^2\}_{k=0}^{\infty} \) are nonincreasing and bounded for \( \forall x \in \Omega_1, \Omega_2 \), so they converge pointwise to bounded functions \( \mu_j^1, \mu_j^2 \) and also \( \mu_{j,k} \to \mu_j \) in \( L_p(\Omega_1) \times L_p(\Omega_2) \), \( 1 \leq p < \infty \). In (12) we set \( k = k, \ k' = k - 1 \) and \( w = \Theta_{j,k} - \Theta_{j,k-1} \). After subtraction we find

\[
\left( \mu_{j,k-1} \Theta_{j,k} - \beta(u_{j-1}) \right) - \left( \mu_{j,k-2} \Theta_{j,k-1} - \beta(u_{j-1}) \right) + (\nabla \Theta_{j,k} - \nabla \Theta_{j,k-1}, \nabla \Theta_{j,k} - \nabla \Theta_{j,k-1}) = 0
\]

and

\[
\frac{1}{\tau} \left( \mu_{j,k-2} - \mu_{j,k-2} \right)(\Theta_{j,k} - \beta(u_{j-1})), \Theta_{j,k} - \Theta_{j,k-1} \right) \leq 0,
\]

where we have used \( \| \nabla \Theta_{j,k} - \nabla \Theta_{j,k-1} \| \geq 0 \).

According to Lemma 1 and Hölder’s inequality we have

\[
\| \Theta_{j,k} - \Theta_{j,k-1} \|_{L_2}^2 \leq \frac{1}{\delta} \| \Theta_{j,k} - \Theta_{j,k-1} \|_{L_2} \cdot \| \mu_{j,k-1} - \mu_{j,k-2} \|_{L_6} \cdot \| \Theta_{j,k} - \beta(u_{j-1}) \|_{L_3}.
\]

The sequence \( \{\Theta_{j,k}\}_{k=1}^{\infty} \) is bounded in \( V, u_0 \in L_3(\Omega_1) \times L_3(\Omega_2) \) and \( \beta \) is Lipschitz continuous, therefore \( \beta(u_{j-1}) \in L_3 \) and \( \| \Theta_{j,k} - \beta(u_{j-1}) \|_{L_3} \) is bounded for \( k = 1, 2, \ldots \). Since \( \| \mu_{j,k-1} - \mu_{j,k-2} \|_{L_6} \to 0 \), also \( \| \Theta_{j,k} - \Theta_{j,k-1} \|_{L_2} \to 0 \) and \( \mu_{j,k} \to \mu_j \) in \( W_2^1(\Omega_1) \times W_2^1(\Omega_2) \).

With respect to (13) \( \forall x, \forall k \)

\[
\mu_{j,k} \leq \frac{\beta m^{-1}(\beta_m(u_{j-1}) + \alpha(\Theta_{j,k} - \beta(u_{j-1}))) - u_{j-1}}{\Theta_{j,k} - \beta(u_{j-1})}.
\]

We let \( k \to \infty \) and invoke (8). Then

\[
|\beta_m(u_j) - \beta_m(u_{j-1})| \leq \alpha|\Theta_j - \beta(u_{j-1})|.
\]

Also

\[
|\beta(u_j) - \beta(u_{j-1})| \leq |\beta(u_j) - \beta_m(u_j)| + |\beta_m(u_j) - \beta_m(u_{j-1})| + |\beta_m(u_{j-1}) - \beta(u_{j-1})| \leq |\beta_m(u_j) - \beta_m(u_{j-1})| + \alpha \left( \frac{1}{m} \right) \leq \alpha|\Theta_j - \beta(u_{j-1})| + o \left( \frac{1}{m} \right)
\]

and the assertion (9) is proved. To obtain (7) we take the limit for \( k \to \infty \) in (12). Thus the proof is complete. \( \square \)
3. Convergence of linear approximation scheme

In this section we establish the convergence of Rothe functions defined in (14)–(16) to a weak solution of problem (1)–(4). First we prove some a priori estimates.

**Lemma 3.** There exist $C$ and $\tau_0$ such that for all $\tau < \tau_0$,

$$\max_{1 \leq j \leq m} \|\beta(u_j)\|_{L_2} + \tau \sum_{j=1}^{m} \|\nabla \Theta_j\|_{L_2}^2 + \sum_{j=1}^{m} \|u_j - u_{j-1}\|_{L_2}^2 \leq C.$$ 

**Proof.** Rewriting (7) with respect to (8) in the form results in

$$\left(\frac{u_j - u_{j-1}}{\tau}, w\right) + (\nabla \Theta_j, \nabla w) + (d(\Theta_{j-1})(F_0(\Theta_{j-1}) - \varphi_j), w)_{\partial \Omega} +
\quad + (h(t, x, \Theta_{j-1}^1, \Theta_{j-1}^2)[F^1(\Theta_{j-1}^1) - F^2(\Theta_{j-1}^2)], w^1 - w^2)_{\Gamma} = 0.$$

Setting $w = \tau \Theta_j$ and summing (20) for $j = 1, 2, \ldots, k$ we obtain

$$\sum_{j=1}^{k} (u_j - u_{j-1}, \Theta_j) + \sum_{j=1}^{k} (\nabla \Theta_j, \tau \nabla \Theta_j) + \sum_{j=1}^{k} (d(\Theta_{j-1})(F_0(\Theta_{j-1}) - \varphi_j), \tau \Theta_j)_{\partial \Omega} +
\quad + \sum_{j=1}^{k} (h(t, x, \Theta_{j-1}^1, \Theta_{j-1}^2)[F^1(\Theta_{j-1}^1) - F^2(\Theta_{j-1}^2)], \tau \Theta_j^1 - \tau \Theta_j^2)_{\Gamma} = 0.$$

Also from (8) we find

$$\Theta_j = \frac{u_j - u_{j-1}}{\mu_j} + \beta(u_{j-1}),$$

therefore

$$\sum_{j=1}^{k} (u_j - u_{j-1}, \Theta_j) = \sum_{j=1}^{k} (u_j - u_{j-1}, \frac{u_j - u_{j-1}}{\mu_j}) + \sum_{j=1}^{k} (u_j - u_{j-1}, \beta(u_j)) - \sum_{j=1}^{k} (u_j - u_{j-1}, \beta(u_j) - \beta(u_{j-1}))
\quad \geq \sum_{j=1}^{k} \|u_j - u_{j-1}\|_{L_2, \mu_j}^2 + \int_{\Omega} \Phi(u_k) \, dx - \int_{\Omega} \Phi(u_0) \, dx
\quad - \sum_{j=1}^{k} \|u_j - u_{j-1}\|_{L_2, \mu_j} \|\mu_j(\beta(u_j) - \beta(u_{j-1}))\|_{L_2, \mu_j},$$
where \( L_{2,\mu_j} \) is the space \( L_2 \) with weight \( \frac{1}{\mu_j} \) and \( \Phi(s) = \int_0^s \beta(z) \, dz \).

For \( \forall s \in \mathbb{R} \) we have
\[
\frac{(\beta(s))^2}{2L_\beta} \leq \int_0^s \beta(z) \, dz \leq \frac{L_\beta s^2}{2},
\]
therefore
\[
\int_{\Omega} \Phi(u_k) \, dx \geq \int_{\Omega} \frac{(\beta(u_k))^2}{2L_\beta} \, dx = C_1 \|\beta(u_k)\|^2_{L_2},
\]
\[
\int_{\Omega} \Phi(u_0) \, dx \leq \int_{\Omega} \frac{L_\beta u_0^2}{2} \, dx = C_2.
\]

By virtue of (9) we have
\[
|\beta(u_j) - \beta(u_{j-1})| \leq \alpha|\Theta_j - \beta(u_{j-1})| + o\left(\frac{1}{m}\right) = \alpha \frac{1}{\mu_j} |u_j - u_{j-1}| + o\left(\frac{1}{m}\right),
\]
therefore
\[
\|\mu_j(\beta(u_j) - \beta(u_{j-1}))\|_{L_{2,\mu_j}} \leq \alpha \|u_j - u_{j-1}\|_{L_{2,\mu_j}} + o\left(\frac{1}{m}\right).
\]

We estimate the first term of (21) by
\[
\sum_{j=1}^k (u_j - u_{j-1}, \Theta_j) \geq (1 - \alpha) \sum_{j=1}^k \|u_j - u_{j-1}\|^2_{L_{2,\mu_j}} + C_1 \|\beta(u_k)\|^2_{L_2} + C_2 - k o\left(\frac{1}{m}\right),
\]
where \( \alpha \in (0, 1) \) and \( C_1, C_2 \) are independent of \( m \).

The second term in (21) can be rewritten in the form
\[
\sum_{j=1}^k (\nabla \Theta_j, \tau \nabla \Theta_j) = \tau \sum_{j=1}^k \|\nabla \Theta_j\|^2_{L_2}.
\]

The third term in (21) satisfies
\[
\left| \sum_{j=1}^k (d(\Theta_{j-1})(F_0(\Theta_{j-1}) - \varphi_j), \tau \Theta_j)_{\partial \Omega} \right|
\]
\[
\leq \sum_{j=1}^k \int_{\partial \Omega} |d(\Theta_{j-1})(F_0(\Theta_{j-1}) - \varphi_j)\tau \Theta_j| \, ds
\]
\[
\leq \sum_{j=1}^k \tau \int_{\partial \Omega} C_3 (1 + |\Theta_{j-1}|)\Theta_j \, ds + \tau \sum_{j=1}^k \int_{\partial \Omega} C_3 |\varphi_j \Theta_j| \, ds
\]
\[
\leq C_4 + C_5 \tau \sum_{j=1}^k \int_{\partial \Omega} \Theta_j^2 \, ds.
\]
The last term in (21) fulfils
\[
\left| \sum_{j=1}^{k} \left( h(t, x, \Theta_{j-1}^{1}, \Theta_{j-1}^{2}) \left[ F_{1}(\Theta_{j-1}^{1}) - F_{2}(\Theta_{j-1}^{2}) \right], \tau (\Theta_{j}^{1} - \Theta_{j}^{2}) \right) \right|
\]
\[
\leq \tau \sum_{j=1}^{k} C_{6} \int_{\Gamma} C_{7} (2 + |\Theta_{j-1}^{1}| + |\Theta_{j-1}^{2}|) |\Theta_{j}^{1} - \Theta_{j}^{2}| \, ds
\]
\[
\leq C_{8} + \tau C_{9} \sum_{j=1}^{k} \int_{\Gamma} (\Theta_{j}^{1})^{2} \, ds + \int_{\Gamma} (\Theta_{j}^{2})^{2} \, ds,
\]
therefore the third and forth term in (21) is estimated by
\[
C_{10} + C_{11} \tau \sum_{j=1}^{k} \left[ \int_{\partial \Omega_{1}} (\Theta_{j}^{1})^{2} \, ds + \int_{\partial \Omega_{2}} (\Theta_{j}^{2})^{2} \, ds \right].
\]

With the use of inequality (18) and an estimate that is a consequence of (22),
\[
\| \Theta_{j} \|_{L_{2}}^{2} \leq \frac{1}{\delta} \| u_{j} - u_{j-1} \|_{L_{2}}^{2} + \| \beta(u_{j-1}) \|_{L_{2}}^{2},
\]
we can rewrite
\[
C_{10} + C_{11} \tau \sum_{j=1}^{k} \left[ \| \Theta_{j}^{1} \|_{L_{2}(\partial \Omega_{1})}^{2} + \| \Theta_{j}^{2} \|_{L_{2}(\partial \Omega_{2})}^{2} \right]
\]
\[
\leq C_{10} + \varepsilon C_{12} \tau \sum_{j=1}^{k} \| \nabla \Theta_{j} \|_{L_{2}}^{2} + C_{12} \frac{\tau}{\varepsilon} \sum_{j=1}^{k} \| \beta(u_{j-1}) \|_{L_{2}}^{2} + C_{12} \frac{\tau}{\delta \varepsilon} \sum_{j=1}^{k} \| u_{j} - u_{j-1} \|_{L_{2}}^{2}.
\]

We substitute in (21):
\[
C_{10} + \varepsilon C_{12} \tau \sum_{j=1}^{k} \| \nabla \Theta_{j} \|_{L_{2}}^{2} + C_{12} \frac{\tau}{\varepsilon} \sum_{j=1}^{k} \| \beta(u_{j-1}) \|_{L_{2}}^{2} + C_{12} \frac{\tau}{\delta \varepsilon} \sum_{j=1}^{k} \| u_{j} - u_{j-1} \|_{L_{2}}^{2}
\]
\[
\geq (1 - \alpha) \sum_{j=1}^{k} \| u_{j} - u_{j-1} \|_{L_{2},\mu_{j}}^{2} + C_{1} \| \beta(u_{k}) \|_{L_{2}}^{2} + C_{2} + \tau \sum_{j=1}^{k} \| \nabla \Theta_{j} \|_{L_{2}}^{2}.
\]

The norms $L_{2}$ and $L_{2,\mu_{j}}$ are equivalent, therefore
\[
\left[ (1 - \alpha) - C_{13} \frac{\tau}{\varepsilon} \right] \sum_{j=1}^{k} \| u_{j} - u_{j-1} \|_{L_{2,\mu_{j}}}^{2} + (1 - \varepsilon C_{12}) \tau \sum_{j=1}^{k} \| \nabla \Theta_{j} \|_{L_{2}}^{2} + C_{1} \| \beta(u_{k}) \|_{L_{2}}^{2}
\]
\[
\leq C_{14} + C_{12} \frac{\tau}{\varepsilon} \sum_{j=1}^{k} \| \beta(u_{j-1}) \|_{L_{2}}^{2}.
\]
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For sufficiently small $\varepsilon$ and $\tau_0$ we have

$$(1 - \alpha) - C_{13} \frac{\tau_0}{\varepsilon} > 0, \quad 1 - \varepsilon C_{12} > 0,$$

and by applying the Gronwall Lemma we prove the assertion of Lemma for $\tau < \tau_0$.

\[\square\]

**Lemma 4.** There exists a constant $C$ independent of $m$ such that for $j = 1, 2, \ldots, m$

$$\|\Theta_j\|_{L^2} \leq C.$$

**Proof.** The assertion follows from (23) and Lemma 3. \[\square\]

**Lemma 5.** There exists $C$ independent of $m$ such that

$$\|u^m - \bar{u}^m\|_{L^2(I,L^2)} \leq \frac{C}{\sqrt{m}}, \quad \|\bar{u}^m(\cdot + \tau) - \bar{u}^m\|_{L^2(I,L^2)} \leq \frac{C}{\sqrt{m}},$$

$$\|\Theta^m - \beta(\bar{u}^m)\|_{L^2(I,L^2)} \leq \frac{C}{\sqrt{m}}, \quad \|\Theta^m - \Theta^m\|_{L^2(I,L^2)} \leq \frac{C}{\sqrt{m}}.$$

**Proof.** Lemma 3 yields

$$\|u^m - \bar{u}^m\|_{L^2(I,L^2)}^2 = \sum_{j=1}^{k} \int_{t_{j-1}}^{t_j} \int_{\Omega} (u_{j-1} + \frac{t - t_{j-1}}{\tau}(u_j - u_{j-1}) - u_j)^2 \, dx \, dt$$

$$= \frac{\tau}{3} \sum_{j=1}^{k} \|u_j - u_{j-1}\|_{L^2}^2 \leq \frac{CT}{3m},$$

$$\|\bar{u}^m(\cdot + \tau) - \bar{u}^m\|_{L^2(I,L^2)}^2 = \sum_{j=1}^{k} \int_{t_{j-1}}^{t_j} \int_{\Omega} (u_{j+1} - u_j)^2 \, dx \, dt \leq \frac{CT}{m},$$

because of $\tau = \tau_m = \frac{T}{m}$. 45
With the use of (8), (22) we find
\[\|\Theta^m - \beta^m\|_{L^2(I,L^2)} = \sum_{j=1}^{k} \int_{t_{j-1}}^{t_j} \int_{\Omega} \left(\Theta_j - (\Theta_{j+1} - \frac{1}{\mu_j} (u_{j+1} - u_j))\right)^2 \, dx \, dt\]
\[\leq \tau \sum_{j=1}^{k} \left\| \frac{1}{\mu_j} (u_{j+1} - u_j) \right\|_{L^2}^2 + \tau \sum_{j=1}^{k} \left\| \Theta_{j+1} - \Theta_j \right\|_{L^2}^2\]
\[\leq \frac{C_T}{\delta^2 m} + \tau \sum_{j=1}^{k} \left( \frac{1}{\delta^2} \left( \|u_{j+1} - u_j\|_{L^2}^2 + \|u_j - u_{j-1}\|_{L^2}^2 \right) + L_\beta^2 \|u_j - u_{j-1}\|_{L^2}^2 \right) \leq \frac{C_1}{m},\]
\[\|\Theta^m - \Theta^m\|_{L^2(I,L^2)} = \sum_{j=1}^{k} \int_{t_{j-1}}^{t_j} \int_{\Omega} \left(\Theta_j - (\Theta_{j+1} + \frac{t - t_{j-1}}{\tau} (\Theta_j - \Theta_{j-1}))\right)^2 \, dx \, dt\]
\[= \frac{\tau}{3} \sum_{j=1}^{k} \left\| \Theta_j - \Theta_{j-1} \right\|_{L^2}^2\]
\[\leq \frac{\tau}{3} \sum_{j=1}^{k} \left( \frac{1}{\delta^2} \left( \|u_j - u_{j-1}\|_{L^2}^2 + \|u_{j-1} - u_{j-2}\|_{L^2}^2 \right) + L_\beta^2 \|u_{j-1} - u_{j-2}\|_{L^2}^2 \right) \leq \frac{C_2}{m},\]
and the proof is complete. \[\square\]

**Lemma 7.** There exists \(C\) independent on \(m\) such that
\[\|\partial_t u^m\|_{L^2(I,V^*)} \leq C.\]

**Proof.** According to (7) and with respect to (H\(_2\)), (H\(_3\)) and (18) we have
\[\sup_{\|w\| \leq 1} \left| (\partial_t u^m, w) \right| \leq \sup_{\|w\| \leq 1} |(\nabla \Theta^m, \nabla w)| + \sup_{\|w\| \leq 1} \left| (d(\Theta^m_{\tau})(F_0(\Theta^m_{\tau}) - \Theta^m_{\tau}, w)_{\partial \Omega} \right| + \left| (h(x,t,\Theta^m_{\tau}^1, \Theta^m_{\tau}^2)[F^1(\Theta^m_{\tau}^1) - F^2(\Theta^m_{\tau}^2)], w^1 - w^2)_{\Gamma} \right| \]
\[\leq C_1 + C_2 \|\Theta^m\|_{L^2}^2 + C_3 \|\nabla \Theta^m\|_{L^2}^2,\]
where \(\Theta^m(x,t-\tau) = \Theta^m_{\tau}(x,t)\). Then the assertion of Lemma follows from Lemma 3 and Lemma 4. \[\square\]

**Lemma 8.** There exists \(C\) independent of \(m\) such that for \(0 < z < z_0\) the inequality
\[\int_0^{T-z} \|\Theta^m(t + z) - \Theta^m(t)\|_{L^2}^2 \, dt \leq \frac{C}{\sqrt{m}} + Cz\]
holds.
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Proof.

\[ \int_0^{T-z} \left\| \Theta^m(t + z) - \Theta^m(t) \right\|_{L^2}^2 \, dt \]

\[ = \int_0^{T-z} \left\| (\beta (\bar{\pi}^m(t + z)) - \beta (\pi^m(t + z)) - \beta (\bar{\pi}^m(t - \tau)) - \beta (\pi^m(t - \tau))) \right\|_{L^2}^2 \, dt \]

\[ \leq \int_0^{T-z} \left\| \beta (\bar{\pi}^m(t + z)) - \beta (\pi^m(t)) \right\|_{L^2}^2 \, dt \]

\[ + \frac{1}{\delta^2} \int_0^{T-z} \left\| \pi^m(t + z) - \bar{\pi}^m(t + z) - \pi^m(t) + \bar{\pi}^m(t) \right\|_{L^2}^2 \, dt. \]

The second term can be estimated by \( \frac{C}{m} \) and the first with respect to the Lipschitz continuity of \( \beta \) can be estimated by

\[ \int_0^{T-z} \left\| \beta (\bar{\pi}^m(t + z)) - \beta (\pi^m(t)) \right\|_{L^2}^2 \, dt \]

\[ \leq L_\beta \int_0^{T-z} \int_\Omega (\beta (\bar{\pi}^m(t + z)) - \beta (\pi^m(t)))(\pi^m(t + z) - \bar{\pi}^m(t)) \, dx \, dt \]

\[ \leq L_\beta \int_0^{T-z} \int_\Omega \left( (\Theta^m(t + z) - \Theta^m(t - \tau))(\pi^m(t + z) - \bar{\pi}^m(t)) + \frac{1}{\pi^m(t + z + \tau)}(\pi^m(t + z + \tau) - \pi^m(t + z)) \right) \right) \, dx \, dt, \]

where we have used (22) and the triangle inequality. From Lemma 4, 5 and 6 we have

\[ L_\beta \int_0^{T-z} \int_\Omega (\Theta^m(t + z - \tau) - \Theta^m(t - \tau))(\pi^m(t + z) - \pi^m(t)) \, dx \, dt \]

\[ = L_\beta \int_0^{T-z} \int_\Omega (\Theta^m(t + z - \tau) - \Theta^m(t - \tau))(\pi^m(t + z) - u^m(t + z)) \]

\[ + \int_t^{t+z} \partial_t u^m \, ds + u^m(t) - \bar{u}^m(t) \right) \, dx \, dt \]

\[ \leq L_\beta \int_0^{T-z} \left( \left\| \Theta^m(t + z - \tau) \right\|_V + \left\| \Theta^m(t - \tau) \right\|_V \right)(\left\| \pi^m(t + z) - u^m(t + z) \right\|_{L^2} + \int_t^{t+z} \left\| \partial_t u^m(s) \right\|_V \, ds + \left\| u^m(t) - \bar{u}^m(t) \right\|_{L^2} \, dt \right) \]
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\[ L_\beta \int_0^{T-z-\tau} 2C_1 \left( \frac{C_2}{\sqrt{m}} + \int_0^z \| \partial_t u^m(t + \xi) \|_{V^*} d\xi + \frac{C_2}{\sqrt{m}} \right) dt \]
\[ \leq L_\beta \left( 2C_1 \int_0^z \| \partial_t u^m \|_{L_2(I,V^*)} d\xi + 4\frac{C_1C_2}{\sqrt{m}} T \right) \leq C_3z + \frac{C_4}{\sqrt{m}}. \]

Similarly
\[
L_\beta \int_0^{T-z-\tau} \int_{\Omega} \left( \frac{1}{\bar{\mu}^m(t + z + \tau)} \left( \bar{\pi}^m(t + z + \tau) - \bar{\pi}^m(t + z) \right) \right) \left( \| \pi^m(t + z) - \pi^m(t) \|_{L_2(I,V^*)} \right) dx \, dt \leq L_\beta \cdot 2\frac{C_5}{\delta \sqrt{m}} 2C_6 \leq \frac{C_7}{\sqrt{m}}.
\]

because of \( \| \bar{\pi}^m \|_{L_2} \leq C_6 \). That means
\[
\int_0^{T-z} \| \Theta^m(t + z) - \Theta^m(t) \|_{L_2} dt \leq \frac{C}{m} + C_3z + \frac{C_4}{\sqrt{m}} + \frac{C_7}{\sqrt{m}},
\]
and the proof is complete. \( \square \)

**Theorem 2.** There exists \( u \in L_2(I,L_2) \) with \( \beta(u) \in L_2(I,V) \) such that \( u^{m_k} \rightarrow u \) in \( L_2(I,L_2) \), \( \partial_t u^{m_k} \rightarrow \partial_t u \) in \( L_2(I,V^*) \), \( \Theta^{m_k} \rightarrow \beta(u) \) in \( L_2(I,V) \) and \( \beta(u^{m_k}) \rightarrow \beta(u) \), \( \Theta^{m_k} \rightarrow \beta(u) \) in \( L_2(I,L_2) \), \( \{m_k\} \) is a suitable subsequence of \( \{m\} \).

**Proof.** Let \( \bar{\Omega}^* \subset \Omega \) and \( x+y \in \Omega \) \( \forall x \in \bar{\Omega}^* \). The sequence \( \{\Theta^m\}_{m=1}^\infty \) is bounded in \( L_2(I,V) \), therefore
\[
\int_{\bar{\Omega}^*} (\Theta^m(t, x + y) - \Theta^m(t, x))^2 \, dx \leq |y| \int_{\Omega} (\nabla \Theta^m(t, x))^2 \, dx \leq C|y|.
\]

Let \( |y| < \delta \), \( 0 < z < z_0 \). Applying Lemma 7 we obtain
\[
\int_0^{T-z_0} \int_{\bar{\Omega}^*} (\Theta^m(t + z, x + y) - \Theta^m(t, x))^2 \, dx \, dt \leq \int_0^{T-z_0} \int_{\bar{\Omega}^*} (\Theta^m(t + z, x + y) - \Theta^m(t, x + y))^2 \, dx \, dt \\
+ \int_0^{T-z_0} \int_{\bar{\Omega}^*} (\Theta^m(t, x + y) - \Theta^m(t, x))^2 \, dx \, dt \leq \frac{C}{\sqrt{m}} + Cz + C|y|.
\]
\( \Theta_m^{\infty} \) in \( L_2(I, L_2) \) is compact because of Lemma 7 and Kolmogorov’s criterion. There exists a suitable subsequence \( \{ \Theta_m^k \}_{k=0}^{\infty} \) which converges to \( \vartheta \) in \( L_2(I, L_2) \). Applying Lemma 5 we find that \( \{ \Theta_m^k \}, \{ \beta(u^m_k) \} \) tend to \( \vartheta \) in \( L_2(I, L_2) \). Because of \( \| \bar{u}^m_k \|_{L_2(I, L_2)} \leq C \), a suitable subsequence \( \{ \bar{u}^m_k \} \) (also denoted by \( \{ \bar{u}^m_k \} \)) converges in the weak sense to \( u \) in \( L_2(I, L_2) \). \( \partial_t u^m_k \to \chi \) in \( L_2(I, V^*) \) because it is bounded in \( L_2(I, V^*) \). We let \( k \to \infty \) in the term

\[
\int_0^T (u^m_k(t), w) dt = \int_0^T \int_0^t (\partial_t u^m_k, w) ds dt = \int_0^T \int_0^t \langle \partial_t u^m_k, w \rangle ds dt,
\]

which implies \( \chi = \partial_t u \).

\( \beta(s) \) is monotone, therefore

\[
\int_0^T (\beta(\bar{u}^m_k) - \beta(w), \bar{u}^m_k - w) dt \geq 0, \quad \forall w \in L_2(I, L_2).
\]

Passing \( k \to \infty \) we find

\[
\int_0^T (\vartheta - \beta(w), u - w) dt \geq 0, \quad \forall w \in L_2(I, L_2).
\]

Setting \( w = u \pm \varepsilon z, \ v \in L_\infty(\Omega_2 \times I) \times L_2(\Omega_1 \times I), \ v > 0 \) we arrive at

\[
\int_0^T (\vartheta - \beta(u - \varepsilon z), \varepsilon z) dt \leq 0, \quad \int_0^T (\vartheta - \beta(u + \varepsilon z), \varepsilon z) dt \geq 0.
\]

Passing \( \varepsilon \to 0 \) we find \( \vartheta = \beta(u) \).

Because of Lemma 3 and Lemma 4

\[
\| \Theta^m \|_{L_2(I, V)}^2 = \sum_{j=1}^m \int_{t_{j-1}}^{t_j} \left[ \int_\Omega \left( \Theta_j + \frac{t-t_{j-1}}{\tau}(\Theta_j - \Theta_{j-1}) \right)^2 dx + \int_\Omega \left( \nabla \Theta_j + \frac{t-t_{j-1}}{\tau}(\nabla \Theta_j - \nabla \Theta_{j-1}) \right)^2 dx \right] dt \\
\leq \sum_{j=1}^m \frac{4\tau}{3} \| \Theta_j \|_{L_2}^2 + \frac{\tau}{3} \| \Theta_{j-1} \|_{L_2}^2 + \frac{4\tau}{3} \| \nabla \Theta_j \|_{L_2}^2 + \frac{\tau}{3} \| \nabla \Theta_{j-1} \|_{L_2}^2 \\
\leq \frac{5}{3} C_1 m \tau + \frac{5}{3} C_2 = \frac{5}{3} (C_1 T + C_2),
\]

therefore \( \{ \Theta^m \} \) is bounded in \( L_2(I, V) \), and \( \{ \Theta_m^k \} \) converges in the weak sense to \( \beta(u) \) in \( L_2(I, V) \), because \( L_2(I, V) \subset L_2(I, L_2) \). □
Lemma 9. Let $u^{m_k} \to u$, then $\Theta^{m_k} \to \beta(u)$ in $L_2(I, V)$.

Proof. Rewrite (7) in the form

$$
\int_0^T \langle \partial_t u^{m_k}, w \rangle \, dt + \int_0^T (\nabla \Theta^{m_k}, \nabla w) \, dt + \int_0^T \left( d(\Theta^{m_k}) (F(\Theta^{m_k}) - \varphi^{m_k}), w \right)_{\partial \Omega} \, dt
$$

(24)

$$
+ \int_0^T \left( h(x, t, \Theta^{1,m_k}, \Theta^{2,m_k}) [F_0^1(\Theta^{1,m_k}) - F_0^2(\Theta^{2,m_k})], w^1 - w^2 \right)_{\Gamma} \, dt = 0,
$$

where $\varphi^{m_k} = \varphi(t_j)$, $t_{j-1} < t \leq t_j$, $j = 1, 2, \ldots, m_k$. Let $w = \Theta^{m_k} - \beta(u)$. Using

$$
\lim_{k \to \infty} \int_0^t \langle \partial_t u^{m_k}, \Theta^{m_k} \rangle \, dt \geq \int_\Omega \Phi(u(t)) \, dx - \int_\Omega \Phi(u_0) \, dx,
$$

$$
\int_0^t \langle \partial_t u, \beta(u) \rangle \, dt = \int_\Omega \Phi(u(t)) \, dx - \int_\Omega \Phi(u_0) \, dx,
$$

(see [5]) we find

$$
\lim_{k \to \infty} \int_0^T \langle \partial_t u^{m_k}, \Theta^{m_k} - \beta(u) \rangle \, dt \geq 0.
$$

The second term in (24) can be rewritten in the form

$$
\int_0^T \left( \nabla \Theta^{m_k}, \nabla \Theta^{m_k} - \nabla \beta(u) \right) \, dt = \int_0^T \| \nabla \Theta^{m_k} - \nabla \beta(u) \|^2_{L_2} \, dt
$$

$$
+ \int_0^T \left( \nabla \Theta^{m_k} - \nabla \beta(u), \nabla \beta(u) \right) \, dt.
$$

The sequence $\Theta^{m_k}$ converges to $\beta(u)$ in $L_2(I, L_2)$, is bounded in $L_2(I, V)$, and a suitable subsequence converges in the weak sense to $\beta(u)$ in $L_2(I, V)$. Therefore

$$
\int_0^T \left( \nabla \Theta^{m_k} - \nabla \beta(u), \nabla \beta(u) \right) \, dt \to 0
$$

for $k \to \infty$, and $\Theta^{1,m_k} \to \beta^1(u^1)$ in $L_2(I, L_2(\partial \Omega_1))$, $\Theta^{2,m_k} \to \beta^2(u^2)$ in $L_2(I, L_2(\partial \Omega_2))$ (see [5]), therefore

$$
\int_0^T \left( d(\Theta^{m_k}) (F(\Theta^{m_k}) - \varphi^{m_k}), \Theta^{m_k} - \beta(u) \right)_{\partial \Omega} \, dt \to 0.
$$

Similarly

$$
\int_0^T \left( h(x, t, \Theta^{1,m_k}, \Theta^{2,m_k}) [F_0^1(\Theta^{1,m_k}) - F_0^2(\Theta^{2,m_k})], \right.
$$

$$
\Theta^{1,m_k} - \beta^1(u^1) - \Theta^{2,m_k} + \beta^2(u^2) \right)_{\Gamma} \, dt \to 0.
$$
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Using (24) we find

\[ 0 \geq \int_0^T \| \nabla \Theta_{mk} - \nabla \beta(u) \|^2_{L^2} \, dt + o(1), \]

which implies \( \Theta_{mk} \to \beta(u) \) in \( L^2(I, V) \).

The main result of this section reads as follows:

**Theorem 3.** There exists a variational solution of problem (1)–(4) and subsequences \( \{ \Theta_{mk} \}_{k=0}^{\infty}, \{ u_{mk} \}_{k=0}^{\infty} \) such that \( u_{mk} \to u \) in \( L^2(I, L^2) \), \( \Theta_{mk} \to \Theta \equiv \beta(u) \) in \( L^2(I, V) \). The functions \( \Theta^m, u^m \) satisfy the conditions (8)–(9). If the variational solution of (1)–(4) is unique, the original sequences \( \{ \Theta_m \}, \{ u_m \} \) are convergent.

**Proof.** Theorem 2 and Lemma 9 imply

\[ \partial_t u_{mk} \rightharpoonup \partial_t u \text{ in } L^2(I, V^*), \quad \Theta_{mk} \to \beta(u) \text{ in } L^2(I, V). \]

For \( \tau \to 0 \) we have

\[ \int_0^t \| \Theta_{mk}^\tau - \beta(u_\tau) \|^2_{L^2} \, dt \to 0, \quad \int_0^t \| \nabla \Theta_{mk}^\tau - \nabla \beta(u_\tau) \|^2_{L^2} \, dt \to 0, \]

\[ \int_0^t \| \beta(u_\tau) - \beta(u) \|^2_{L^2} \, dt \to 0, \quad \int_0^t \| \nabla \beta(u_\tau) - \nabla \beta(u) \|^2_{L^2} \, dt \to 0, \]

and \( \Theta_{mk}^\tau \to \beta(u) \) almost everywhere in \( I \times \partial \Omega_1, I \times \partial \Omega_2 \). For more details see [4]. Therefore in (24) we can pass to \( k \to \infty \), which implies the assertion of Theorem 3. Let \( u \) be the unique solution of problem (1)–(4). Suppose that \( \{ \Theta^m \}_{m=0}^{\infty} \) has two convergent subsequences, which tend to different functions \( \Theta = \beta(u), \tilde{\Theta} = \beta(\tilde{u}) \). Then \( u, \tilde{u} \) are variational solutions of (1)–(4), which contradicts with the uniqueness of \( u \). Therefore the original sequence is convergent.

\[ \square \]

### 4. Full discretization scheme

In this section we consider the full discretization scheme. Let \( \{ V_\lambda, \lambda \in \Lambda \} \) be a sequence of finite dimensional subspaces of \( V \) satisfying

(H5) \( \forall \{ \lambda_n \}_{n=1}^{\infty} \) such that \( \lambda_n \to 0 \) for \( n \to \infty \) and for \( \forall v \in L^2(I, V) \exists \{ v^{\lambda_n} \}_{n=1}^{\infty} \in L^2(I, V_{\lambda_n}) \) such that \( v^{\lambda_n} \to v \) in \( L^2(I, V) \).

The corresponding full discretization scheme of (8)–(10) reads as follows:

\[ u_j = u_{j-1} + \mu_j (\Theta_j^\lambda - \beta(u_{j-1})), \]

51
\[
\begin{aligned}
(26) \quad & \left( \mu_j \frac{\Theta_j^\lambda - \beta(u_{j-1})}{\tau}, w \right) + (\nabla \Theta_j^\lambda, \nabla w) + (d(\Theta_j^\lambda)(F_0(\Theta_j^\lambda) - \varphi_j), w)_{\partial \Omega} \\
& + (h(x, t_j, \Theta_{j-1}^{1,\lambda}, \Theta_{j-1}^{2,\lambda})[F_1(\Theta_{j-1}^{1,\lambda}) - F^2(\Theta_{j-1}^{2,\lambda})], w^1 - w^2)_\Gamma = 0
\end{aligned}
\]

for \( \forall \ w \in V_\lambda, \ j = 1, 2, \ldots, m \), where the functions \( \mu_j = [\mu_j^1, \mu_j^2] \in L_\infty(\Omega_1) \times L_\infty(\Omega_2), \Theta_j^\lambda \in V_\lambda \), satisfy the convergence conditions

\[
|\beta(u_j) - \beta(u_{j-1})| \leq \alpha|\Theta^\lambda_j - \beta(u_{j-1})| + o\left(\frac{1}{m}\right),
\]

\[
0 < \delta \leq \mu_j^1 \leq K, \quad 0 < \delta \leq \mu_j^2 \leq K.
\]

Analogously to the previous section \( \mu_j, \Theta^\lambda_j \) will be obtained by iterations

\[
(29) \quad \mu_{j,0} = \min \left\{ K, \frac{1}{\beta_{m'}(u_{j-1})} \right\},
\]

\[
(30) \quad \left( \mu_{j,k-1} \frac{\Theta_{j,k}^\lambda - \beta(u_{j-1})}{\tau}, w \right) + (\nabla \Theta_{j,k}^\lambda, \nabla w) + (d(\Theta_{j-1}^\lambda)(F_0(\Theta_{j-1}^\lambda) - \varphi_j), w)_{\partial \Omega} \\
& + (h(x, t_j, \Theta_{j-1}^{1,\lambda}, \Theta_{j-1}^{2,\lambda})[F_1(\Theta_{j-1}^{1,\lambda}) - F^2(\Theta_{j-1}^{2,\lambda})], w^1 - w^2)_\Gamma = 0 \ \forall w \in V_\lambda,
\]

\[
\mu_{j,k} = \min \left\{ \mu_{j,k-1}; \frac{\beta_{m}^{-1}(\beta_m(u_{j-1}) + \alpha(\Theta_{j,k}^\lambda - \beta(u_{j-1}))) - u_{j-1}}{\Theta^\lambda_{j,k} - \beta(u_{j-1})} \right\}.
\]

for \( k = 1, 2, 3, \ldots \).

Let \( \gamma = (\tau, \lambda), \tau = \frac{T}{m} \) We denote

\[
(32) \quad \Theta^\gamma(t) = \Theta_{j-1}^\lambda + \frac{t - t_{j-1}}{\tau}(\Theta_j^\lambda - \Theta_{j-1}^\lambda), \quad \Theta^\gamma(t) = \Theta_{j-1}^\lambda,
\]

\[
w^\gamma(t) = u_{j-1} + \frac{t - t_{j-1}}{\tau}(u_j - u_{j-1}), \quad w^\gamma(t) = u_{j-1}
\]

for \( t_{j-1} < t \leq t_j, \ j = 1, 2, \ldots, m \). The subsequence of \( \gamma, \gamma \to (0, 0) \), will be denoted by \( \{\gamma\} \).

Our main results of this section are

**Theorem 5.** The iteration process (29)–(31) converges for \( k \to \infty \), that means \( \mu_{j,k} \to \mu_j \) in \( L_p(\Omega_1) \times L_p(\Omega_2) \), \( p \in \mathbb{N}, \Theta_{j,k}^\lambda \to \Theta_j^\lambda \) in \( L_2(\Omega_1) \times L_2(\Omega_2) \), and \( \mu_j, \Theta_j^\lambda \) satisfies the conditions (26), (28).
Theorem 6. Let $\tau \to 0$, $\lambda \to 0$ and let the assumptions $(H_1)$–$(H_5)$ be satisfied. Then there exists $\{\gamma\}$ and a variational solution $u$ of (1)–(4) such that $u^\gamma \rightharpoonup u$ in $L_2(I,L_2)$, $\Theta^\gamma \rightharpoonup \beta(u)$ in $L_2(I,V)$. The functions $\Theta^\gamma$, $u^\gamma$ are defined in (32) and $\Theta^j_{j-1}$, $u^j_{j-1}$ satisfy (25)–(28). If the variational solution of (1)–(4) is unique, then the original sequences $\{\Theta^\gamma\}$, $\{u^\gamma\}$ are convergent.

The proofs of Theorems 5 and 6 are similar to those of Theorems 2 and 4.

5. NUMERICAL EXPERIMENTS

The scheme introduced above was tested by solving numerically the example

\begin{equation}
\frac{\partial u}{\partial t} = \Delta \beta(u),
\end{equation}

\begin{align}
-\frac{\partial \beta(u)}{\partial \nu} \bigg|_{x=a} &= q_4(y,t), & -\frac{\partial \beta(u)}{\partial \nu} \bigg|_{x=b} &= q_2(y,t), \\
-\frac{\partial \beta(u)}{\partial \nu} \bigg|_{y=c} &= q_1(y,t), & -\frac{\partial \beta(u)}{\partial \nu} \bigg|_{y=d} &= q_3(y,t),
\end{align}

\begin{equation}
u(x,y,0) = u_0(x,y),
\end{equation}

where $\Omega = (0,0.25) \times (0,0.5)$, $I = (0,0.4)$ and

$$\beta(s) = \begin{cases} s & s \leq 0 \\ 0 & 0 \leq s \leq 1 \\ 10s - 10 & 1 \leq s \end{cases}$$

with the exact solution

\begin{equation}
\tilde{u}(x,y,t) = \begin{cases} 2e^{0.1\Phi} - 1 & \Phi \geq 0 \\ e^{\Phi} - 1 & \Phi < 0 \end{cases}
\end{equation}

Here $\Phi = 0.1 - x - y + 2t = 0$ is the exact free boundary and $q_1$, $q_2$, $q_3$, $q_4$ are the derivatives of the exact solution.

The domain $\Omega$ was discretized by 1352 squares $0.01 \times 0.01$ and the time variable was gradually discretized with the steps $\tau = 0.1$, 0.02, 0.01, 0.004, 0.001, 0.0004, 0.0001.

We set $e(x,y,t) = |u(x,y,t) - \tilde{u}(x,y,t)|$. Figure 1 shows the results obtained with $\tau = 0.001$ at the time $t = 0.1$. The values of $e$ are greater only in the neighbourhood of the free boundary.
The scheme (8)–(13) (Scheme 1) was also compared with the linear approximation schemes introduced in [4] (Scheme 2) and in [7] (Scheme 3). We set

\[(37) \quad E = \int_0^T \int_a^b \int_c^d (u(x, y, t) - \bar{u}(x, y, t))^2 \, dy \, dx \, dt.\]

Table 1 shows the results provided by various schemes for various values of $\tau$. The value of $E$, obtained by Scheme 1, monotonically decreases with decreasing $\tau$. The results of Scheme 2 are for greater $\tau$ very good, but with smaller $\tau$ the error grows. The results of Scheme 3 are not so good as those of Scheme 1 and Scheme 2.

The average numbers of iterations, which are made in every time step, are also of interest. Scheme 3 needs only 1 iteration for computation at one time layer, Scheme 2 needs 4 iterations. Scheme 1 needs more iterations, therefore this scheme demands more time for computation.

\[
\begin{array}{|c|c|c|c|c|c|}
\hline
\tau & E & \text{iter.} & E & \text{iter.} & E & \text{iter.} \\
\hline
0.1 & 5.64e-03 & 11 & 2.77e-03 & 4 & 5.28e-03 & 1 \\
0.02 & 3.12e-03 & 17 & 1.13e-03 & 4 & 3.75e-03 & 1 \\
0.01 & 1.81e-03 & 22 & 1.08e-03 & 4 & 3.02e-03 & 1 \\
0.004 & 8.63e-04 & 18 & 2.73e-04 & 4 & 2.06e-03 & 1 \\
0.001 & 2.79e-04 & 18 & 2.38e-04 & 4 & 1.07e-03 & 1 \\
0.0004 & 1.00e-04 & 19 & 3.99e-04 & 4 & 6.62e-04 & 1 \\
0.0001 & 8.83e-05 & 19 & 5.77e-04 & 4 & 3.10e-04 & 1 \\
\hline
\end{array}
\]

Table 1

Figure 1
When solving the Stefan problem, the problem of determining the free boundary is very important. In Figure 2 we show the results of determining the free boundary with use of Scheme 1 (Figure 2.a), Scheme 2 (Figure 2.b) and Scheme 3 (Figure 2.c) at time $t = 0.1$ computed with $\tau = 0.01$. The boundary is determined as the set of $[x, y]$ that satisfy the inequality $0 \leq u(x, y, t) \leq 1$, therefore the boundary is not a single line but a zone. The best results are produced by Scheme 2, because the zone of the free boundary is thin, but for a greater time (for example $t = 0.3$) the determined zone does not include the exact free boundary. The zone produced by Scheme 3 is wide, so the approximation of the exact free boundary is not excellent. The zone produced by Scheme 1 is not so wide as in Scheme 3, the exact free boundary is well approximated also for a greater time.

6. The temperature of steel in the process of continuous casting

The scheme (8)–(13) was used to determine the temperature of steel in the process of continuous casting. We used the slab in the form of a rectangle $0.207\text{m} \times 1.666\text{m}$ and the mold $0.271\text{m} \times 1.730\text{m}$. The contact between the mold and the slab was imperfect due to the presence of an air slot and was described by the condition (3). The speed of motion of the slab in the mold was constant, therefore we replaced the $z$-axis of the mold by the time-axis. The temperature was computed in 85 time layers with use of 14625 finite elements of rectangular form. The results at the time
when the slab leaves the mold, are shown in Figure 3.

Figure 3
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