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PERMUTATION TESTS FOR MULTIPLE CHANGES

MARIE HUŠKOVÁ AND ALEŠ SLABÝ

Approximations to the critical values for tests for multiple changes in location models are obtained through permutation tests principle. Theoretical results say that the approximations based on the limit distribution and the permutation distribution of the test statistics behave in the same way in the limit. However, the results of simulation study show that the permutation tests behave considerably better than the corresponding tests based on the asymptotic critical value.

1. INTRODUCTION

Consider the model for multiple changes in the location model:

\[ X_i = \sum_{j=0}^{q} \mu_j I\{m_j < i \leq m_{j+1}\} + e_i, \quad i = 1, \ldots, n \quad (1.1) \]

where \(0 = m_0 < m_1 \leq \ldots \leq m_{q+1} = n\) and \(\mu_0, \ldots, \mu_q\), are unknown parameters fulfilling \(\mu_j \neq \mu_{j+1}, j = 0, \ldots, q - 1; q\) can be known or unknown. The observations \(X_1, \ldots, X_n\) are obtained in some time ordered points \(t_1 < \cdots < t_n\). The error terms \(e_1, \ldots, e_n\) are assumed to follow the assumption:

\[ Ee_i = 0, \quad 0 < \text{var} e_i < \infty, \quad E|e_i|^{2+\Delta} < \infty \text{ with some } \Delta > 0. \quad (1.2) \]

In this context, the values \(m_1, \ldots, m_q\) are change points and the respective differences \(\mu_{j+1} - \mu_j, j = 0, \ldots, q - 1\), are magnitudes of the changes.

We are testing the null hypothesis

\[ H_0 : m_1 = \ldots = m_q = n \quad (1.3) \]

against the alternative that at least one change has occurred:

\[ H_1 : m_1 \leq \ldots \leq m_q, \text{ where at least one inequality is strict}, \quad (1.4) \]
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where \( q \) can be or need not be specified.

There is a number of tests available for this testing problem, for information see, e.g., Csörgő and Horváth [5] and Horváth and Kokoszka [10]. One of the main problems is to find reasonable approximations to the critical values. Typically, approximations based on limit behavior of the test statistics under the null hypothesis are used. However, the convergence to the limit distributions of the test statistics for the change point problem is rather slow and therefore these approximations are reasonable only for very large sample sizes and, usually, the resulting tests are conservative otherwise. Csörgő and Horváth [5], among others, pointed out this fact and proposed an improvement. This is based on asymptotic arguments combined with a proper trimming.

In the present paper we focus on the test statistics generated by a kernel function \( K \). Their limit behavior under the null hypothesis will be derived. Particular attention will be paid to the related permutation tests. An approximation to the critical values through the bootstrap method will be also discussed.

We assume that the kernel \( K \) satisfies either assumptions (K.1) and (K.2) or (K.1) and (K.3):

(K.1) \( K \) is a non-negative symmetric function such that

\[
K(t) = 0, \quad t \notin [-1, 1], \quad \int_{-1}^{1} K(t) dt > 0.
\]

(K.2) The second derivative \( K^{(2)} \) exists and is Lipschitz of order \( \beta \geq \frac{1}{2} \) on \( (0, 1) \), one-sided second order derivatives exist at 0 and 1 and \( K(0) + K(1) > 0 \).

(K.3) The second derivative \( K^{(2)} \) exists and is Lipschitz of order 1 on \( (0, 1) \), one-sided second order derivatives exist at 0 and 1 and \( K(0) + K(1) = 0 \).

Notice that the set of assumptions (K.1) and (K.2) covers the situation where at least one of \( K(0) \) and \( K(1) \) are nonzero while the set (K.1) and (K.3) corresponds to the case when \( K(0) = K(1) = 0 \). Inside of the interval \( (0,1) \) and \( (-1,0) \) the kernels are assumed to be smoothed. Both sets of assumptions imply that \( K \) is bounded and therefore \( \int_{-1}^{1} K(u) du < \infty \).

The test procedure also depends on \( G \) which is related to the bandwidth in the area of nonparametric regression. We assume that \( G = G(n) \) satisfies, as \( n \to \infty \),

\[
\frac{G}{n} \log(n/G) \to 0, \quad \frac{G}{n^{2/(2+\Delta)}} \to \infty
\]

which means that \( G \) tends to infinity together with \( n \) but not too fast.

We consider the test statistic

\[
T_{n}(G) = \max_{G < k < n - G} \frac{1}{\sqrt{2 \sum_{i=1}^{G} K^{2}(i/G)}} \frac{1}{\sigma_{n}} \times
\]

\[
\times \left| \sum_{i=k-G+1}^{k} X_{i} K\left(\frac{k-i+1}{G}\right) - \sum_{i=k+1}^{k+G} X_{i} K\left(\frac{k-i}{G}\right) \right|
\]
where

$$\sigma_n^2 = \frac{1}{n} \sum_{i=1}^{n} (X_i - \bar{X}_n)^2,$$  \hspace{1cm} (1.7)

which is an estimator of \( \text{var} e_i \) defined in (1.2).

Motivation for this test statistic comes from the area of nonparametric regression estimation. Notice that

$$N_n^-(k/G) = \frac{1}{G} \sum_{i=k-G+1}^{k} X_i \ K\left(\frac{k-i+1}{G}\right)$$  \hspace{1cm} (1.8)

and

$$N_n^+(k/G) = \frac{1}{G} \sum_{i=k+1}^{k+G} X_i \ K\left(\frac{k-i}{G}\right)$$  \hspace{1cm} (1.9)

are kernel type estimators of the expectation \( E \ X_k \) based on the observations \( X_{k-G+1}, \ldots, X_k \) (i.e., \( G \) observations till time point \( t_k \)) and \( X_{k+1}, \ldots, X_{k+G} \) (i.e., \( G \) observations after time point \( t_k \)), respectively. Then \( T_n(G) \) can be expressed as

$$T_n(G) = \max_{G<k<n-G} \frac{G}{\sqrt{2 \sum_{i=1}^{G} K^2(i/G)}} \frac{1}{\sigma_n} \left| N_n^-(k/G) - N_n^+(k/G) \right|.$$  \hspace{1cm} (1.10)

Clearly, large values of \( T_n(G) \) indicate that at least one change has occurred. Possible approximation to the critical value follows from Theorem 2.1 below where the limit distribution of \( T_n(G) \) under \( H_0 \) is stated. The test based on \( T_n(G) \) is sensitive w.r.t. to a wide spectrum of alternatives. Moreover, the differences \( N_n^+(k/G) - N_n^-(k/G), k = G+1, \ldots, n-G \), can be helpful to identify the change points \( m_j \).

The limit behavior of \( T_n(G) \) under the null hypothesis \( H_0 \) is studied, the consistency of the tests based on \( T_n(G) \) is proved and various modifications of this test statistic are discussed in Section 2. The permutation tests related to \( T_n(G) \) are developed and investigated in Section 3. Section 4 contains results of a simulation study.

2. LIMIT PROPERTIES OF \( T_n(G) \)

Here we derive the limit behavior of \( T_n(G) \) under the null hypothesis (no change), prove the consistency of the related test and discuss possible modifications and extensions. The main assertion of this section states:

**Theorem 2.1.** (no change) Let \( X_1, \ldots, X_n \) be i.i.d. random variables with nonzero variance and \( E |X_i|^{2+\Delta} < \infty \) with some \( \Delta > 0 \). Let (1.5) be satisfied.

(i) If the kernel \( K \) satisfies (K.1), (K.2) then, as \( n \to \infty \),

$$P \left( \sqrt{2 \log(n/G)} \ T_n(G) \leq y + 2 \log(n/G) + \frac{1}{2} \log \log(n/G) \ight.$$  
$$+ \log \frac{2K^2(0) + K^2(1)}{2 \int_0^1 K^2(t) dt} - \frac{1}{2} \log(\pi) \right) \to \exp\{-2\exp\{-y\}\}, \quad y \in \mathbb{R}^1,$$
where $T_n(G)$ is defined in (1.6).

(ii) If the kernel $K$ satisfies (K.1), (K.3) then, as $n \to \infty$,

$$P \left( \sqrt{2 \log(n/G)} T_n(G) \leq y + 2 \log(n/G) + \frac{1}{2} \log \left( \int_0^1 (K'(t))^2 \, dt \right) - \log(\pi) \right) \to \exp\{-2 \exp\{-y\}\}, \quad y \in R^1.$$

Proof. The proof is divided into three steps. In the first one we show that it is sufficient to study the the limit behavior of $T_n(G)$ for $X_i$ being i.i.d. with $N(0, 1)$ distribution. Then we prove that properly standardized $N_n^-(k/G) = N_n^+(k/G)$, $k = 1, \ldots, n$, defined by (1.8) through (1.9), converge to a Gaussian process and, finally, applying the results on the extremes of Gaussian processes we get the desired results.

Without loss of generality we may assume that $X_i$ have zero mean and unit variance.

Denoting

$$M_n(j) = \sum_{i=1}^j \sum_{i=1}^j X_i, \quad j = 1, \ldots, n,$$

we find that

$$\sum_{i=k+1}^{k+G} X_i K \left( \frac{k-i}{G} \right) = (M_n(k+G) - M_n(k))K(0)$$

and a similar expression for $\sum_{i=k-G+1}^{k} X_i K \left( \frac{k-i+1}{G} \right)$ can be derived via the partial sums $M_n(k)$. By arguments of Einmahl [7] there are Wiener processes $\{W_n(t), 0 \leq t \leq \infty\}$, $n = 1, \ldots$, such that, as $n \to \infty$,

$$\max_{1 \leq k \leq n} k^{1/(2+\Delta)} |M_n(k) - W_n(k)| = O_P(1)$$

that immediately implies

$$\max_{G < k \leq n - G} \max_{0 \leq i \leq G} \left( |M_n(k+G) - M_n(k+i)| - |W_n(k+G) - W_n(k+i)| \right) = O_P\left(G^{1/(2+\Delta)}\right).$$

By Theorem 1.2.1 of Csörgő and Révész [4] we have

$$\sup_{0 \leq t \leq n-G} \sup_{0 \leq s \leq G} |W_n(t+s) - W_n(t)| = O_P\left((G \log(n/G))^{1/2}\right) + O_P\left((G \log \log n)^{1/2}\right).$$
Then by the assumptions the kernel $K$ has finite variation and then combining (2.1) through (2.5) we observe that

$$T_n(G) = O_p\left(\sqrt{\log(n/G)}\right)$$

and moreover, that it suffices to derive the limit distribution of $T_n(G)$ for the case $X_1, \ldots, X_n$ being i.i.d. with $N(0,1)$ distribution.

Hence it remains to derive the limit behavior of

$$\max_{G < k < n-G} |L_n(k)|$$

where

$$L_n(k) = \frac{1}{\sqrt{2 \sum_{i=1}^{G} K^2(i/G)}} \times$$

$$\times \left( \sum_{i=k-G+1}^{k} X_{Ni} K \left( \frac{k-i+1}{G} \right) - \sum_{i=k+1}^{k+G} X_{Ni} K \left( \frac{k-i}{G} \right) \right)$$

with $X_{N1}, \ldots, X_{Nn}$ being i.i.d. with $N(0,1)$. Notice that $L_n(k), k = G, \ldots, n - G$, is a stationary $2G$-dependent sequence of random variables with distribution with zero mean, unit variance and covariances for $G \leq k_1 < k_2 \leq n - G, k_2 - k_1 \leq G$

$$\text{cov}\{L_n(k_1), L_n(k_2)\} = \frac{1}{2 \sum_{i=1}^{G} K^2(i/G)} \left( \sum_{i=k_2-G+1}^{k_1} K \left( \frac{k_2-i+1}{G} \right) K \left( \frac{k_1-i+1}{G} \right) \right)$$

$$+ \sum_{i=k_2+1}^{k_1+G} K \left( \frac{k_1-i}{G} \right) K \left( \frac{k_2-i}{G} \right) - \sum_{i=k_1+1}^{k_2} K \left( \frac{k_1-i}{G} \right) K \left( \frac{k_2-i+1}{G} \right) \right).$$

Define the process

$$Y_n(t) = L_n([Gt]), \quad 1 \leq t \leq n/G - 1.$$  

Using standard arguments one can show that

$$\{Y_n(t), 1 \leq t \leq n/G - 1\} \rightarrow \{Y(t), 1 \leq t < \infty \}$$

where

$$Y(t) = \left( \int_{t}^{t+1} K(y-t) \, dW(y) - \int_{t-1}^{t} K(y-t) \, dW(y) \right) \frac{1}{\sqrt{2 \int_{0}^{1} K^2(u) \, du}}, \quad t \geq 1,$$

with $\{W(t), 0 \leq t < \infty \}$ being a Wiener process. The process $\{Y(t); 1 \leq t < \infty \}$ is a stationary Gaussian process with unit variance and the autocorrelation function $\rho(v) = \text{cov}(Y(t + v), Y(t))$. It has the property

$$\rho(v) = 0, \quad v > 2,$$
and for $1 > v > 0$

$$
\rho(v) = 1 + \left( \int_{v}^{1-v} K(z)(K(z + v) - K(z - v) - 2K(z)) \, dz \right.
+ \int_{0}^{v} K(z)(K(z + v) - K(z - v) - 2K(z)) \, dz
+ \left. \int_{1-v}^{1} K(z)(K(z - v) - 2K(z)) \, dz \right) \left( 2 \int_{0}^{1} K^2(z) \, dz \right)^{-1}.
$$

To finish the proof we have to check the behavior of the covariance for $v \to 0$. The limit depends on the assumptions on the kernel $K$. Under the assumptions (K.1), (K.2) we receive that for $v \to 0^+$

$$
\rho(v) = 1 - v \frac{2K^2(0) + K^2(1)}{2 \int_{0}^{1} K^2(z) \, dz} + o(v)
$$

and under assumptions (K.1), (K.3) we obtain that for $v \to 0^+$

$$
\rho(v) = 1 - v^2 \frac{\int_{0}^{1} (K'(z))^2 \, dz}{2 \int_{0}^{1} K^2(z) \, dz} + o(v^2).
$$

Then applying Theorem 12.3.5 in Leadbetter et al [13] we receive the desired assertions.

**Remark 2.1.** Going through the paper by Einmahl [7] we find that (2.3) holds true even for triangular array, i.e., (2.3) remains true if in the definition of $M_n(k/G)$ (see (2.1)) $X_1, \ldots, X_n$ are replaced by $X_{1n}, \ldots, X_{nn}$ that are i.i.d. with zero mean, unit variance and $E|X_{1n}|^{2+\Delta} \leq D_2 > 0$, $n \geq n_0$, where $D_2 > 0$ does not depend on $n$.

**Remark 2.2.** Notice that $T_n(G)$ will not change if $X_i$ is replaced by the residual $X_i - \bar{X}_n$, $i = 1, \ldots, n$, where $\bar{X}_n = \sum_{i=1}^{n} X_i/n$. So that $T_n(G)$ can be rewritten as a functional of these residuals. Then one can develop corresponding $M$- and $R$-test statistics. They are obtained from $T_n(G)$ just replacing the residual $X_i - \bar{X}_n$ and the estimator $\sigma_n^2$ by their $M$- or $R$-counterparts. It can be shown that under the null hypothesis and under some assumptions on scores and score function they have the same limit behavior as $T_n(G)$.

**Remark 2.3.** The critical region of the test (1.3) versus (1.4) based on $T_n(G)$ on the level $\alpha$ has the form

$$
T_n(G) > z_{1-\alpha,n}(G)
$$

where $z_{1-\alpha,n}(G)$ is the $100(1 - \alpha)$% quantile of the distribution of $T_n(G)$ under $H_0$. Theorem 2.1 provides an approximation to $z_{1-\alpha,n}(G)$ and implies that

$$
z_{1-\alpha,n}(G) = 2 \sqrt{\log \frac{n}{G}} (1 + o(1)).
$$
Next, we study the limit behavior of $T_n(G)$ under alternatives. Namely, we assume that in the model (1.1) with $\mu_0, \ldots, \mu_q$, $\mu_i \neq \mu_{i+1}$ and $q$ are fixed (not dependent on $n$ and that $m_i$, $i = 0, \ldots, q$ increase together with $n$, namely,

$$m_i/n \to \kappa_i, \quad i = 0, \ldots, q + 1, \quad 0 = \kappa_0 < \kappa_1 < \cdots < \kappa_{q+1} = 1.$$  \hfill (2.9)

**Theorem 2.2** Let $X_1, \ldots, X_n$ follow the model (1.1) with $\mu_0, \ldots, \mu_q$, $\mu_i \neq \mu_{i+1}$ and $q$ fixed. Let (1.5) and (2.9) be satisfied. Then the test with the critical region (2.7) is consistent.

**Proof.** Standard tools give

$$T_n(G) = \max_{i=0, \ldots, q-1} \frac{|\mu_{i+1} - \mu_i|}{\sqrt{\sigma^2 + \sum_{i=0}^{q}(\mu_i - \mu)^2(\kappa_{i+1} - \kappa_i)}} \sqrt{G} \int_0^1 K(u) \, du$$  \hfill (2.10)

$$+ O_P(\sqrt{\log(n/G)})$$

where $\mu = \sum_{i=0}^q \mu_i(\kappa_{i+1} - \kappa_i)$. This together with (2.9) and the assumption (1.5) implies the consistency.  \hfill \Box

**Remark 2.4.** Studying the limit behavior of the test based on $T_n(G)$ under various alternatives we find that it is sensitive w.r.t. a wide spectrum of alternatives (multiple abrupt changes, gradual changes).

**Remark 2.5.** The statistics $N^{-}_n(k/G) - N^+_n(k/G)$, $k = G, \ldots, n - G$ can be used to estimate the change points $m_1, \ldots, m_q$, for details see Grabowsky et al [9].

Next, we study the $R$-type (rank based) version of the test statistics of $T_n(G)$. It will appear to be extremely useful when studying the permutation tests in Section 3.

The rank based version of $T_n(G)$ is defined as

$$T_{n,Q}(G) = \max_{G < k < n-G} \frac{1}{\sqrt{2 \sum_{i=1}^{G} K^2(i/G)}} \times$$  \hfill (2.11)

$$\times \left| \sum_{i=k-G+1}^{k} a_n(Q_i)K\left(\frac{k-i+1}{G}\right) - \sum_{i=k+1}^{k+G} a_n(Q_i)K\left(\frac{k-i}{G}\right) \right|$$

where $Q_1, \ldots, Q_n$ are the ranks of $X_1, \ldots, X_n$; $a_n(1), \ldots, a_n(n)$ are scores and

$$\tau_n^2 = \frac{1}{n-1} \sum_{i=1}^{n} (a_n(i) - \bar{a}_n)^2, \quad \bar{a}_n = \frac{1}{n} \sum_{i=1}^{n} a_n(i).$$  \hfill (2.12)
Theorem 2.3. Let $X_1, \ldots, X_n$ be i.i.d. random variables with continuous distribution function. Let the scores $a_n(1), \ldots, a_n(n)$ have the properties

$$\tau_n^2 \geq D_1, \quad n \geq n_0$$

and

$$\frac{1}{n} \sum_{i=1}^{n} |a_n(i) - \bar{a}_n|^{2+\Delta_1} \leq D_2, \quad n \geq n_0$$

with some positive $D_1, D_2, n_0$ and $\Delta_1$. Then the assertion of Theorem 2.1 remains true if $T_n(G)$ is replaced by $T_{n,Q}(G)$.

Proof. To prove the assertion it is sufficient to show that $T_{n,Q}(G)$ is close to $T_n(G)$ with $X_i$ replaced by suitable random variables $Z_i$ that are i.i.d. and are fulfilling the assumptions of Theorem 2.1.

Notice that the ranks $Q_1, \ldots, Q_n$ can be viewed as the ranks corresponding to the random sample $U_1, \ldots, U_n$ from uniform distribution on $(0,1)$, where $U_i = F(X_i), i = 1, \ldots, n$ and $F$ is the distribution of $X_i$ under the null hypothesis. We introduce the simple linear rank statistics

$$S_k = \sum_{i=1}^{k} (a_n(Q_i) - \bar{a}_n), \quad k = 1, \ldots, n, \quad (2.15)$$

and the accompanying partial sums of i.i.d. random variables

$$Z_k = \sum_{i=1}^{k} (a_n(1 + \lfloor nU_i \rfloor) - \bar{a}_n), \quad k = 1, \ldots, n. \quad (2.16)$$

Direct calculation gives

$$ES_k = EZ_k = 0, \quad k = 1, \ldots, n, \quad (2.17)$$

$$\text{var} S_k = \frac{n}{n - 1} \text{var} \left\{ Z_k - \frac{k}{n} Z_n \right\} = \frac{k(n-k)}{n} \tau_n^2, \quad k = 1, \ldots, n, \quad (2.18)$$

and

$$E|a_n(1 + \lfloor nU_i \rfloor) - \bar{a}_n|^{2+\Delta_1} \leq D_2. \quad (2.19)$$

Then the assumptions of Theorem 3 in Hušková [11] are satisfied and this theorem implies that, as $n \to \infty$,

$$\max_{G \leq k \leq n-G} \frac{1}{\sqrt{G}} \left| S_k - \left( Z_k - \frac{k}{n} Z_n \right) \right| = O_P(n^{-\nu}) \quad (2.20)$$
with some $v > 0$. Replacing $X_i$ by $(a_n(Q_i) - (a_n([U_i n] + 1) - Z_n/n))$ in (2.2) we get

$$
\sum_{i=k-G+1}^{k} \left( a_n(Q_i) - (a_n([U_i n] + 1) - Z_n/n) \right) K \left( \frac{k-i+1}{G} \right)
$$

$$
= \sum_{j=1}^{G} \left( (S_{k+G} - S_{k+j-1}) - (Z_{k+G} - Z_{k+j-1} - (G-j+1)Z_n/n) \right) \times
$$

$$
\times (K(-j/G) - K(-(j-1)/G))
$$

$$
+ ((S_{k+G} - S_k) - (Z_{k+G} - Z_k - GZ_n/n)) K(0).
$$

After few standard steps these relations together with (2.21) imply that, as $n \to \infty$,

$$
\max_{G < k \leq n-G} \frac{1}{\sqrt{G}} \left| \sum_{i=k-G+1}^{k} \left( a_n(Q_i) - (a_n([U_i n] + 1) - Z_n/n) \right) K \left( \frac{k-i+1}{G} \right) \right|
$$

$$
= o_P((\log(n/G))^{-1/2})
$$

(2.21)

and similarly, as $n \to \infty$,

$$
\max_{G < k \leq n-G} \frac{1}{\sqrt{G}} \left| \sum_{i=k+1}^{k+G} \left( a_n(Q_i) - (a_n([U_i n] + 1) - Z_n/n) \right) K \left( \frac{k-i}{G} \right) \right|
$$

(2.22)

The random variables $a_n([U_i n] + 1), i = 1, \ldots, n$ satisfy the assumptions of Theorem 2.1 and $Z_n/n$ cancels from the corresponding statistic $T_n(G)$, so that Theorem 2.1 holds true if $X_i$ is replaced by $a_n([U_i n] + 1) - Z_n/n$ for $i = 1, \ldots, n$. Then the assertion of our theorem can be concluded if Remark 2.1 is taken into account and (2.22) and (2.23) are applied.

The problem of the choice of the kernel $K$ and of the limit behavior under alternatives will be considered in a different paper.

3. PERMUTATION TESTS

Here we describe the permutation test related to the statistic $T_n(G)$ and study its limit performance.

Elements of theory of permutation tests together with relevant references can be found in the books by Lehmann [12] and by Good [6] among others. Rather general remarks on the permutation tests in change point analysis can be found in Romano [14]. Antoch and Hušková [3] investigated permutation tests for at most one change in location model.
The permutation distribution of \( T_n(G) \) can be described as the conditional distribution, given \( X_1, \ldots, X_n \), of

\[
T_n(R, G) = \max_{G \leq k \leq n-G} \frac{1}{\sqrt{2 \sum_{i=1}^{G} K^2(i/G)}} \frac{1}{\sigma_n} \sum_{i=k-G+1}^{k} X_{R_i} K\left(\frac{k-i+1}{G}\right) - \sum_{i=k+1}^{k+G} X_{R_i} K\left(\frac{k-i}{G}\right),
\]

where \( R = (R_1, \ldots, R_n) \) is random permutation of \((1, \ldots, n)\) independent of \( X_1, \ldots, X_n \). This permutation distribution \( F_n(x; X) \) can be expressed as

\[
F_n(x; X) = \frac{1}{n!} \#\{r \in \mathcal{R}_n; T_n(r, G) \leq x\}, \quad x \in R^1,
\]

where \( \mathcal{R}_n \) is the set of all permutations of \((1, \ldots, n)\) and \#\( A \) denotes the cardinality of a set \( A \). Denoting by \( x_{1-\alpha,n}(G, X) \) the corresponding \( 100(1 - \alpha)\% \) quantile the critical region of the permutation test based on \( T_n(G) \) with the level \( \alpha \) has the form

\[
T_n(G) \geq x_{1-\alpha,n}(G, X).
\]

Computational aspects of the critical values \( x_{1-\alpha,n}(G, X) \) are discussed in Appendix.

Next, we derive the limit distribution of the permutation distribution \( F_n(x; X) \) which is the main result of the paper.

**Theorem 3.1.** Let the observations \( X_1, \ldots, X_n \) follow the model (1.1). Let the assumptions (1.2), (1.5) be satisfied, let \( q \leq D_3 \)

\[
|\mu_j| \leq D_4 > 0, \quad j = 0, \ldots, q,
\]

with some \( D_3 > 0 \) and \( D_4 > 0 \) be satisfied. Let (1.5) be satisfied.

(i) If the kernel \( K \) satisfies (K.1), (K.2) then, as \( n \to \infty \),

\[
P\left( \sqrt{2 \log(n/G)} T_n(R, G) \leq y + 2 \log(n/G) + \frac{1}{2} \log \log(n/G)
\right.

\[
+ \log \left( \frac{2K^2(0) + K^2(1)}{2 \int_0^1 K^2(t) \, dt} \right) - \frac{1}{2} \log(\pi) \bigg| X_1, \ldots, X_n \bigg)
\]

\[
\to \exp\{-2 \exp\{-y\}\}, \quad [P]-\text{a.s.,}
\]

where \( P(A|X_1, \ldots, X_n) \) denotes the conditional probability of an event \( A \) given \( X_1, \ldots, X_n \) and \([P]-\text{a.s.} \) denotes probability measure generated by random variables \( X_i \)'s.

(ii) If the kernel \( K \) satisfies (K.1), (K.3) then, as \( n \to \infty \),

\[
P\left( \sqrt{2 \log(n/G)} T_n(R, G) \leq y + 2 \log(n/G) + \frac{1}{2} \log \left( \frac{\int_0^1 (K'(t))^2 \, dt}{4 \int_0^1 K^2(t) \, dt} \right)
\right.

\[
- \log(\pi) \bigg| X_1, \ldots, X_n \bigg) \to \exp\{-2 \exp\{-y\}\}, \quad [P]-\text{a.s.}
\]
Proof. We apply Theorem 2.3 with \( a_n(i) = X_i, \ i = 1 \ldots, n \). Hence the proof of our theorem reduces to the verification of the assumptions of Theorem 2.2.

Clearly,

\[
\frac{1}{n} \sum_{i=1}^{n} (X_i - \bar{X}_n)^2 = \frac{1}{n} \sum_{i=1}^{n} (e_i - \bar{e}_n)^2 + 2 \frac{1}{n} \sum_{j=0}^{q} (\mu_j - \bar{\mu}_n) \sum_{i=m_{j+1}}^{m_j} e_i \\
+ \frac{1}{n} \sum_{j=0}^{q} (\mu_j - \bar{\mu}_n)^2 (m_{j+1} - m_j),
\]

where

\[
\bar{\mu}_n = \frac{1}{n} \sum_{j=0}^{q} \mu_j.
\]

Classical strong law of large numbers and few standard steps imply that

\[
\liminf_{n \to \infty} \frac{1}{n} \sum_{i=1}^{n} (X_i - \bar{X}_n)^2 \geq \text{var} e_1 > 0, \ \ \ [P]-\text{a.s.}
\]

Further, by the Minkowski inequality

\[
\left( \frac{1}{n} \sum_{i=1}^{n} |X_i - \bar{X}_n|^{2+\Delta} \right)^{1/(2+\Delta)} \leq \left( \frac{1}{n} \sum_{i=1}^{n} |e_i - \bar{e}_n|^{2+\Delta} \right)^{1/(2+\Delta)} \\
+ \left( \frac{1}{n} \sum_{j=0}^{q} |\mu_j - \bar{\mu}_n|^{2+\Delta} (m_{j+1} - m_j) \right)^{1/(2+\Delta)}
\]

which together with the strong law of large numbers and the assumptions implies

\[
\limsup_{n \to \infty} \left( \frac{1}{n} \sum_{i=1}^{n} |X_i - \bar{X}_n|^{2+\Delta} \right)^{1/(2+\Delta)} \\
\leq 2 \left( (E |e_1|^{2+\Delta})^{1/(2+\Delta)} + D_4^{1/(1+\Delta)} \right), \ \ [P]-\text{a.s.}
\]

Hence the assumptions of Theorem 2.3 are satisfied and our theorem follows. \( \square \)

Remark 3.1. Notice that the assumptions of Theorem 3.1 covers both the null hypothesis and alternatives. Moreover, the limit permutation distribution is the same in both cases and does not depend on the original observations \( X_1, \ldots, X_n \). This means that the critical value for the permutation test provides an approximation to the critical value to the test based on \( T_n(G) \).

Under the null hypothesis the permutation principle provides the exact critical values, otherwise it does reasonable approximation. The resulting tests are consistent for a large variety of alternatives. The behavior of the power function will be treated in a separate paper.
4. SIMULATIONS

To investigate behaviour of $T_n(R, G)$ under various alternatives and kernel choices we carried out a comprehensive simulation study. Also, the study illustrates how far the limit critical values can depart from the exact ones.

We simulated values of $T_n(R, G)$ for $G = \sqrt{n}$ and the following six types of kernels.

(i) $K_1(x) = 1$
(ii) $K_2(x) = 1 - |x|$
(iii) $K_3(x) = 1 - x^2$
(iv) $K_4(x) = |x|(1 - |x|)$
(v) $K_5(x) = |x|
(vi) $K_6(x) = x^2$.

The kernel $K_4$ satisfies condition (K.3) while the rest satisfy condition (K.2). Specifically, $K(0) > 0$ and $K(1) = 0$ hold for kernels $K_2, K_3$ while $K(0) = 0$ and $K(1) > 0$ hold for kernels $K_5, K_6$. Finally, values $K(0)$ and $K(1)$ are both positive for kernel $K_1$. The choice of $K_1$ relates to the classical moving sum statistic, which has been widely studied in literature. More information about these kernels can be found in the Appendix.

All the six statistics above were studied under six different change-point hypotheses introduced below.

$H_0$: $q = 0$ (no change)

$H_1$: $q = 1, m_1 = n/2, \mu_1 - \mu_0 = 1$

$H_2$: $q = 1, m_1 = n/2, \mu_1 - \mu_0 = 2$

$H_3$: $q = 2, m_1 = n/3, m_2 = 2n/3, \mu_1 - \mu_0 = 1, \mu_2 - \mu_1 = 1$

$H_4$: $q = 2, m_1 = n/3, m_2 = 2n/3, \mu_1 - \mu_0 = 1, \mu_2 - \mu_1 = -1$

$H_5$: $q = 2, m_1 = n/3, m_2 = 2n/3, \mu_1 - \mu_0 = 1, \mu_2 - \mu_1 = -2$.

We used samples from the following three standardized error distributions: normal, Laplace, $t_4$. It implies 18 different underlying probability model setups. The sample sizes were chosen as $n = 100, 200$. All that resulted in 36 combinations studied for each kernel (i) through (vi).

For each combination of change-point hypothesis, error distribution and sample size we proceeded as follows:

1. Observations $X_1, \ldots, X_n$ following model (1.1) with the (fixed) combination parameters are generated.

2. A random permutation $r = (r_1, \ldots, r_n)$ of $(1, \ldots, n)$ is generated.
(3) $T_n(R, G)$ with $R = r$ is calculated and stored for each kernel (i) through (vi).

(4) The steps (2) through (3) are repeated 10,000 times.

(5) Sample quantiles corresponding to those 10,000 simulated values of $T_n(R, G)$ are computed for each kernel (i) through (vi).

The results for $n = 100$ are summarized in Table 2. Table 1 contains asymptotic quantiles corresponding to Theorem 3.1.

As the case of $n = 200$ basically incites the same conclusions as the ones discussed below the corresponding tables for $n = 200$ are omitted. If we compare Table 1 and Table 2 it is evident that asymptotic critical values are conservative in contrast with the permutation procedure. The differences given by Table 1 and Table 2 varies between 0.4 and 1.3. The size of the differences increases with size $1 - \alpha$. Further, choices of kernel (ii) and (vi) lead to the largest differences while the choice of kernel (iv) lead to the smallest differences. These observations are independent of error distribution.

Recall that Theorem 3.1 shows the limit behaviour of $T_n(R, G)$ is independent of alternative. The results in Table 2 matches this fact though we can see slightly different sizes subject to error distribution. Anyway, the differences are much smaller in contrast with deviations from the corresponding asymptotic quantiles. It may be explained in the following way.

To derive limit behaviour of $T_n(R, G)$ an approximation by certain i.i.d. normally distributed variables is employed. Convergence of $T_n(R, G)$ based on these variables to some standardized Gaussian process is then used and the limit distribution is obtained via extreme value theory for Gaussian processes. The simulation results lead to a supposition that the convergence to those i.i.d. normally distributed variables is much faster than the convergence to the Gaussian process.

The higher sample quantiles (95%, 99%) are slightly larger for Laplace and $t_4$ errors than for normal errors. The relation between Laplace and $t_4$ distribution may depend on the alternative. For instance, under $H_0$ the sample quantiles are larger in case of Laplace distribution while under $H_3$ it is the other way around no matter what kernel or probability we choose. On the other hand there is no such clear relation under $H_4$.

Table 1. Asymptotic quantiles for different kernels $(n = 100)$.

<table>
<thead>
<tr>
<th>$1 - \alpha$</th>
<th>90%</th>
<th>95%</th>
<th>99%</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_1$</td>
<td>3.634</td>
<td>3.970</td>
<td>4.729</td>
</tr>
<tr>
<td>$K_2$</td>
<td>3.957</td>
<td>4.293</td>
<td>5.052</td>
</tr>
<tr>
<td>$K_3$</td>
<td>3.738</td>
<td>4.074</td>
<td>4.833</td>
</tr>
<tr>
<td>$K_4$</td>
<td>3.358</td>
<td>3.693</td>
<td>4.453</td>
</tr>
<tr>
<td>$K_5$</td>
<td>3.634</td>
<td>3.970</td>
<td>4.729</td>
</tr>
<tr>
<td>$K_6$</td>
<td>3.872</td>
<td>4.208</td>
<td>4.967</td>
</tr>
</tbody>
</table>
Table 2. Sample quantiles for different setups of the simulation (n = 100).

| errors | Normal | | | Laplace | | | | | t_4 | | |
|---|---|---|---|---|---|---|---|---|---|---|---|---|
| 1 - α | 90 % | 95 % | 99 % | | 90 % | 95 % | 99 % | | 90 % | 95 % | 99 % | |
| K1 | | | | | | | | | | | | |
| K2 | | | | | | | | | | | | |
| K3 | | | | | | | | | | | | |
| K4 | | | | | | | | | | | | |
| H1 | 2.935 | 3.147 | 3.565 | | 2.931 | 3.143 | 3.575 | | 2.931 | 3.157 | 3.635 | |
| H2 | 2.942 | 3.147 | 3.602 | | 2.949 | 3.177 | 3.640 | | 2.928 | 3.149 | 3.591 | |
| K5 | | | | | | | | | | | | |
| K6 | | | | | | | | | | | | |

Comparing the asymptotic quantiles (Table 1) and the sample quantiles (Table 2) with their counterparts in the paper Antoch and Hušková [3], where the problem of one change point is treated, we see very similar patterns, i.e. the empirical critical values are substantially smaller than the corresponding asymptotic ones and the
empirical critical values are not almost influenced by the amount of change, location of change point(s) and the underlying distribution.

**APPENDIX: COMPUTATIONAL PROCEDURES**

This section contains quantities which are subjective to particular choice of kernel $K$ and which we used for the purpose of the simulation. First introduce a useful notation.

\[
\begin{align*}
\theta(K) &= \begin{cases} 
\log \frac{2K^2(0) + K^2(1)}{2 \int_0^1 K^2(t) \, dt} - \frac{1}{2} \log(\pi) & \text{under (K.2),} \\
\frac{1}{2} \log \frac{\int_0^1 (K'(t))^2 \, dt}{4 \int_0^1 K^2(t) \, dt} - \log(\pi) & \text{under (K.3),}
\end{cases} \\
V(K) &= 2 \sum_{i=1}^{G} K^2(\frac{i}{G}), \\
M_k(K) &= \sum_{i=0}^{G-1} Y_{k+i} K(\frac{i}{G}) - \sum_{i=0}^{G-1} Y_{k+G+i} K(\frac{i+1}{G}), \quad k = 1, \ldots, n - 2G + 1
\end{align*}
\]

where, in the simulation, $Y_k = X_{R_k}$. Then

\[
T_n(G) = \sigma_n^{-1} V(K)^{-1/2} \max_{1 \leq k \leq n-2G+1} |M_k(K)|.
\]

We introduce computational procedures for $M_k(K)$ optimized subject to computational time for particular choices of $K$. They are generally based on summing differences and their speed increase merely with $n$ independently of $G$. Typically, it involves at most $bn$ arithmetic operations ($b$ varies according to $K$ up to 10 within our choices) whereas the speed of explicit formulae is $4G(n - 2G)$ arithmetic operations. This independence is the cause the procedures based on differences to be better than corresponding explicit formulae.

To be specific we consider

\[
\begin{align*}
D_0 &= M_1 \\
D_k &= M_{k+1} - M_k, \quad k = 1, \ldots, n - 2G,
\end{align*}
\]

which implies that

\[
M_k(K) = \sum_{i=0}^{k-1} D_i(K), \quad k = 1, \ldots, n - 2G + 1.
\]

In cases of quadratic-type kernels we have to difference twice. We typically end with a formula containing a simple moving sum. The moving sums can be easily obtained as differences of respective cumulative sums. The formulae below may seem rather complicated but when properly programmed they result in very fast procedures. The summary of formulae for particular kernels used in the simulation follows.
(i) $K(x) = 1$

$$\theta(K) = -\frac{1}{2} \log \frac{4\pi}{9}, \quad V(K) = 2G$$

$$M_k(K) = \sum_{i=0}^{G-1} Y_{k+i} - \sum_{i=0}^{G-1} Y_{k+G+i}$$

(ii) $K(x) = 1 - |x|$

$$\theta(K) = -\frac{1}{2} \log \frac{\pi}{9}, \quad V(K) = \frac{(G-1)(2G-1)}{3G}$$

$$GD_0(K) = \sum_{i=1}^{G-1} i Y_{i+1} - \sum_{i=1}^{G-1} (G - i) Y_{G+i}$$

$$GD_k(K) = (2G-1)Y_{k+G} - \sum_{i=1}^{2G-1} Y_{k+i}, \quad k = 1, \ldots, n - 2G$$

(iii) $K(x) = 1 - x^2$

$$\theta(K) = -\frac{1}{2} \log \frac{64\pi}{225}, \quad V(K) = \frac{(G-1)(16G^3 + G^2 + G + 1)}{15G^3}$$

$$G^2 D_0(K) = \sum_{i=1}^{G-1} (G^2 - (G - i)^2) Y_{i+1} - \sum_{i=1}^{G-1} (G^2 - i^2) Y_{i+G}$$

$$G^2 D_k(K) = (2G^2 - 1)Y_{k+G} + \sum_{i=0}^{k-1} A_i(K), \quad k = 1, \ldots, n - 2G$$

$$A_0(K) = -\left(\sum_{i=1}^{G-1} (2(G - i) + 1) Y_{i+1} + \sum_{i=1}^{G} (2i - 1) Y_{i+G}\right)$$

$$A_k(K) = (2G - 1)(Y_{k+2G} - Y_{k+1}) + 2\left(\sum_{i=2}^{G} Y_{k+i} - \sum_{i=G+1}^{2G-1} Y_{k+i}\right)$$

(iv) $K(x) = |x|(1 - |x|)$

$$\theta(K) = -\log \left(\frac{2}{\sqrt{5}} \pi\right), \quad V(K) = \frac{(G-1)(G+1)(G^2 + 1)}{15G^3}$$
\[ G^2 D_0(K) = \sum_{i=1}^{G-1} i (G - i)(Y_{i+1} - Y_{i+G}) \]
\[ G^2 D_k(K) = \sum_{i=0}^{k-1} A_i(K), \quad k = 1, \ldots, n - 2G \]
\[ A_0(K) = \sum_{i=1}^{G-1} (G - 2i + 1)(Y_{i+G} - Y_{i+1}) \]
\[ A_k(K) = (G - 1)(Y_{k+1} + Y_{k+G+1} - Y_{k+G} - Y_{k+2G}) + 2 \left( \sum_{i=1}^{G-1} Y_{k+G+i} - \sum_{i=1}^{G-1} Y_{k+1+i} \right) \]

(v) \( K(x) = |x| \)

\[ \theta(K) = -\frac{1}{2} \log \frac{4\pi}{9}, \quad V(K) = \frac{(G + 1)(2G + 1)}{3G} \]

\[ GD_0(K) = \sum_{i=0}^{G-1} (G - i)Y_{i+1} - \sum_{i=0}^{G-1} i Y_{i+G} \]
\[ GD_k(K) = Y_{k+G} - G(Y_k + Y_{k+2G}) + \sum_{i=1}^{2G-1} Y_{k+i}, \quad k = 1, \ldots, n - 2G \]

(vi) \( K(x) = x^2 \)

\[ \theta(K) = -\frac{1}{2} \log \frac{4\pi}{25}, \quad V(K) = \frac{(G + 1)(2G + 1)(3G^2 + 3G - 1)}{15G^3} \]

\[ G^2 D_0(K) = \sum_{i=0}^{G-1} (G - i)^2 Y_{i+1} - \sum_{i=1}^{G} i^2 Y_{i+G} \]
\[ G^2 D_k(K) = Y_{k+G} - G^2(Y_k + Y_{k+2G}) + \sum_{i=0}^{k-1} A_i(K), \quad k = 1, \ldots, n - 2G \]
\[ A_0(K), \quad A_k(K) \text{ as in case (iii).} \]
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