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ON THE OPTIMAL NUMBER OF CLASSES IN THE PEARSON GOODNESS-OF-FIT TESTS
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An asymptotic local power of Pearson chi-squared tests is considered, based on convex mixtures of the null densities with fixed alternative densities when the mixtures tend to the null densities for sample sizes $n \to \infty$. This local power is used to compare the tests with fixed partitions $\mathcal{P}$ of the observation space of small partition sizes $|\mathcal{P}|$ with the tests whose partitions $\mathcal{P} = \mathcal{P}_n$ depend on $n$ and the partition sizes $|\mathcal{P}_n|$ tend to infinity for $n \to \infty$. New conditions are presented under which it is asymptotically optimal to let $|\mathcal{P}|$ tend to infinity with $n$ or to keep it fixed, respectively. Similar conditions are presented under which the tests with fixed $|\mathcal{P}|$ and those with increasing $|\mathcal{P}_n|$ are asymptotically equivalent.
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1. INTRODUCTION

Let $X_1, \ldots, X_n$ be independent real valued random observations distributed by an unknown probability distribution $P$. The hypothesis that this distribution is a given $Q$ is frequently tested by the Pearson chi-squared test based on the statistic

$$T_n = n \chi^2(\hat{P}_n, Q \mid \mathcal{P}) = n \sum_{A \in \mathcal{P}} \frac{(\hat{P}_n(A) - Q(A))^2}{Q(A)}.$$  

(1.1)

Here $\hat{P}_n$ is the empirical distribution defined by means of the relative frequencies

$$\hat{P}_n(A) = \frac{\#\{X_i \in A\}}{n},$$  

(1.2)

$\mathcal{P}$ is a partition of the range of $X_i$'s into $|\mathcal{P}|$ intervals where $1 < |\mathcal{P}| < \infty$, and $\chi^2(\hat{P}_n, Q \mid \mathcal{P})$ is a special case of the $\chi^a$-divergence defined for arbitrary probability measures $\mu, \nu$ and $a \geq 1$ by the formula

$$\chi^a(\mu, \nu) = \left\{ \begin{array}{ll} E_\nu \left| \frac{d\mu}{d\nu} - 1 \right|^a & \text{if } \mu \ll \nu \\ \infty & \text{otherwise} \end{array} \right.$$  

(1.3)
in Vajda [15]. From this formula we obtain the $\chi^a$-divergences
\[ \chi^a(\mu, \nu) = \chi^a(P, Q) = \int \frac{|p - q|^a}{q^{a-1}} \, dx, \quad a \geq 1, \quad (1.4) \]
when $\mu = P$, $\nu = Q$ are absolutely continuous on the real line with densities $p$, $q$ and
\[ \chi^a(\mu, \nu) = \chi^a(P, Q|\mathcal{P}) = \sum_{A \in \mathcal{P}} \frac{|P(A) - Q(A)|^a}{Q(A)^{a-1}}, \quad a \geq 1, \quad (1.5) \]
when $\mu, \nu$ are restrictions of $P, Q$ on the algebra generated by an interval partition $\mathcal{P}$ of the real line. It is known that for every $a > 1$
\[ \chi^a(P, Q|\mathcal{P}) \leq \chi^a(P, Q) \quad (1.6) \]
and
\[ \chi^a(P, Q|\mathcal{P}) \to \chi^a(P, Q) \quad \text{if} \quad \max_{A \in \mathcal{P}} Q(A) \to 0 \quad (1.7) \]
(cf. Vajda [16] or Berlinet and Vajda [1]).

We see that the Pearson statistic (1.1) measures the fit between the observations and the hypothesis by the $\chi^2$-divergence of the empirical distribution $\hat{P}_n$ and the hypothetic distribution $Q$ observed on a partition $\mathcal{P}$. In applications of this test, the most sensitive point is the choice of the interval partition $\mathcal{P}$ because the difference between
\[ n \inf_{\mathcal{P}} \chi^2(\hat{P}_n, Q|\mathcal{P}) \quad \text{and} \quad n \sup_{\mathcal{P}} \chi^2(\hat{P}_n, Q|\mathcal{P}) \]
is usually infinite. The classical rules mentioned e.g. in the monograph of Greenwood and Nikulin [5] consider the $Q$-equiprobable partitions $\mathcal{P}$ and recommend $\mathcal{P} = \mathcal{P}_n$ depending on the sample size $n$ where the number of intervals $|\mathcal{P}_n|$ increases with $n \to \infty$ at a rate smaller than $\sqrt{n}$. For example, the rule of Mann and Wald [10] proposes $|\mathcal{P}_n| = n^{2/5}$. However, simulation studies demonstrated that for particular alternatives the powers of the tests with $Q$-uniform $\mathcal{P}$ and small fixed values of $|\mathcal{P}|$ may be much better than those of the tests with $Q$-uniform $\mathcal{P}$ and $|\mathcal{P}| = |\mathcal{P}_n|$ tending to infinity as $n \to \infty$.

This paradox was resolved by Kallenberg et al. [8] who assumed that the power of the test with $\mathcal{P} = \mathcal{P}_n$ at a fixed alternative $P$ is reflected by the asymptotic local power (ALP) of the same test at the local alternatives
\[ P_n = (1 - \varepsilon_n)Q + \varepsilon_nP \quad (1.8) \]
when $n \to \infty$ and $\varepsilon_n \downarrow 0$.

Notice that the observations $(X_1, \ldots, X_n)$ form under the alternatives (1.8) a triangular scheme which can be written as $(X_1^{(n)}, \ldots, X_n^{(n)})$. Kallenberg et al. [8] considered the situation where $P, Q$ are absolutely continuous with densities $p, q$ and the sequence $\rho_n = n\varepsilon_n^2$ is bounded away from 0 and $\infty$, i.e.
\[ 0 < \lim_{n \to \infty} \inf \rho_n \leq \lim_{n \to \infty} \sup \rho_n < \infty. \quad (1.9) \]
This means that $\varepsilon_n$ tends to zero with the rate $1/\sqrt{n}$ as $n \to \infty$. The main theoretic result stated that if the statistical model \{P,Q\} satisfies some regularity conditions then the solution of the problem of asymptotically optimal partitions for the Pearson test depends on the values of the $\chi^a$-divergence $\chi^a(P,Q)$ for $a$ from a neighborhood of $a = 4/3$. Namely, if $\chi^a(P,Q) < \infty$ for some $a > 4/3$ then the above introduced ALP is highest for a fixed $P$ with small $|P|$, while if $\chi^a(P,Q) = \infty$ for some $a < 4/3$ then the ALP is highest for $P = P_n$ with $|P_n| \to \infty$ for $n \to \infty$.

This paper completes and extends the results of Kallenberg et al. [8]. It differs mainly in the following three aspects.

(I) It proves a similar characterization of the asymptotic optimality of partitions, but with the $\chi^a$-divergence (1.4) replaced by the moment generating function

$$M_a(P,Q) = \int \frac{p^a}{q^{a-1}} \, dx = E_Q (\exp\{aY\}), \quad a \geq 1 \quad (1.10)$$

of the log-likelihood ratio $Y = \ln(p/q)$. The corresponding results are in Theorems 3.1 and 3.3 of Section 3. The advantage of this new characterization is that the moment generating functions $M_a(P,Q)$ are more familiar than the divergences $\chi^a(P,Q)$. Moreover (see e.g. pp. 42–43 in Liese and Vajda [9]), the values of $M_a(P,Q)$ can be explicitly evaluated for all statistical models \{P,Q\} from general exponential families. This cannot be said about the values of $\chi^a(P,Q)$ for $a \neq 2$. For example, the normal distributions $P, Q$ with means $\mu_1 \neq \mu_2$ and variance $\sigma^2$ lead to the simple moment generating function

$$M_a(P,Q) = \exp \left\{ a(a-1) \frac{(\mu_1 - \mu_2)^2}{2\sigma^2} \right\}, \quad a \in \mathbb{R}$$

while the divergence $\chi^a(P,Q)$ has no closed form for $1 \leq a < 2$ or any $a$ different from the even integers $2, 4, 6, \ldots$.

(II) The paper presents detailed versions of the proofs sketched in Kallenberg et al. [8]. In particular, the application of the general theorem of Morris [14] in the problem under consideration represents a nontrivial step.

(III) It extends the results of Kallenberg et al. [8] to the situations where the alternatives $P$ are emphasized less or more than in (1.9) in the sense that

$$\lim_{n \to \infty} \rho_n = 0 \quad \text{or} \quad \lim_{n \to \infty} \rho_n = \infty$$

respectively. Application of the theorem of Morris [14] in these extremal situations is more delicate than under (1.9).

Note that instead of (1.9) we in fact suppose

$$\lim_{n \to \infty} \rho_n = \rho \in (0, \infty). \quad (1.11)$$

The analysis is under (1.11) simpler and the results obtained in this case automatically extend to the case (1.9). This means that Theorems 3.1 and 3.3 consider the
asymptotic domination of the Pearson statistics $T_n(P)$ over $T_n(P_n)$ (cf. (1.1)) and vice versa under both (1.11) and (1.9) and, moreover, they extend these relations also to the situations where $\lim_n \rho_n = \rho \in \{0, \infty\}$. But this paper introduces also the asymptotic equivalence of the statistics $T_n(P)$ and $T_n(P_n)$ and formulates Theorem 3.2 about this equivalence when $\rho = \infty$ and $\rho = 0$.

We think that the additional attention paid to the results of Kallenberg et al. [8] is meaningful because these results were not marginalized by the more recent research in this area (see e.g. in Inglot and Janic–Wróblewska [7] and references therein).

Let us add a technical remark that the proofs of all auxiliary results of this paper (called Propositions) are deferred to the Appendix. Let us also note that the end of Section 3 mentions extensions of some of the above discussed results to some non-Pearson statistics $T_n(P)$ and $T_n(P_n)$ considered e.g. by Drost et al. [2], Menéndez et al. [13] or Mayoral et al. [11]). Section 4 discusses practical statistical consequences of the results considered in the present paper. It also provides arguments in favour of the partitions $\mathcal{P}$ which in the class with fixed $|\mathcal{P}|$ maximize the $\chi^2$-divergence $\chi^2(P, Q|\mathcal{P})$.

2. BASIC CONCEPTS AND AUXILIARY RESULTS

We consider two different probability measures $P$ and $Q$ on the Borel-measurable space $(\mathcal{X}, \mathcal{B})$ where $\mathcal{X} \subseteq \mathbb{R}$ is an interval. We assume that $P, Q$ are absolutely continuous w.r.t. the Lebesgue measure denoted by $\lambda$, with the densities

$$p = \frac{dP}{d\lambda} \quad \text{and} \quad q = \frac{dQ}{d\lambda}$$

and we suppose $q = q(x) > 0$ everywhere on $\mathcal{X}$. Therefore we have $P \ll Q$ (absolute continuity).

By $\chi^2(P, Q)$ we denote the Pearson divergence of $P$ and $Q$,

$$\chi^2(P, Q) = \int \frac{(p - q)^2}{q} \, d\lambda \in [0, \infty]$$

and by $\mathcal{P}$ we denote finite partitions of $\mathcal{X}$ into $|\mathcal{P}|$ intervals.

Definition 2.1. A partition $\mathcal{P}$ is said $(P, Q)$-regular if it is $Q$-uniform and the restrictions $P^\mathcal{P}$, $Q^\mathcal{P}$ of $P, Q$ on the algebra $\mathcal{A}(\mathcal{P}) \subset \mathcal{B}$ generated by $\mathcal{P}$ do not coincide, i.e. if

$$Q(A) = \frac{1}{|\mathcal{P}|} \quad \text{and} \quad \chi^2(P, Q|\mathcal{P}) \triangleq \sum_{A \in \mathcal{P}} \frac{(P(A) - Q(A))^2}{Q(A)} > 0.$$  \hspace{1cm} (2.2)

where $\chi^2(P, Q|\mathcal{P})$ is the Pearson divergence restricted to $\mathcal{P}$.

If $P^\mathcal{P}$, $Q^\mathcal{P}$ and $\chi^\mathcal{P}$ are restrictions of $P, Q$ and $\lambda$ on the $\sigma$algebra $\mathcal{A}(\mathcal{P}) \subset \mathcal{B}$ generated by $\mathcal{P}$ then $P^\mathcal{P} \ll \chi^\mathcal{P}$ and $\chi^2(P, Q|\mathcal{P})$ is the Pearson divergence of
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$P^P, Q^P$, i.e.,

$$\chi^2(P^P, Q^P) = \chi^2(P, Q|\mathcal{P}).$$

Notice also that the second condition in (2.2) implies $|\mathcal{P}| > 1$.

**Definition 2.2.** A sequence $\mathcal{P}_n$, $n = 1, 2, \ldots$, of partitions of $\mathcal{X}$ into $|\mathcal{P}_n|$ intervals is $(P, Q)$-regular if each partition $\mathcal{P}_n$ is $(P, Q)$-regular and $|\mathcal{P}_n|$ increases to $\infty$, i.e.

$$\lim_{n \to \infty} |\mathcal{P}_n| = \infty, \tag{2.3}$$

but not too fast in the sense that

$$|\mathcal{P}_n| = O(\sqrt{n}) \quad \text{as} \quad n \to \infty. \tag{2.4}$$

By Theorem 30.B of Halmos [6], the assumed absolute continuity $P \ll Q$ implies that $Q(A_n) \to 0$ only if $P(A_n) \to 0$. Hence (2.3) implies for regular sequences of partitions $\mathcal{P}_n$

$$\max_{A \in \mathcal{P}_n} P(A) \to 0 \tag{2.5}$$

and, consequently,

$$\sum_{A \in \mathcal{P}_n} (P(A) + Q(A))^2 \leq 2 \left( \max_{A \in \mathcal{P}_n} P(A) + \frac{1}{|\mathcal{P}_n|} \right) \to 0.$$

From here and from (2.2) with $\mathcal{P}$ replaced by $\mathcal{P}_n$ we get

$$\chi^2(P, Q|\mathcal{P}_n) = |\mathcal{P}_n| \sum_{A \in \mathcal{P}_n} (P(A) + Q(A))^2 = o(|\mathcal{P}_n|) \tag{2.6}$$

as $n \to \infty$. Moreover, for regular sequences of partitions $\mathcal{P}_n$

$$\lim_{n \to \infty} \chi^2(P, Q|\mathcal{P}_n) = \chi^2(P, Q). \tag{2.7}$$

This follows from Theorem 2 in Vajda [16] when $\chi^2(P, Q) \in (0, \infty)$, or from Theorem 1 in Berlinet and Vajda [1] when $\chi^2(P, Q) = \infty$, respectively.

The distribution $Q$ represents a hypothesis tested against the local alternatives

$$P_n = (1 - \varepsilon_n) Q + \varepsilon_n P \tag{2.8}$$

on the basis of random observations $X^{(n)}_1, \ldots, X^{(n)}_n$ i.i.d. by $P_n$ for a given sequence

$$\varepsilon_n \in (0, 1) \text{ with } \lim_{n \to \infty} \varepsilon_n = 0. \tag{2.9}$$

In what follows we use the sequences

$$\rho_n = n\varepsilon_n^2 \tag{2.10}$$
and
\[ \mu_n = \frac{\rho_n \chi^2(P, Q | P_n)}{\sqrt{|P_n|}}. \]  

(2.11)

We restrict ourselves to sequences \( \varepsilon_n \) and \( \mathcal{P}_n \) such that
\[ \lim_{n \to \infty} \rho_n = \rho \quad \text{for some} \quad \rho \in [0, \infty] \]  

(2.12)

and
\[ \lim_{n \to \infty} \mu_n = \mu \quad \text{for some} \quad \mu \in [0, \infty]. \]  

(2.13)

The main attention we pay to the classical Pearson statistic
\[ T_n(\mathcal{P}) = n \chi^2(\mathcal{P}_n, Q | \mathcal{P}), \quad n = 1, 2, \ldots \]  

(2.14)

where
\[ \hat{P}_n = \frac{1}{n} \sum_{i=1}^{n} \delta_{X_i}^{(n)} \]  

(2.15)

is the empirical distribution on \((\mathcal{X}, \mathcal{B})\) with the mass uniformly distributed at the observation points and \( \mathcal{P} \) is a fixed nontrivial partition not depending on the sample size \( n = 1, 2, \ldots \). However, we are also interested in the alternative Pearson test statistics \( T_n(\mathcal{P}_n) \) defined by standard sequences of partitions \( \mathcal{P}_n \),
\[ T_n(\mathcal{P}_n) = n \chi^2(\hat{P}_n, Q | \mathcal{P}_n), \quad n = 1, 2, \ldots \]  

(2.16)

As mentioned above, we shall consider also the extensions of the statistics obtained by replacing the Pearson \( \chi^2 \)-divergence in (2.14), (2.16) by alternative divergence measures, see the end of Section 3.

In accordance with Kallenberg et al. [8], we believe that the preferences between the statistics \( T_n(\mathcal{P}) \) and \( T_n(\mathcal{P}_n) \) when these are used in testing of
\[ \mathcal{H} : Q \quad \text{against} \quad \mathcal{A}_n : \mathcal{P}_n \]  

(2.17)

eextrapolate in some sense also to the situation where these statistics are used to test
\[ \mathcal{H} : Q \quad \text{against} \quad \mathcal{A}_n : \mathcal{P} \]  

(2.18)

Preferences between the statistics \( T_n(\mathcal{P}) \) and \( T_n(\mathcal{P}_n) \) in the problem (2.17) are rigorously specified in the following definitions.

**Definition 2.3.** Let \( c_n(\alpha) \) or \( c_n^*(\alpha) \) be the asymptotically \( \alpha \)-size critical values of the statistic \( T_n(\mathcal{P}) \) or \( T_n(\mathcal{P}_n) \), respectively, i.e.
\[ \lim_{n \to \infty} \mathbb{P}(T_n(\mathcal{P}) > c_n(\alpha)) = \alpha, \quad \lim_{n \to \infty} \mathbb{P}(T_n(\mathcal{P}_n) > c_n^*(\alpha)) = \alpha, \quad \alpha \in (0,1), \]  

when \( \mathcal{P} = Q \). Then the asymptotic local test powers corresponding to these statistics are defined for every \( \alpha \in (0,1) \) as follows
\[ \pi(\alpha) = 1 - \lim \sup_{n \to \infty} \mathbb{P}(T_n(\mathcal{P}) < c_n(\alpha)) \]  

and
\[ \pi^*(\alpha) = 1 - \lim \sup_{n \to \infty} \mathbb{P}(T_n(\mathcal{P}_n) < c_n^*(\alpha)). \]
Definition 2.4. The statistic $T_n(P)$ is asymptotically better than $T_n(P_n)$ for the given sequence $\varepsilon_n$ (in symbols $T_n(P) \asymp_\varepsilon T_n(P_n)$) if $\pi(\alpha) > \pi^*(\alpha)$ for all $\alpha \in (0, 1)$. The reversed inequality defines the preference relation $T_n(P_n) \asymp_\varepsilon T_n(P)$. If $\pi(\alpha) = \pi^*(\alpha)$ for all $\alpha \in (0, 1)$ then we write $T_n(P) \asymp T_n(P_n)$ and say that the statistics $T_n(P)$ and $T_n(P_n)$ are asymptotically equivalent for a given sequence $\varepsilon_n$.

Convention. Unless otherwise explicitly stated, the convergences $\rightarrow$ and the asymptotic expressions $o(.)$ and $O(.)$ are considered for $n \rightarrow \infty$.

3. MAIN RESULTS

In this section we evaluate and compare the asymptotic local powers $\pi(\alpha)$ and $\pi^*(\alpha)$ of the Pearson statistics $T_n(P)$ and $T_n(P_n)$. The powers are evaluated using the limit laws presented in the following two propositions. Remind that there, as in the rest of the paper, the observations are assumed to form triangular schemes distributed by the probability laws (1.8) (see also (2.8)) satisfying (2.12) and (2.13).

In the first proposition $\Phi_k(x)$ stands for the distribution function of the $\chi^2$-distributed random variable with $k \geq 1$ degrees of freedom and $\Phi_k^{-1}(\alpha)$ denotes the corresponding $\alpha$-quantile. Further, by $\Phi_{k,m}(x)$ we denote the distribution function of the noncentral $\chi^2$ with $k \geq 1$ degrees of freedom and noncentrality $m \geq 0$. It holds $\Phi_{k,0}(x) = \Phi_k(x)$ and, more generally,

$$\Phi_{k,m}(x) = e^{-m} \sum_{i=0}^{\infty} \frac{m^i}{i!} \Phi_{k+2i}(x), \quad x \in (0, \infty), \quad m \geq 0. \quad (3.1)$$

Remind that the proofs of all propositions are deferred to the Appendix.

Proposition 3.1. Let $T_n(P)$ be the Pearson statistic for a $(P, Q)$-regular partition $P$. Then for every $x \in \mathbb{R}$

$$P(T_n(P) < x) \rightarrow \begin{cases} \Phi_{|P|-1, \rho \chi^2(P, Q)(P)}(x) & \text{if } \rho \in [0, \infty) \\ 0 & \text{if } \rho = \infty \end{cases} \quad (3.2)$$

where $\rho$ is given by (2.12).

By this proposition, $c(\alpha) = \Phi_{|P|-1}^{-1}(1 - \alpha)$ is the critical value of the statistic $T_n(P)$ for the asymptotic test size $\alpha \in (0, 1)$. This means that

$$1 - \lim_{n \rightarrow \infty} P(T_n(P) < \Phi_{|P|-1}^{-1}(1 - \alpha))$$

is the asymptotic power $\pi(\alpha)$. Hence (3.2) implies the following.
Corollary 3.1. The asymptotic local power of $T_n(P)$ is given for all $\alpha \in (0,1)$ by the formula

$$
\pi(\alpha) = \begin{cases} 
\alpha & \text{if } \rho = 0 \\
1 - \Phi(|P|^{-1,\rho}(P,Q)(\Phi^{-1}(1 - \alpha)) & \text{if } \rho \in (0,\infty) \\
1 & \text{if } \rho = \infty.
\end{cases}
$$

(3.3)

In what follows we denote by $\Phi(x)$ the standard normal distribution function and by $\Phi^{-1}(\alpha)$ the corresponding $\alpha$-quantile. We also consider the condition

$$
\varepsilon_n = O(1/\sqrt{|P_n|}).
$$

(3.4)

Notice that this condition imposes no restriction on $\varepsilon_n$ when $\rho \in [0,\infty)$ because in this case (3.4) is automatically fulfilled. Indeed, by (2.10) and (2.12), $\rho \in [0,\infty)$ implies

$$
\varepsilon_n = O(1/\sqrt{n})
$$

and by (2.4) this is stronger than (3.4). The condition (3.4) represents a restriction on $\varepsilon_n$ only when $\rho = \infty$.

Proposition 3.2. Let $T_n(P_n)$ be the Pearson statistic for a $(P,Q)$-regular sequence of partitions $P_n$ leading to a limit $\mu$ considered in (2.13). If (3.4) holds then for all $x \in \mathbb{R}$

$$
P \left( \frac{T_n(P_n) - |P_n|}{\sqrt{2|P_n|}} < x \right) \to \begin{cases} 
\Phi \left( x - \mu/\sqrt{2} \right) & \text{if } \mu \in [0,\infty) \\
0 & \text{if } \mu = \infty
\end{cases}
$$

(3.5)

unless $\rho = \mu = \infty$.

We see that under the assumptions of Proposition 3.2

$$
e_n^*(\alpha) = |P_n| + \sqrt{2|P_n|}\Phi^{-1}(1 - \alpha)
$$

(3.6)

are critical values of the statistic $T_n(P_n)$ for the asymptotic test sizes $\alpha \in (0,1)$. Thus

$$
1 - \lim_{n \to \infty} P \left( \frac{T_n(P_n) - |P_n|}{\sqrt{2|P_n|}} < \Phi^{-1}(1 - \alpha) \right) = \lim_{n \to \infty} P \left( \frac{T_n(P_n) - |P_n|}{\sqrt{2|P_n|}} < \Phi^{-1}(\alpha) \right)
$$

are the corresponding test powers $\pi(\alpha)$. The limit law (3.5) implies the following assertion.

Corollary 3.2. If the assumptions of Proposition 3.2 hold then the asymptotic local power of $T_n(P_n)$ is given for all $\alpha \in (0,1)$ by the formula

$$
\pi^*(\alpha) = \begin{cases} 
\alpha & \text{if } \mu = 0 \\
\Phi \left( \frac{\mu}{\sqrt{2}} + \Phi^{-1}(\alpha) \right) & \text{if } \mu \in (0,\infty) \\
1 & \text{if } \mu = \infty.
\end{cases}
$$

(3.7)
The table given below summarizes the preference relations which can be drawn directly from Corollaries 3.1 and 3.2. The preference in the row for $\rho \in (0, \infty)$ and $\mu = 0$ is drawn with the help of the inequalities $\Phi_{k,\rho}(x) < \Phi_k(x)$ which follow for every $\rho > 0$ and $x \in (0, \infty)$ from (3.1) and from the monotonicity of $\Phi_k(x)$ in the variable $k = 1, 2, \ldots$.

Table. Asymptotic preferences between the Pearson statistics for fixed nontrivial partitions $\mathcal{P}$ and $(P,Q)$-regular sequences of partitions $\mathcal{P}_n$ when the alternatives are specified by sequences $\epsilon_n$ satisfying (2.9), (2.12) and (2.13).

<table>
<thead>
<tr>
<th>Values of $\rho$</th>
<th>Values of $\mu$</th>
<th>Preferences</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\infty$</td>
<td>$[0, \infty)$</td>
<td>$T_n(\mathcal{P}) \overset{\epsilon_n}{\geq} T_n(\mathcal{P}_n)$</td>
</tr>
<tr>
<td>$(0, \infty)$</td>
<td>$0$</td>
<td>$T_n(\mathcal{P}) \overset{\epsilon_n}{\geq} T_n(\mathcal{P}_n)$ if for $k =</td>
</tr>
<tr>
<td></td>
<td>$(0, \infty)$</td>
<td>$T_n(\mathcal{P}) \overset{\epsilon_n}{\leq} T_n(\mathcal{P})$ if for $k =</td>
</tr>
<tr>
<td>$0$</td>
<td>$[0, \infty)$</td>
<td>$T_n(\mathcal{P}_n) \overset{\epsilon_n}{\leq} T_n(\mathcal{P})$</td>
</tr>
<tr>
<td></td>
<td>$0$</td>
<td>$T_n(\mathcal{P}_n) \overset{\epsilon_n}{\geq} T_n(\mathcal{P})$</td>
</tr>
</tbody>
</table>

In the rest of this section we find conditions on models $\{P,Q\}$ and sequences $\epsilon_n, \mathcal{P}_n$ under which the preference relations of the Table take place. A key to the conditions are the following two definitions and the related propositions. They deal with the moment generating function

$$M_a(P,Q) = \int \exp \{a \ln p/q\} dQ = \int \left(\frac{p}{q}\right)^a dQ, \quad a \in \mathbb{R},$$

(3.8)

of the log-likelihood ratio. The Hölder inequality implies $M_a(P,Q) \leq 1$ for $a \in [0, 1]$, but for $a > 1$ the function $M_a(P,Q)$ may be infinite. Note that the standardized moment generators

$$D_a(P,Q) = \frac{M_a(P,Q) - 1}{a(a-1)}, \quad a \neq 0, a \neq 1,$$

(3.9)

are usually called power divergences of $P, Q$. The remaining power divergences $D_0(P,Q)$ and $D_1(P,Q)$ are obtained by continuous extension of (3.9) from the right and left, respectively (see Proposition 2.14 in Liese and Vajda [9]). It is easy to see that $M_a(Q,P) = M_{1-a}(P,Q)$ and that $D_2(P,Q) = \chi_2^2(P,Q)/2$.

**Definition 3.1.** The critical power $a(P,Q) \in [1, \infty]$ of distributions $P, Q$ is defined by

$$a(P,Q) = \sup \{a \in \mathbb{R} : M_a(P,Q) < \infty\}.$$
Thus the critical power $a(P, Q)$ separates the powers of the finite power divergences of $P, Q$ from the powers of the infinite power divergences of $P, Q$. It is the maximal power at which the power divergence of $P, Q$ may still be finite.

**Proposition 3.3.** Let $a = a(P, Q) \geq 1$ be the critical power of $P, Q$ and $\mathcal{P}_n$ a $(P, Q)$-regular sequence of partitions. Then

$$\frac{\chi^2(P, Q|\mathcal{P}_n)}{|\mathcal{P}_n|^b} \rightarrow 0 \quad \text{if} \quad b > b_0 \quad (3.10)$$

for $b_0 = (2 - a)/a \in (-1, 1]$ if $a \in [1, \infty)$ and $b_0 = \lim_{a \to \infty}(2 - a)/a = -1$ if $a = \infty$.

In the following definition we consider the function

$$f(y) = \frac{p\left(G^{-1}(y)\right)}{q\left(G^{-1}(y)\right)}, \quad y \in (0, 1)$$

where $G^{-1}(y)$ is the quantile function of the distribution $Q$ (the inverse of the distribution function $G(x) = Q((-\infty, x))$ being by assumption increasing on the interval $\mathcal{X}$). Note that the conditions formulated in this definition and an assertion equivalent to the following proposition were first presented in Kallenberg et al. [8].

**Definition 3.2.** We say that the model $\{P, Q\}$ is regular if $f(y)$ can be continuously extended on $[0,1]$ with the extension being bounded except in neighborhoods of finitely many points. If it is not bounded in a right (left) neighborhood of $y \in [0, 1]$ then it is assumed that $h(t) = f(y + 1/t)$ (or $h(t) = f(y - 1/t)$) varies regularly at infinity. This means that for sufficiently large $t > 0$ and some $\beta \in \mathbb{R}$

$$h(t) = t^\beta g(t) \quad (3.11)$$

where $g(t)$ varies slowly at infinity in the sense

$$\lim_{t \to \infty} \frac{g(t\alpha)}{g(t)} = 1 \quad \text{for any} \quad \alpha > 0.$$

**Proposition 3.4.** Let the model $\{P, Q\}$ be regular with the critical power $a = a(P, Q)$, and let $\mathcal{P}_n$ be a $(P, Q)$-regular sequence of partitions. Then

$$\frac{\chi^2(P, Q|\mathcal{P}_n)}{|\mathcal{P}_n|^b} \rightarrow \infty \quad \text{if} \quad b < b_0 \quad (3.12)$$

for $b_0$ defined in Proposition 3.3.

Put $\chi_n^2(P, Q|\mathcal{P}_n) = \chi_n^2$ for a $(P, Q)$-regular sequence $\mathcal{P}_n$ and define $c_0 = (4/3 - a)/(2a/3)$ for $a = a(P, Q)$. Since $a \in [1, \infty]$, it holds $c_0 \in [-3/2, 1/2]$ where $c_0 = -3/2$ if $a = \infty$. By (2.11) and Propositions 3.3 and 3.4,

$$\frac{\mu_n}{\rho_n |\mathcal{P}_n|^c} = \frac{\rho_n \chi_n^2}{\sqrt{|\mathcal{P}_n|} \rho_n |\mathcal{P}_n|^c} \rightarrow \begin{cases} 0 & \text{if} \ c > c_0 \\ \infty & \text{if} \ c < c_0 \end{cases}$$
where the convergence to $\infty$ is justified only for the regular models $\{P,Q\}$. Hence

$$(\rho_n |P_n|^c \to 0 \text{ for some } c > c_0) \Rightarrow \mu_n \to 0 \quad (3.13)$$

for arbitrary models $\{P,Q\}$ and

$$(\rho_n |P_n|^c \to \infty \text{ for some } c < c_0) \Rightarrow \mu_n \to \infty \quad (3.14)$$

for the regular models $\{P,Q\}$.

The main results of this paper are the following three theorems. In the proofs we use the property $|P_n| \to \infty$ of regular sequences of partitions introduced in Definition 2.2.

**Theorem 3.1.** Let $P$ be a $(P,Q)$-regular partition and $P_n$ a sequence of $(P,Q)$-regular partitions. If $\rho \in (0,\infty)$ then $T_n(P) \overset{\varepsilon_n}{\succeq} T_n(P_n)$ provided $a = a(P,Q) > 4/3$, i.e. provided $c_0 = (4 - 3a)/2a$ is negative. This assertion remains valid also when $\rho = \infty$ under the additional conditions (3.4) and

$$\rho_n |P_n|^c \to 0 \text{ for some } c > c_0 = (4 - 3a)/2a. \quad (3.15)$$

**Proof.** If $a > 4/3$ then $c_0 < 0$. Therefore, if $\rho_n \to \rho \in (0,\infty)$ then $\rho_n |P_n|^c \to 0$ for all $0 > c > c_0$ and, by (3.13), $\mu_n \to \mu = 0$. The desired relation $T_n(P) \overset{\varepsilon_n}{\succeq} T_n(P_n)$ follows from the row $\rho \in (0,\infty)$, $\mu = 0$ of the Table. If $\rho_n \to \rho = \infty$ then (3.15) and (3.13) imply $\mu_n \to \mu = 0$ and the desired relation $T_n(P) \overset{\varepsilon_n}{\succeq} T_n(P_n)$ follows from the row $\rho = \infty$, $\mu \in [0,\infty)$ of the Table. \hfill $\square$

**Theorem 3.2.** Let $P$ be a $(P,Q)$-regular partition and $P_n$ a sequence of $(P,Q)$-regular partitions. If $\rho = 0$ then $T_n(P) \overset{\varepsilon_n}{\succeq} T_n(P_n)$ as soon as $a = a(P,Q) > 4/3$. This statement remains valid also in the models with $a = a(P,Q) \leq 4/3$, i.e. with $c_0 = (4 - 3a)/2a$ nonnegative, provided the partitions satisfy the condition (3.15).

**Proof.** Let $P_n$, $\{P,Q\}$ be as assumed in the theorem, and let $\rho_n \to 0$. If $a > 4/3$ then, similarly as in the previous proof, $c_0 < 0$ and $\rho_n |P_n|^c \to 0$ holds for all $0 > c > c_0$. Therefore (3.13) implies $\mu_n \to 0$ and the desired equivalence of $T_n(P)$ and $T_n(P_n)$ follows from the row $\rho = 0$, $\mu = 0$ of the Table. If $a \leq 4/3$ then $c_0 \geq 0$ and (3.15) together with (3.13) implies $\mu_n \to 0$ and the rest is the same as before. This completes the proof. \hfill $\square$

**Theorem 3.3.** Let $P$ be a $(P,Q)$-regular partition and $P_n$ a sequence of $(P,Q)$-regular partitions. If $\rho \in (0,\infty)$ then $T_n(P_n) \overset{\varepsilon_n}{\succeq} T_n(P)$ provided the model $\{P,Q\}$ is regular and $a = a(P,Q) < 4/3$. This statement remains valid also when $\rho = 0$ provided the partitions $P_n$ satisfy the additional condition

$$\rho_n |P_n|^c \to \infty \text{ for some } c < c_0 = (4 - 3a)/2a. \quad (3.16)$$
Proof. If \( a < 4/3 \) then \( c_0 = (4/3 - a)/(2a/3) > 0 \). The assumption \( \rho_n \to \rho \in (0, \infty) \) implies \( \rho_n |\mathcal{P}_n|^c \to \infty \) for all \( 0 < c < c_0 \). Therefore (3.14) implies \( \mu_n \to \mu = \infty \) and the desired preference \( T_n(\mathcal{P}_n) \gtrsim T_n(\mathcal{P}) \) follows from the row \( \rho \in (0, \infty), \mu = \infty \) of the Table. If \( \rho_n \to \rho = 0 \) then (3.16) together with (3.14) implies \( \mu_n \to \mu = \infty \) and the desired preference follows from the row \( \rho = 0, \mu \in (0, \infty) \) of the Table. \( \square \)

Theorems 3.1–3.3 present sufficient conditions for all combinations of values of the limits \( \mu \) and \( \rho \) considered in the Table (and for the preferences corresponding to those combinations) except the case where \( \rho \in (0, \infty) \) and \( \mu \in (0, \infty) \), i.e. where both these limits are non-zero and finite. In this case we face the problem to compare the functions

\[
F_\mu(\alpha) = \Phi \left( \Phi^{-1}(1 - \alpha) - \mu/\sqrt{2} \right)
\]

and

\[
F_{k,\mu_k}(\alpha) = \Phi_{k,\sqrt{k}\mu_k} \left( \Phi_k^{-1}(1 - \alpha) \right)
\]

where

\[
k = |\mathcal{P}_n| - 1 \quad \text{and} \quad \mu_k = \frac{\rho x^2(\mathcal{P}, Q|\mathcal{P})}{\sqrt{|\mathcal{P}|}},
\]

i.e. where the parameter \( k \) represents the information about the number of intervals in the partition \( \mathcal{P} \) and \( \mu_k \) summarizes the information about the limit \( \rho \) and about the Pearson divergence of \( P, Q \) achieved on \( \mathcal{P} \). The approximations

\[
\Phi_{k,m} \approx \Phi \left( \frac{x - k - m}{\sqrt{2k}} \right), \quad \Phi_k^{-1}(\alpha) \approx k + \sqrt{2k} \Phi_k^{-1}(\alpha)
\]

lead to the approximate formula

\[
F_{k,\mu_k}(\alpha) \approx \Phi \left( \Phi_k^{-1}(1 - \alpha) - \mu_k/\sqrt{2} \right).
\]

Therefore the preference \( T_n(\mathcal{P}) \gtrsim T_n(\mathcal{P}_n) \) can be expected if

\[
\mu_k = \frac{\rho x^2(\mathcal{P}, Q|\mathcal{P})}{\sqrt{|\mathcal{P}|}} > \mu
\]

and the reversed preference \( T_n(\mathcal{P}_n) \gtrsim T_n(\mathcal{P}) \) can be expected if this inequality is reversed. The figure given below presents the curves \( F_2(\alpha) \), \( F_{k,1/\sqrt{k}}(\alpha) \) and \( F_{k,10/\sqrt{k}}(\alpha) \) for \( k \in \{1, 2, 4, 8\} \). Since \( \mu_k = 1/\sqrt{k} \) is below \( \mu = 2 \), the curves \( F_{k,1/\sqrt{k}}(\alpha) \) are above \( F_2(\alpha) \) while \( \mu_k = 10/\sqrt{k} \) is above \( \mu = 2 \) so that the curves \( F_{k,10/\sqrt{k}}(\alpha) \) are below \( F_2(\alpha) \).

The main purpose of the Figure is to demonstrate numerically that the preference relations in the rows of the Table corresponding to \( \rho \in (0, \infty) \) and \( \mu \in (0, \infty) \) are possible, i.e. that these rows are not logically empty. The analysis of the functions \( F_\mu(\alpha) \) and \( F_{k,\mu_k}(\alpha) \) is an interesting problem which however represents a different area of research and requires different techniques than considered in the present paper.
Remark 3.1. Let \( \phi : (0, \infty) \to \mathbb{R} \) be twice continuously differentiable at 1 with \( \phi(1) = 0, \phi''(1) > 0 \) and \( \phi(t) - \phi'(1)(t - 1) \) nonincreasing on \( (0, 1) \) and nondecreasing on \( (1, \infty) \). Then

\[
D_\phi(P, Q|\mathcal{P}) = \sum_{A \in \mathcal{P}} Q(A) \phi \left( \frac{P(A)}{Q(A)} \right)
\]

is a \( \phi \)-disparity of the distributions \( P, Q \) restricted on an interval partition \( \mathcal{P} \) of \( \mathbb{R} \) in the sense considered e.g. in Menéndez et al. [13]. For the \( (P, Q) \)-regular partitions \( \mathcal{P}_n \) it is proved in Lemma 2 of Vajda [17] that if (2.13) holds for some \( \mu \in [0, \infty) \) then

\[
\frac{n}{\sqrt{\log n}} \left( \frac{2D_\phi(\hat{P}_n, P|\mathcal{P}_n)}{\phi''(1)} - \chi^2(\hat{P}_n, Q|\mathcal{P}_n) \right) = o_p(1).
\]
This helps to extend Theorems 3.1–3.3 to the Pearson-type tests using the Pearson-type $\phi$-disparity statistics $T_n^{\phi}(P), T_n^{\phi}(P_n)$ defined by the formula

$$T_n^{\phi}(P) = \frac{n}{\phi''(1)} D_\phi(\hat{P}_n, P | P).$$

(3.19)

Among these is the likelihood ratio statistic studied by Kallenberg et al. [8] and also the other statistics studied by Drost et al. [2], Menéndez et al. [13] and Mayoral et al. [11].

4. STATISTICAL APPLICATIONS

If we want to extrapolate the preferences between the Pearson statistics $T_n(P)$ and $T_n(P_n)$ under local alternatives $P_n$ to the models with true alternatives $P$, and the preferences depend on the weights $\varepsilon_n$ with which $P$ are represented in $P_n$, then the priority is naturally given to the preferences valid under large weights $\varepsilon_n$. In our case this means the priority of the preferences observed when $\rho_n = n\varepsilon_n^2 \to \rho = \infty$. Looking on the Table of Section 3 we see that in this case $T_n(P)$ is either strictly better than or at least as good as $T_n(P_n)$, depending on whether $\mu_n = n\varepsilon_n^2 \chi^2(P, Q | P_n) / \sqrt{|P_n|} \to \mu = \infty$ or $\mu_n$ is bounded ($\mu \in [0, \infty)$). Thus the statistic preferred in this case will be the Pearson statistic with a fixed partition $\mathcal{P}$.

This conclusion seems to have a practical meaning when a series of tests is planned for large sample sizes $n, n + 1, \ldots$ and the problem is to design partitions for the Pearson test: the preferred solution is a fixed (sample-size-independent) partition $\mathcal{P}$. The problem is which partition. If $\rho \in (0, \infty)$ then we see from Corollary 3.1 that the maximal asymptotic power of $T_n(P)$ is achieved by the partition

$$\mathcal{P}^* = \arg \max \chi^2(P, Q | \mathcal{P}).$$

(4.1)

This solution of the problem is intuitively clear – the arg max partition maximizes the Pearson divergence between the hypothetic and true distribution. Therefore it can be heuristically extended also to the models with $\rho = \infty$.

If the partition size $k = |\mathcal{P}|$ is given in advance, then one can write equations for the cutpoints

$$\inf \mathcal{X} < x_1 < \cdots < x_{k-1} < \sup \mathcal{X}$$

(4.2)

yielding the arg max partition similar to the equations considered in Mayoral et al. [11] for the partition which maximizes the Fisher information. But if $k$ is not fixed by some extra-theoretical arguments then we face the problem of cardinality of the partition $\mathcal{P}$. By Theorem 6 in Vajda [15] (cf. also Corollary 1.31 in Liese and Vajda [9]),

$$\sup \mathcal{P} \chi^2(P, Q | \mathcal{P}) = \chi^2(P, Q)$$

where $|\mathcal{P}|$ tends to infinity with $\chi^2(P, Q | \mathcal{P})$ approaching $\chi^2(P, Q)$ except some trivial $\{P, Q\}$. Thus the tendency is to choose $\mathcal{P}$ with large $k = |\mathcal{P}|$. But if both $k$ and $n$ are large and $k$ is so large that the fraction $k/n$ is not negligible then $T_n(\mathcal{P})$ is
governed by a limit law different from that of Proposition 3.1 (see Menéndez et al. \[12\]) so that the conclusions based on this proposition may be misleading.

If $\chi^2(P, Q)$ is finite then a reasonable rule seems to be the arg max partition $\mathcal{P}^*$ with $|\mathcal{P}^*| = k$ large enough to allow a sufficiently close approximation of $\chi^2(P, Q)$ by $\chi^2(P, Q|\mathcal{P}^*)$, and small enough to be relatively negligible with respect to the used large sample sizes $n$.

Namely, for large $k$ and partitions $\mathcal{P}(k)$ with $|\mathcal{P}(k)| = k$ the statistics $T_n(\mathcal{P}(k))$ are characterized by the normal law of Proposition 3.2 rather than by the noncentral $\chi^2$-law of Proposition 3.1. In such cases the asymptotic efficiency is given by $\rho_n\chi^2(P, Q|\mathcal{P}(k))/\sqrt{k}$ rather than by $\rho_n\chi^2(P, Q|\mathcal{P}(k))$. If

$$k^* = \arg \max_k \frac{\chi^2(P, Q|\mathcal{P}(k))}{\sqrt{k}} \quad (4.3)$$

exists and is relatively negligible with respect to the used sample sizes $n$ then $k^*$ can be considered as an optimal partition size of a class of partitions $\{\mathcal{P}(k) : k > 1\}$. This rule can be applied to the class $\{\mathcal{P}(k) : k > 1\}$ of Q-uniform partitions or to the class $\{\mathcal{P}^*(k) : k > 1\}$ of arg max partitions.

**Example 4.1.** By Theorem 2 in Berlinet and Vajda \[1\], if the densities $p = dP/d\mu$ and $q = dQ/d\mu$ satisfy some regularity conditions and $\mathcal{P}$ is the Q-uniform partition with $|\mathcal{P}| = k$ then

$$\chi^2(P, Q|\mathcal{P}) = \chi^2(P, Q) - c(P, Q)\frac{1}{k^2} + o\left(\frac{1}{k^2}\right) \quad \text{as} \quad k \to \infty, \quad (4.4)$$

where $c(P, Q) > 0$ is integral of an explicitly given function depending on $p$ and $q$. From the equation

$$\frac{d}{dk} \left( \frac{\chi^2(P, Q) - c(P, Q)k^{-2}}{\sqrt{k}} \right) = 0$$

we get the rule

$$k^*(P, Q) = \sqrt{\frac{5c(P, Q)}{\chi^2(P, Q)}} \quad (4.5)$$

for the choice of the integer representing the optimal partition size. This representation can be accepted if the premises of the method are satisfied.

If $\chi^2(P, Q) = \infty$, and in particular if $\rho \in (0, \infty)$ and

$$\frac{\chi^2(P, Q|\mathcal{P}_n)}{\sqrt{|\mathcal{P}_n|}} \to \infty \quad (4.6)$$

for a regular sequence of partitions $\mathcal{P}_n$, then not only the above described method for specification of fixed partition fails, but also the whole concept of optimality of the statistic with fixed partitions collapses. Indeed, then

$$\mu_n = \frac{\rho_n\chi^2(P, Q|\mathcal{P}_n)}{\sqrt{|\mathcal{P}_n|}} \to \mu = \infty$$
and, as we see from the row $\rho \in (0, \infty)$, $\mu = \infty$ of the Table, the statistic $T_n(\mathcal{P}_n)$ becomes better than all statistics $T_n(\mathcal{P})$ with fixed partitions $\mathcal{P}$. It has been long ago observed in simulations, and also justified theoretically, that $T_n(\mathcal{P}_n)$ for $\mathcal{P}_n$ with cardinalities $|\mathcal{P}_n|$ slowly increasing with sample sizes are in some models $\{P, Q\}$ more powerful for large $n$ than $T_n(\mathcal{P})$ with fixed partitions (cf. Kallenberg et al. [8] and references therein). The convergence (4.6) was fulfilled in all cases where this took place.

In the practical applications where statistics $T_n(\mathcal{P})$ or $T_n(\mathcal{P}_n)$ are prepared for sample sizes $n$ from some interval, or in the simulations where weights $\varepsilon_n$ are selected for $n$ from some interval, one can always embed the selected segments $\mathcal{P}_n$ and $\varepsilon_n$ into sequences satisfying $\rho = \infty$, $\mu \in [0, \infty)$ or $\rho \in (0, \infty)$, $\mu = \infty$. Therefore the row $\rho \in (0, \infty)$, $\mu = \infty$ of the Table must be taken seriously in the sense that the statistics $T_n(\mathcal{P}_n)$ are to be preferred to all $T_n(\mathcal{P})$ in the models $\{P, Q\}$ allowing to meet (4.6) by a $(P, Q)$-regular sequences $\mathcal{P}_n$.

Here no formal rule can be given for the sizes $k_n = |\mathcal{P}_n|$ of the partitions except that for large $n$ the fractions $|\mathcal{P}_n|/n$ should be small (cf. the reference to Menéndez et al. [12] above) and decreasing to zero for $n \to \infty$ as required by (2.4). As soon as the partition sizes $|\mathcal{P}_n|$ are specified, the partitions $\mathcal{P}_n$ themselves can be selected by the argmax rule (4.1).

APPENDIX

Proof of Proposition 3.1. We shall deduce the limit law (3.2) from the asymptotic relation

$$T_n(\mathcal{P}) \geq n\varepsilon_n^2 (\chi^2(P, Q|\mathcal{P}) + o_p(1))$$  \hspace{1cm} (A.1)

when $n\varepsilon_n^2 \to \rho = \infty$ and from the definition

$$T_n(\mathcal{P}) = n\chi^2(\tilde{P}_n, Q|\mathcal{P})$$  \hspace{1cm} (cf. (2.14)) \hspace{1cm} (A.2)

when $n\varepsilon_n^2 \to \rho \in [0, \infty)$. To get (A.1), we use $P_n$ of (2.8), namely we add and subtract $P_n(A) = Q(A) + \varepsilon_n(P(A) - Q(A))$ in the formula

$$\frac{T_n(\mathcal{P})}{n} = \sum_{A \in \mathcal{P}} \frac{\left(\tilde{P}_n(A) - Q(A)\right)^2}{Q(A)}.$$

In this manner we obtain $T_n(\mathcal{P})/n = U_n + V_n + W_n$ for $W_n = \varepsilon_n^2\chi^2(P, Q|\mathcal{P})$ and

$$U_n = \sum_{A \in \mathcal{P}} \frac{\left(\tilde{P}_n(A) - P_n(A)\right)^2}{Q(A)},$$

$$V_n = 2\varepsilon_n \sum_{A \in \mathcal{P}} \frac{\left(\tilde{P}_n(A) - P_n(A)\right)(P(A) - Q(A))}{Q(A)}.$$
Obviously,

$$\mathbb{E} U_n \leq \sum_{A \in P} \frac{P_n(A)}{nQ(A)} = \frac{|P|}{n} = o(1) \quad (\text{cf. (2.2)})$$

and, by the Schwarz and Jensen inequalities,

$$\mathbb{E}|V_n| \leq 2\varepsilon_n \left[ \chi^2(P, Q|P) \mathbb{E} \left( \sum_{A \in P} \frac{(\hat{P}_n(A) - P_n(A))^2}{Q(A)} \right) \right]^{1/2}
= 2\varepsilon_n \left[ \chi^2(P, Q|P) \mathbb{E} U_n \right]^{1/2} = o(1).$$

Therefore (A.1) holds and (3.2) follows from (A.1) when $\rho = \infty$. By Corollary 3.1 in Menéndez et al. [13], (3.2) follows from (A.2) when $\rho \in [0, \infty)$. \hfill \Box

Proof of Proposition 3.2. Put for simplicity

$$k_n = |P_n| \quad \text{and} \quad \chi_n^2 = \chi^2(P, Q|P_n)$$

and define for $\mu_n$ of (2.11) and $A \in P_n$

\begin{align*}
  m_n &= k_n + \sqrt{k_n} \mu_n, \\
  \theta_n(A) &= k_n \varepsilon_n \left( P(A) - Q(A) \right) - \frac{\sqrt{k_n}}{n} \mu_n, \\
  \delta_n^2(A) &= n \theta^2_n(A) P_n(A) \quad (\text{cf. (2.8)}) \\
  s_n^2(A) &= 2k_n \frac{P_n^2(A)}{Q(A)} + 4\delta_n^2(A), \\
  s_n^2 &= \sum_{A \in P_n} s_n^2(A) = 2k_n(1 + \varepsilon_n^2 \chi_n^2) + 4\delta_n^2
\end{align*}

where

$$\delta_n^2 \triangleq \sum_{A \in P_n} \delta_n^2(A) = \rho_n \chi_n^2 + k_n \rho_n \varepsilon_n \sum_{A \in P_n} \frac{(P(A) - Q(A))^3}{Q(A)} - \frac{(\rho_n \chi_n^2)^2}{n} \quad (A.3)$$

(note that the last equality is nontrivial). Applying the inequality

$$\max_{A \in P_n} |P(A) - Q(A)| \leq \left[ \frac{1}{k_n} \sum_{A \in P_n} \frac{(P(A) - Q(A))^2}{Q(A)} \right]^{1/2}$$

we obtain from (A.3)

$$\delta_n^2 \leq \rho_n \chi_n^2 + k_n \rho_n \varepsilon_n \chi_n^2 \sqrt{\frac{\chi_n^2}{k_n}} = \rho_n \chi_n^2 + \sqrt{k_n/n} (\rho_n \chi_n^2)^{3/2} \quad (A.4)$$

and substituting from (2.11) we get

$$\delta_n^2 \leq \sqrt{k_n} \mu_n + k_n^{3/4} \sqrt{k_n/n} \mu_n^{3/2}. \quad (A.5)$$
Now we are ready to apply Theorem 5.1 of Morris [14]. By (2.8),
\[
\frac{1 - \varepsilon_n}{k_n} \leq \min_{A \in \mathcal{P}_n} P_n(A) \leq \max_{A \in \mathcal{P}_n} P_n(A) \leq \frac{1}{k_n} + \varepsilon_n
\]
so that under (2.4)
\[
\lim_{n \to \infty} \max_{A \in \mathcal{P}_n} P_n(A) = 0
\]
and
\[
\lim_{n \to \infty} \min_{A \in \mathcal{P}_n} nP_n(A) = \infty.
\]
From here and from (2.3) and (2.4) we see that all assumptions of the mentioned theorem are satisfied. This theorem implies that if the UAN condition
\[
\frac{\delta_n^2}{s_n^2} \to 0
\]
holds then
\[
P\left( \frac{T_n(P_n) - m_n}{s_n} < x \right) \to \Phi(x), \quad x \in \mathbb{R}.
\]
By the present assumptions we have either \(\mu_n \to \mu \in (0, \infty)\) or
\[
\mu_n = O(\chi^2(P,Q|\mathcal{P}_n)/\sqrt{k_n}) = o(\sqrt{k_n}) \quad \text{(cf. (2.11) and (2.6))},
\]
where (2.6) states that \(\chi^2(P,Q|\mathcal{P}_n) = o(\sqrt{k_n})\). In both cases we see from (A.5) and (2.3), (2.4) that \(\delta_n^2 = o(k_n)\). Hence by the definition of \(s_n^2\) and (2.4), (2.6) and (3.3),
\[
s_n^2 = 2k_n(1 + \varepsilon_n^2 k_n o(1)) + 4\delta_n^2 = 2k_n(1 + o(1)) = 2|\mathcal{P}_n|(1 + o(1)). \quad (A.7)
\]
From here we see that the last limit law is equivalent to
\[
P\left( \frac{T_n(P_n) - |\mathcal{P}_n|}{\sqrt{2|\mathcal{P}_n|}} < ax + b_n \right) \to \Phi(x), \quad x \in \mathbb{R} \quad (A.8)
\]
where
\[
a_n = \frac{s_n}{\sqrt{2|\mathcal{P}_n|}} = \frac{s_n}{\sqrt{2k_n}} = 1 + o(1) \quad (A.9)
\]
and
\[
b_n = \frac{(m_n - |\mathcal{P}_n|)}{\sqrt{2|\mathcal{P}_n|}} = \frac{\sqrt{k_n \mu_n}}{\sqrt{2k_n}} = \frac{\mu_n}{\sqrt{2}}. \quad (A.10)
\]
Further, by (A.4) and (2.6),
\[
\frac{\delta_n^2}{k_n} \leq \frac{\rho_n \chi_n^2 + \sqrt{k_n/n} (\rho_n \chi_n^2)^{3/2}}{k_n} = \rho_n o(1) + \frac{k_n}{\sqrt{n}} (\rho_n o(1))^{3/2}.
\]
By (2.4), the sequence \(k_n/\sqrt{n}\) is bounded. Thus we see from (A.7) that if \(\rho_n \to \rho < \infty\) then the UAN condition \((A.6)\) holds. Consequently, the desired relation \((3.5)\)
follows from (A.8)–(A.10). Let us now suppose that \( \rho_n \to \rho = \infty \). Then we get from (A.5)
\[
\frac{\xi_n^2}{k_n} \leq \frac{\mu_n}{\sqrt{k_n}} + \frac{k_n}{\sqrt{n}} \left( \frac{\mu_n}{\sqrt{k_n}} \right)
\]
and we see from (A.7) that if \( \mu_n \to \mu < \infty \) then the UAN condition (A.6) holds too. Thus in this case, similarly as above, the desired relation (3.5) follows from (A.8)–(A.10).  

\textbf{Proof of Proposition 3.3.} Consider the restricted moment generating function
\[
M_a(P, Q|\mathcal{P}) = \sum_{A \in \mathcal{P}} P(A)^a Q(A)^{1-a}, a \in \mathbb{R}.
\]
It is seen from the convexity of \( \psi(t) = t^{a_2/a_1} \) for \( 0 < a_1 < a_2 \) that the function \( (M_a(P, Q|\mathcal{P}))^{1/a} \) is nondecreasing in the variable \( a > 0 \). In particular,
\[
\chi^2(P, Q|\mathcal{P}) = M_2(P, Q|\mathcal{P}) - 1 \leq (M_a(P, Q|\mathcal{P}))^{2/a} - 1
\]
for all \( a \geq 2 \). But \( M_a(P, Q|\mathcal{P}) \leq M_a(P, Q) \) for all \( a \geq 1 \) and \( M_a(P, Q) \) is finite for all \( 0 < a < a(P, Q) \). Hence it suffices to prove that for every \( 1 \leq a < 2 \) and every \( \mathcal{P} = \mathcal{P}_k \) from a regular sequence of partitions
\[
\frac{M_2(P, Q|\mathcal{P})}{|\mathcal{P}|^b} \leq (M_a(P, Q))^2/a \quad \text{where } b = (2 - a)/a. \quad \text{(A.11)}
\]
Since \( 2 = ab + a \), it holds
\[
\frac{M_2(P, Q|\mathcal{P})}{|\mathcal{P}|^b} = \frac{1}{|\mathcal{P}|^b} \sum_{A \in \mathcal{P}} \left( \frac{P(A)}{Q(A)} \right)^2 Q(A)
\leq \frac{1}{|\mathcal{P}|^b} \max_{A \in \mathcal{P}} \left( \frac{P(A)}{Q(A)} \right)^{ab} \sum_{A \in \mathcal{P}} \left( \frac{P(A)}{Q(A)} \right)^a Q(A)
\leq \left( \frac{1}{|\mathcal{P}|^{1/a}} \max_{A \in \mathcal{P}} \left( \frac{P(A)}{Q(A)} \right) \right)^{ab} M_a(P, Q). \quad \text{(A.12)}
\]
By the Hölder inequality, the relation
\[
P(A) = \int_A \frac{p}{q} \, dQ \leq Q(A)^{1-1/a} \left( \int_A \left( \frac{p}{q} \right)^a \, dQ \right)^{1/a}
\]
can be extended from \( a = 1 \) to all \( 1 \leq a < 2 \). Consequently,
\[
\max_{A \in \mathcal{P}} \frac{P(A)}{Q(A)} \leq \max_{A \in \mathcal{P}} \left[ Q(A)^{-1/a} \right] \left( \int_A \left( \frac{p}{q} \right)^a \, dQ \right)^{1/a}
\leq |\mathcal{P}|^{1/a} \max_{A \in \mathcal{P}} \left( \int_A \left( \frac{p}{q} \right)^a \, dQ \right)^{1/a} \quad \text{(cf. (2.2))}
\leq |\mathcal{P}|^{1/a} (M_a(P, Q))^{1/a}.
\]
Inserting this in (A.12) we get (A.11) which completes the proof. □

Proof of Proposition 3.4. The proof of an equivalent proposition was first sketched in Kallenberg et al. [8]. A detailed version of this proof was given in Berlinet and Vajda [1]. A similar detailed version is presented here for the sake of completeness. Since \( \chi^2(P,Q|\mathcal{P}_n) \) is positive and tending to \( \chi^2(P,Q|\mathcal{P}) > 0 \), the assertion is trivial for \( a(P,Q) \geq 2 \). Hence let \( a = a(P,Q) \) be from the semiclosed interval \([1,2)\). Since

\[
M_a(P,Q) = \int_0^1 f^a(y) \, dy
\]

for \( f(y) \) given on \([0,1]\) in Definition 3.2, \( M_2(P,Q) = \infty \) implies that \( f(y) \) unbounded on \([0,1]\). Suppose for simplicity that it is unbounded at \( y = 0 \) and put \( h = 1/|\mathcal{P}_n| \). Since

\[
\chi^2(P,Q|\mathcal{P}_n) = \frac{1}{h} \sum_{j=1}^{|\mathcal{P}_n|} \left[ \left( \int_{(j-1)h}^{jh} f(y) \, dy \right)^2 - \int_{(j-1)h}^{jh} f(y) \, dy \right],
\]

it suffices to prove that if \( 0 \leq b < (2 - a)/a \) then

\[
\frac{h^b}{h^2} \left( \int_0^h f(y) \, dy \right)^2 = \left( h^{(b-1)/2} \int_0^h f(y) \, dy \right)^2 \to \infty \quad \text{for } h \downarrow 0.
\]

Since \( 2/(b + 1) > a \), we can choose \( \alpha \) between \( a \) and \( 2/(b + 1) \) such that

\[
\int_0^h f^\alpha(y) \, dy = \infty \quad \text{while} \quad \int_0^h f(y) \, dy = P((0,h)) < \infty.
\]

By Definition 3.2, \( f(1/t) = t^\beta g(t) \) for some \( \beta > 0 \) and for a function \( g(t) \) slowly varying at infinity. Hence the substitution \( y = 1/t \) yields the relations

\[
\int_{1/h}^{\infty} t^\alpha \beta^{-2} g^\alpha(t) \, dt = \infty \quad \text{and} \quad \int_{1/h}^{\infty} t^\beta逆2 g(t) \, dt < \infty.
\]

But \( g^\alpha(t) \) is slowly varying at infinity too. Thus the first assertion of the lemma on p. 280 of Feller [3] can be applied to both these relations. The equality implies in this manner \( \beta \geq 1/\alpha \) and the inequality implies \( \beta \leq 1 \). This together with the inequality \( \alpha < 2/(b + 1) \) implies

\[
(b - 1)/2 < 1/\alpha - 1 < \beta - 1.
\]

Further, by the second assertion of the cited Feller lemma

\[
\int_{1/h}^{\infty} t^\beta逆2 g(t) \, dt = h^\beta逆1 \Lambda(1/h)
\]

where \( \Lambda \) is slowly varying at infinity. But Lemma 2 on p. 277 of Feller implies that if \( \varepsilon > 0 \) then

\[
\Lambda(1/h) = h^\beta逆1 \int_{1/h}^{\infty} t^\beta逆2 g(t) \, dt
\]
exceeds $h^c$ for all $h$ sufficiently close to zero. Hence $\Lambda (1/h) h^{-c} \to \infty$ for $h \downarrow 0$ so that if $\tau < \beta - 1$ then

$$h^\tau \int_1^\infty t^{\beta - 2} g(t) \, dt = h^\tau \int_0^h f(y) \, dy \to \infty \quad \text{for } h \downarrow 0.$$ 

But for $\tau = (b - 1)/2$ we obtained above the inequality $\tau < \beta - 1$. Therefore the desired relation

$$h^{(b-1)/2} \int_0^h f(y) \, dy \to \infty \quad \text{for } h \downarrow 0,$$

is valid. \qed
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