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A NEW APPROACH TO GENERALIZED CHAOS SYNCHRONIZATION BASED ON THE STABILITY OF THE ERROR SYSTEM

Zhiliang Zhu, Shuping Li and Hai Yu

With a chaotic system being divided into linear and nonlinear parts, a new approach is presented to realize generalized chaos synchronization by using feedback control and parameter commutation. Based on a linear transformation, the problem of generalized synchronization (GS) is transformed into the stability problem of the synchronous error system, and an existence condition for GS is derived. Furthermore, the performance of GS can be improved according to the configuration of the GS velocity. Further generalization and appropriation can be acquired without a stability requirement for the chaotic system’s linear part. The Lorenz system and a hyperchaotic system are taken for illustration and verification and the results of the simulation indicate that the method is effective.
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1. INTRODUCTION

Recently, chaos encryption has become an active research topic [3, 4, 11], and chaos synchronization [1, 12] has become an even more important research subject as the foundation of secure communication. At present, the studies [7, 13] of generalized chaos synchronization receive relatively less attention. The existing methods can not be carried out in a system with an unstable linear part and can not be improved according to the configuration of GS velocity. Therefore, an improved approach is developed and presented in this paper to realize better GS of chaotic systems.

2. GENERALIZED SYNCHRONIZATION OF CHAOTIC SYSTEMS

Consider two dynamic systems:

\[ \dot{x} = f(x) \]  

\[ \dot{y} = f(y) \]
where \( x = (x_1, \ldots, x_n)^T \in \mathbb{R}^n, y = (y_1, \ldots, y_m)^T \in \mathbb{R}^m, \) and let \( h : \mathbb{R}^n \rightarrow \mathbb{R}^m \) be an arbitrary function. The two systems in (1) and (2) are served as a drive system and a response system, respectively, and \( h(x) \) of \( x \) is used to drive the response system.

**Definition 1.** (Fang [6], Kocarev and Parlitz [9]) It is said that systems of (1) and (2) possess the property of generalized synchronization (GS) between \( x \) and \( y \) if there is a transformation \( H : \mathbb{R}^n \rightarrow \mathbb{R}^m, \) a manifold \( M = \{(x, y)|y = H(x)\}, \) and a subset \( B = B_x \times B_y \subset \mathbb{R}^n \times \mathbb{R}^m \) with \( M \subset B \) such that all trajectories of (1) and (2) with initial conditions \( (x_0, y_0) \subset B \) approach \( M \) as time goes to infinity; that is, \( y = \lim_{t \to \infty} H(x) \).

Specially, if \( H \) equals to the identity transformation, this general definition of synchronization coincides with the usual definition of exact synchronization, or identical synchronization (IS).

### 3. CONFIRMATION OF GENERALIZED CHAOS SYNCHRONIZATION

To be specific, system (1) is divided into a linear part and a nonlinear part [10, 11]:

\[
\dot{x} = Ax + \Phi(x)
\]

where \( A \in \mathbb{R}^{n \times n}, \Phi(x) : \mathbb{R}^n \rightarrow \mathbb{R}^n, \) and \( Ax \) is the linear part of \( f(x) \) while \( \Phi(x) \) is the nonlinear part.

According to the drive system (3), a response system can be constructed, as follows [2, 8]:

\[
\begin{align*}
\dot{x} &= Ax + \Phi(x) \\
\dot{y} &= Ay + \Delta \Phi(x)
\end{align*}
\]

where \( \Delta \in \mathbb{R}^{n \times n} \) is a homologous matrix of \( A, \) that is, \( A\Delta = \Delta A. \)

Suppose \( h(x) = \Phi(x) \) in model (4). Then \( \Phi(x) \) can be used to drive the response system, so the response system is controlled by the drive system.

All eigenvalues of \( A \) are supposed to have negative real-parts, which are usually required in a system that can realize the generalized synchronization by using the model (4). It is the so-called stability limit of the system’s linear part.

In order to have more applications and improve the velocity of GS, a new approach is presented based on model (4), such that:

\[
\lim_{t \to \infty} \|Py - x - Q\| = 0
\]

where \( P \in \mathbb{R}^{n \times n}, Q \in \mathbb{R}^n, \) in which \( P \) and \( Q \) are constant matrices and \( P \) is a full-rank matrix. So we can construct a new model:

\[
\begin{align*}
\dot{x} &= Ax + \Phi(x) \\
\dot{y} &= P^{-1}A(Py - Q) + P^{-1}\Phi(x) + P^{-1}BK(x + Q - Py)
\end{align*}
\]

where \( B \in \mathbb{R}^{n \times w}, K \in \mathbb{R}^{w \times n}, \) and both \( B \) and \( K \) are control matrices; moreover, \( (A, B) \) are controllable, that is, the rank of the matrix equals \( n. \)
Theorem 1. If all eigenvalues of the matrix \((A - BK)\) have negative real-parts, viz. \(\text{Re}(\lambda_i(A - BK)) < 0, \ i = 1, 2, \ldots, n\), then the drive-response systems of (6) realize GS and satisfy (5).

Proof. Suppose \(e = Py - x - Q\) is the error of GS. Then, from (6), we can find that

\[
\dot{e} = Py - \dot{x} = A(Py - Q) + \Phi(x) + BK(x + Q - Py) - (Ax + \Phi(x)) \\
= A(Py - x - Q) + BK(x + Q - Py) \\
= (A - BK)(Py - x - Q) \\
= (A - BK)e
\]

where \((A - BK)\) is a time-invariant matrix. If \(\text{Re}(\lambda_i(A - BK)) < 0, \ i = 1, 2, \ldots, n\), the system of synchronous error will gradually be stable about zero. Therefore, \(e \to 0\), that is, \(\lim_{t \to \infty} ||Py - x - Q|| = 0\). Thus, the two systems in (6) realize GS.

An immediate consequence of the above theorem is that model (6) can realize generalized chaos synchronization if it satisfies consideration (5).

In modern control theory, if \((A, B)\) is controllable, all states of the system are controllable and the anticipant position can be configured in the phase plane by choosing appropriate \(B\) and \(K\). So the anticipant dynamic performance can be gained, that is, the pole configuration can be realized. From (6), we know that the arbitrary pole configuration of \((A - BK)\) can be realized by choosing appropriate \(B\) and \(K\), based on the controllable \((A, B)\). Suppose the error system is stable about zero \((e \to 0)\). Then, the favorable performance can be realized by choosing different poles to reduce the synchronous time.

The feedback part \(P^{-1}BK(x + Q - Py)\) is fed to the chaotic system in model (6), which changes the linear part of the error system and settles the instability problem of the nonlinear part in the drive system. Moreover, the introduction of \(P^{-1}\) need not satisfy the condition of \(AP^{-1} = P^{-1}A\). It can just be a full-rank matrix. Therefore, according to different choices of \(P\), a variety of forms can be constructed. Simultaneously, a wide range of choices of the coefficient matrix and extensive applications of generalized chaos synchronization can be realized.

Furthermore, the problem of GS can be transformed into the stability issue of the synchronous error system, which simplifies the problem of generalized chaos synchronization. The stability of the error system and the GS of chaotic systems can be realized through the configuration of poles, and better performance can be achieved. Because of the universality of the model, this approach can be applied not only to generally chaotic systems but also to hyperchaotic systems, as well as chaotic systems with stable linear part or unstable linear part without the stability limit.

4. GS SIMULATIONS

Based on the above method, the Lorenz system [10] and a hyperchaotic system [5] are taken for simulation and the results indicate that the method is effective and feasible.
4.1. The Lorenz system

Lorenz system equation [12] is

\[
\begin{align*}
\dot{x}_1 &= x_2 x_3 - a x_1 \\
\dot{x}_2 &= b (x_3 - x_2) \\
\dot{x}_3 &= c x_2 - x_3 - x_1 x_2
\end{align*}
\tag{7}
\]

where \(a\), \(b\) and \(c\) are all system parameters. When \(a = 8/3\), \(b = 10\) and \(c = 28\), there is a chaotic attractor in the system.

According to (3), we consider the division of (7) into linear and nonlinear parts, and introduce a variable parameter \(\beta\). \(A\) and \(\Phi(x)\), which are the linear coefficient matrix and the nonlinear function, respectively, are given by

\[
A = \begin{bmatrix}
-a & 0 & 0 \\
\beta & -b & b \\
0 & c & -1
\end{bmatrix}, \quad \Phi(x) = \begin{bmatrix}
x_2 x_3 \\
-\beta x_1 \\
-x_1 x_2
\end{bmatrix}.
\]

The introduction of the variable parameter \(\beta\) has transformed the constant coefficient matrix \(A\) and rectified the function \(\Phi(x)\) used to drive the response system. Moreover, the coupling relation to both systems has been modified. Therefore, different kinds of coefficient \(A\) and the nonlinear function \(\Phi(x)\) can be constructed by choosing different parameters \(\beta\).

Here, we consider the case of

\[
P = \begin{bmatrix}
2 & 0 & 0 \\
0 & -2 & 0 \\
0 & 0 & 1
\end{bmatrix}, \quad Q = \begin{bmatrix}
1 \\
1
\end{bmatrix}.
\]

It is easy to verify that \(P\) is a full-rank matrix and clearly \(Q\) is a constant coefficient matrix. If \(\beta = -1\), the value of \(A\) and the function \(\Phi(x)\) can be obtained as follows:

\[
A = \begin{bmatrix}
-8/3 & 0 & 0 \\
-1 & -10 & 10 \\
0 & 28 & -1
\end{bmatrix}, \quad \Phi(x) = \begin{bmatrix}
x_2 x_3 \\
x_1 \\
-x_1 x_2
\end{bmatrix}.
\]

In addition, the matrix \(B\) satisfies the condition \(\text{rank}(A, B) = 3\), so \(B = \begin{bmatrix}
1 & 1 & 0
\end{bmatrix}^T\) is set to meet the controllability of \((A, B)\).

According to model (6), the set of poles \(J\) is made up of a pair of dominant complex poles and a real pole. For instance, \(J = \{-3, -0.2 + 0.1i, -0.2 - 0.1i\}\). According to the values of \(A, B, J\) above, the value of \(K\) can be found, that is \(K = \begin{bmatrix}
-1.0101 & -9.2566 & 9.9183
\end{bmatrix}\). Let the initial value \(x_0 = \begin{bmatrix}
0 & 0 & 0.001
\end{bmatrix}^T\) in (7), so the initial value of \(y_0 = \begin{bmatrix}
0 & 0.001 & 0
\end{bmatrix}^T\) can be obtained. The variable of \(e = \begin{bmatrix}
e_1 & e_2 & e_3
\end{bmatrix}^T\) is the system error of GS. The simulation results are shown in Figure 1 by using Matlab 6.5.1.
4.2. A hyperchaotic system

A hyperchaotic system is [5]:

$$\begin{align*}
\dot{x}_1 &= ax_1 - x_2 - x_3 \\
\dot{x}_2 &= x_1 - bx_2 \\
\dot{x}_3 &= 1/\mu (x_1 - cx_3 - x_4) \\
\dot{x}_4 &= 1/\varepsilon [x_3 - d(x_4 - 1) l(x_4 - 1)]
\end{align*}$$

where $a, b, c, d, \mu$ and $\varepsilon$ are all system parameters. The step function $l(u)$ is defined by $l(u) = \begin{cases} 0, & u < 0; \\ 1, & u \geq 0. \end{cases}$ When $a = 0.6, b = 0.05, c = 0.015, d = 10, \mu = 0.3, \varepsilon = 0.33$, there are two positive Lyapunov exponents, $\lambda_1 = 0.11, \lambda_2 = 0.06$, so the system is in the hyperchaotic state.

According to (3), system (8) is divided into linear and nonlinear parts, and the variable parameter $\beta$ is introduced. Matrix $A$ and $\Phi(x)$ are

$$A = \begin{bmatrix}
\beta & -1 & -1 & 0 \\
1 & -b & 0 & 0 \\
1/\mu & 0 & -c/\mu & -1/\mu \\
0 & 0 & 1/\varepsilon & 0
\end{bmatrix}, \quad \Phi(x) = \begin{bmatrix}
ax_1 - \beta x_1 \\
0 \\
0 \\
-d/\varepsilon (x_4 - 1) l(x_4 - 1)
\end{bmatrix}.$$  

Simultaneously, consider the case of

$$P = \begin{bmatrix}
2 & 0 & 0 & 0 \\
0 & -2 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & -1
\end{bmatrix}, \quad Q = \begin{bmatrix}
1 \\
1 \\
1 \\
1
\end{bmatrix}$$

and $\beta = 1, B = [0 \ 0 \ 1 \ 0]^T$. So the result of $\text{rank}(A, B) = 4$ and $(A, B)$ is indeed controllable.
According to model (6), the pole set $J$ is made up of a pair of dominant complex poles and two real poles. For instance, $J = \begin{bmatrix} -2 & -1 & -0.2 + 0.1i & -0.2 - 0.1i \end{bmatrix}^T$, and consequently $K = \begin{bmatrix} -2.9939 & 3.3989 & 4.3000 & -3.2986 \end{bmatrix}$. Then, suppose $x_0 = \begin{bmatrix} 0.1 & 0.34 & -1.024 & 2.034 \end{bmatrix}^T$ and $y_0 = \begin{bmatrix} 0.21 & -0.43 & 1.024 & 1.034 \end{bmatrix}^T$. Then $e = \begin{bmatrix} e_1 & e_2 & e_3 & e_4 \end{bmatrix}^T$ is the error of GS.

4.3. Simulation results

Figure 2 to Figure 7 are the simulation results on the computer Pentium-IV with 2.6 GHz CPU and 512 MB memory. Figure 2 and Figure 3 are the drive attractors of the Lorenz system and the hyperchaotic system. Figure 4 and Figure 5 are the response attractors of the Lorenz system and the hyperchaotic system. Figure 6 and Figure 7 are the GS error curves of the Lorenz system and the hyperchaotic system. From Figure 2 and Figure 5, we can see the obvious differences between the attractors of the drive systems and the attractors of the response systems. However, the GS errors of the Lorenz system approach zero after about 50 s in Figure 6; the GS errors of the hyperchaotic system approach zero after about 30 s in Figure 7.

4.4. GS errors with an improved velocity

The study shows that if a system meets the requirements of the stable matrix $(A - BK)$ and the controllability of $(A, B)$, the velocity can be improved by choosing proper poles based on the appropriate matrices $B$ and $K$.

The conditions from Figure 6 and Figure 7 are not changed, except the value of $J$ which is now chosen as $J = \begin{bmatrix} -30 & -3 + 0.4i & -3 - 0.4i \end{bmatrix}^T$ for the Lorenz system. By adopting the same $(A, B, J)$, the matrix $K = \begin{bmatrix} -1.1923 & 23.5256 & 13.5788 \end{bmatrix}$ can be obtained. The curve of the GS errors is shown as in Figure 8 when the velocity is improved.
Fig. 4. The response attractor of the Lorenz system.

Fig. 5. The response attractor of the hyperchaotic system.

Fig. 6. The GS error curve of the Lorenz system.

Fig. 7. The GS error curve of the hyperchaotic system.

Fig. 8. The GS error curve of the Lorenz system when velocity is improved.

Fig. 9. The GS error curve of the hyperchaotic system when velocity is improved.
When the poles of the hyperchaotic system are chosen as \( J = \begin{bmatrix} -50 & -30 & -2 + 0.3i \\ 0 \end{bmatrix}^T \), the matrix \( K = 10^4 \times \begin{bmatrix} 0.4557 & -1.2609 & 0.0085 & 0.2128 \end{bmatrix} \) can be obtained. When the velocity is improved, the GS errors are shown as in Figure 9.

In terms of the experimental data, when \( B \) is determined and the poles of the matrix \( (A - BK) \) are far from the origin, the system GS time will be shortened and the synchronous velocity will be improved. Moreover, if two poles have the same complex values, the effect on the synchronous velocity is insignificant by choosing different real poles, but the effect is remarkable by choosing different complex poles when two poles have the same real parts. When the same dominant complex poles are chosen for the two systems, the synchronous time of the hyperchaotic system is less than that of the Lorenz system.

5. CONCLUSION

This paper has proposed a new scheme with the stability of the error system for generalized synchronization. From the applications to two different systems, several conclusions can be drawn as follows:

(1) Feedback has been introduced to chaotic systems, which changes the linear part of the error system of generalized synchronization and solves the instability problem of linear part of the drive system.

(2) The study shows that the method can be applied not only to general chaotic systems but also to hyperchaotic systems, and can be applied to the chaotic systems with stable linear part or unstable linear part, without a stability limit of the drive system’s linear part.

(3) The synchronous time can be reduced by configuring proper poles, so the system GS performance can be improved. Furthermore, the problem of GS system can be transformed into the stability problem of the synchronous error system, which extends the applicability of generalized chaos synchronization.

(4) A variety of coefficient matrices can be found according to different needs. So a larger parameter space and more different forms can be realized, which gives more convenience to generalized chaos synchronization.
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