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Iterative Methods for Solving Large Systems 
of Linear Equations 

D. M. Y O U N G * 
The Universi ty of Texas , Austin 

The paper is concerned with iterative methods for solving large systems of linear algebraic 
equations with sparse matrices. Such systems frequently arise in the numerical solution by finite 
difference methods of boundary value problems involving elliptic partial differential equations. 
In particular, the symmetric successive overrelaxation (SSOR) method and its acceleration by 
semi-iteration are considered. Estimates of the best relaxation parameter to be used with the SSOR 
method are given and certain convergence properties are studied. For a large class of elliptic 
boundary value problems, it is shown that the number of iterations needed to achieve a given con­
vergence level using the accelerated method varies as h-1/2, where h is the mesh size. 

I. Introduction 

In this paper we study certain convergence properties of the symmetric succes­
sive overrelaxation method (SSOR method) for solving systems of linear algebraic 
equations. We shall be primarily concerned with large systems with sparse matrices 
such as frequently arise in the solution by finite difference methods of certain 
boundary value problems involving elliptic partial differential equations. 

It is shown that if one can determine bounds on three quantities, one can make 
a good estimate of the best acceleration parameter, a>> to use with the SSOR method, 
and one can also give an upper bound for the computational effort needed to achieve 
satisfactory convergence. This information can be used to construct an effective 
semi-iterative method to accelerate the convergence. The necessary parameters can 
be determined for a large class of elliptic boundary value problems. For such 
problems it is shown that the number of iterations needed to achieve a given con­
vergence level using the accelerated method is 0(h~^2). This compares favorably with 
0(h~x) iterations needed for the successive overrelaxation method (SOR method). 
The theoretical results are tested by the actual solution of several numerical problems. 

It is hoped that with the availability of explicit procedures for applying the 
accelerated SSOR method in a large class of cases and with the possibility of achieving 
large savings in computational effort, the method will find increased usage. 

* The author was supported in part by U.S. Army Research Office (Durham) grant 
DA-AROD-31-124-72-G34 at the University of Texas at Austin, U.S.A. 
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In this brief presentation it is only possible to sketch the high points of the 
theory. For details the reader is referred to [8]. 

The author wishes to acknowledge the contribution of Vitalius Benokraitis of 
the University of Texas at Austin in carrying out the numerical experiments and 
making useful suggestions concerning the theory. The cooperation of the University 
of Texas at Austin Computation Center in making its facilities available for the 
numerical work is also acknowledged. 

2. The SSOR Method 

Let us consider the linear system 

Au b (2.1) 

where A is a real, symmetric, positive definite, square matrix of order N. The real 
iV x 1 column matrix b is given, and the IV X 1 column matrix u is to be 
determined. 

In order to define the SSOR method it is convenient to rewrite (2.1) in the form 

u -- Bu + c (2.2) 
where 

B = I - D Kl L | U \ 
c D i*" " " " } ( 2 J ) 

and where I) is the diagonal matrix with the same diagonal elements as A. The 
matrices L and U are strictly lower and strictly upper triangular, respectively. 
The SSOR method is defined as follows. Let u<0) be an arbitrary initial approximation 
to the solution of (2.1). We define the sequence u({>'2\ u<l), u<3/'2>, u<2>, ... by 

MU : 1/2) __, ,<>(£*/<" ! 1/2) -|- Uuin) _|. 6.) _|_ ( i ..... ,„) Uin) \ 

MUI1) ... <,>(LW<"il/2) _| .£/u<»<-> + 6 ' ) + ( 1 - - ( 0 ) u < ^ J ^ ) . / ^ " ^ 

Here the "relaxation factor" o> is a real number such that 0 < o < 2. 

It should be noted that even though (2.4) appears to define u<WIJ/2) and u<w,l> 
implicitly, nevertheless, the calculation can be carried out explicitly. Thus, if IV ----- 3 
the system (2.1) becomes 

( tfi.i 01,2 01,3 \ / 

02,1 02,2 02,3 J I u2 ) ( b2 ) • (2.5) 

03,1 03,2 03,3 / V U\ 

The related system (2.2) becomes 

/ 0 bi,2 61,3 
- I b2,l 0 b2,3 I I f/2 I + I C2 ) (2.6) 

\ b3,l b3,2 0 
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where 

L ai'І • 1 -i -í • / • 

°ij --- — > ҺJ - 1, 2, 3 ; г /j 
ai,i 

CІ -- , г 1, 2, .1. 
Лi. í 

(2-7) 

We remark that 

/ 0 0 0 \ / 0 i>i,2 .1.3 \ 
L - i_,i 0 0 J , U I 0 0 i_.3 I . (2.8? 

\ l>3.i h.2 0 / \ 0 0 0 / 

To analyze the convergence of the SSOR method we write (2.4) in the form 

u^1) -/A»u(w> +*«, (2.9) 
where 

ffm ^ ( 1 - r ^ ) - ^ L + ( V - r , ) 1 ) ( 1 - , > I ) i ( , , [ / i - ( l - ^ / ) j | 
km =^o>(2 — o>)(I—«)U)-i(I—o>L) lc. I { ' 

Evidently (2.9) is a linear stationary method of first degree. For such a method 
the error F<"> -- u{n) — w, where u is the exact solution of (2.1), is approximately 
multiplied by S(9m) when one computes _.<*•*->. Here S(90)) denotes the spectral 
radius of 9w, i.e., the maximum of the moduli of the eigenvalues of .9m. Thus, 
roughly speaking, to reduce e(n) to a fraction u of _*<°> we find the smallest integei 
n such that 

S(90))» < : . (2.11) 
Thus we have 

We define the quantity 

-:І0giĽ_. n\T, 
• log S(Sґm) У • ' 

as the reciprocal rate of convergence of (2.9). The number of iterations needed for 
convergence is approximately proportional to RR(9m). 

Clearly, for convergence, we need S(,90))< 1. This condition holds for 
0 < (o < 2 since A is positive definite (see, for instance [6]). Of greater importance 
than mere convergence is the rapidity of convergence; this is discussed in the next 
section. 

3. Determination of o 

We now show that if we can give bounds on three quantities, we can explicitly 

compute a "good" value off) and a bound on the corresponding value of S(9\,t). 
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Since A is positive definite, it follows that the eigenvalues of B are real and 
less than unity. We let m and M be lower and upper bounds, respectively, for the 
eigenvalues of B. (We require+ that M < 1.) We let /3 be a bound on S(LU). 
In [8] it is shown that 

S(Sŕa) < 

1 — to(2 — co) 

1 — co(2 — ш) 

1 Aí 
-=- íf ß > 4- °r i f ß < -т 

l — ojM+oŕß 4 4 
and co < w* (3.1) 

\ — m . f « x 1 « . — íf p < — and co > co*. 
1 — com + co2/? 4 

Here for /? < — we let 
4 

1 + 1 / 1 - 4 / 3 

A "good" choice of co in the sense of minimizing the bound given by (3.1) is 

2 

(3.2) 

COl 
1 + j/ l — 2M +4/3 

2 

i+yi-4/j 
Moreover, with this choice we have 

1 — M 

if M < 4ß 

if M>4ß. 

(3.3) 

S&aO < 
[ - ҡ r][ 1 + 

1 — Лí 

Уl — 2 Л Í + 4 / ? J L Уl — 2M+4ß rГ 
1 — ]/l — 4/g 

1 + У1 — 4Д 
= w* 1, if M > 4ß 

if M < 4ß 

(3.4) 

As an example, let us consider the following model problem. Given a function 
g(x, y) defined on the boundary S of the unit square 0 < J C < 1, 0 < y < 1, find 
a function u(x,y) continuous in the closed region and of class C(2> in the interior R 
such that w(x, y) = g(x> y) on S and such that u satisfies in R the Laplace differen­
tial equation 

d2u d2u _ 
dx2 dy2 

We consider the use of the five-point difference equation 

u(x +h,y) + u(x — h,y) + u(x, y + h) + u(x, y — h) — 4u(xy y) 
h2 = 0 

(3.5) 

(3.6) 

+ It is easy to show that m < 0 < M and that S(B) < 2 \/S(LU). Therefore if — m 

> 2 |//5 we replace m by — 2 ]//? . Similarly, if M > 2 )/p we replace M by 2 ] / ^ . 
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Here we choose a positive integer J and let J'1 be the mesh size, h. The equation 
(3.6) is to be satisfied at all mesh points (ph, qh)9 where />, q are integers, in R. 
It is easy to verify that if one multiplies (3.6) by — h2 and brings the known boundary 
values to the right-hand side, one obtains a system of the form (2.1) where A is 
symmetric and positive definite. 

In this case it can be shown that 

S(B) = cos nh \ 

(see, for instance, [8]). Hence we can let 

M = — m = cos nh \ 
1 ™ 2 . ^ 1 (3-8) 

From (3.3) we have 

ß = т cos 2 

W 1 = ñiГ <3-9> 
1 +1/3 sin 2 

and by (3.4) 
2 . nh 

1 r— sin —^-

sí-ЛO < Ч Łr ~ i - # (з-ю) 

for small h. Therefore, 

nh 
тт=- S 1 П -s— 
| !3 2 

P 

RR(^mi)^^- h-i. (3.11) 

Thus the reciprocal rate of convergence of the SSOR method varies as hr1. This 
is the same order of magnitude (but with a slightly larger constant) as that of the 
SOR method. 

4. Acceleration of Convergence 

Given a linear stationary iterative method of the form 

M(»+D =-: GuW +k (4.1) 

where the eigenvalues of the iteration matrix G are real and less than unity, one can 
accelerate the convergence by an order of magnitude by means of semi-iteration. 
(See VARGA [5] and GOLUB and VARGA [2].) In the case of the SSOR method, the 

eigenvalues A of Sf & are real and nonnegative. Thus we have 

0 < A < S(6em) < 1 . (4.2) 
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The optimum semi-iterative method based on the SSOR method is defined by 

«<»+-> = e..+1{e(5'«i.<») + km) + (l — g) «<»>} + (l — e»+0 u*"-" • (4-3) 

Here we let 

2 
Є = 2 - 5 ( ^ в ) 

(4.4) 

and 

Єi = l 

»-(-íГ 
,w+l 

where 

l l .Г"£") ' w = 2, 3, 

S(Sŕm) 

(4.5) 

2 - S(/^„) ' 

The approximate error reduction after n iterations is approximately 

2rw/2 
Sn — 

1 + rn 

where 

_ / Уs(y») y 
V 1 + Уl - S(?m) ) 

(4.6) 

(4.7) 

(4.8) 

The reciprocal asymptotic average rate of convergence is given by 

1 
RRoo = lim 

n—>oo l 
log sn 

~ =±-()/l-S(.<rm))-1 (4.9) 
s-logr 

= y \RR(Sřm) 

if S(.£f(a) is close to unity. 

For the model problem we have, by (3.11) and (4.9) 

31/4 
RRX = , ._ A--/a 

2»/-V.-
(4.10) 

Thus the number of iterations needed to achieve a given level of convergence is 
0(/z-1/2) for the model problem. In the next section we show that this result holds 
for a more general class of problems. 
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5. More General Elliptic Equations 

Let R be a bounded plane region with boundary S consisting of horizontal and 
vertical line segments. Assume that for some ho > 0 and for some (xo> yo) the 
set Qh0 of all points (xo + iho, yo +jho) has the following property. If any point 
of Qh9 lies in R, then the four adjacent points lie in R or on S. We also assume that 
this property holds for all positive h such that ho/h is an integer. 

We consider the generalized Dirichlet problem involving the differential 
equation 

where A(x, y) > 0, C(x, y) > 0, and F(x, y) < 0 in R + S. Given a continuous 
function g(x, y) defined on S, the problem is to find a function u(x, y) of class C<2> 
in R and continuous in R + S such that L[u] = G in R and such that u(x, y) = 
= g(x,y) on S. 

We replace the differential equation by the following symmetric difference 
equation defined at points (x, y) of Rh = Qhf) R> 

Lh[u] = hr* j ^ + y , j / ) [u(x+h,y)-u(x,y)]-A (x-^,yj X 

[u(x, y) — u(x — h, y)] + C I x, y + y ) [u(x, y +h) — u(x, y)] — 

- C (x, y - A ) [U(X, y) _ „(*, y _ h)]J + Fu(x, y) = G(x, y) . (5.2) 

For this problem we can give the following bounds on M, m, and S(LU). 

A* 2(Z + C) 
M = m = = -rrr ' (5.3) 

2(A +C)+ h\-F) 

lAsin^+lCsi^-^j-

^(A + A) + ^(C + C) + ^(A - A) cos^ +^(C- C) cos j 

Here we let 
A < A(x, y)<A,C< C(x, y) < C, ( - F ) < - F(x, y) (5.4) 

in R + S. It is assumed that the region is included in an Ih x Jh rectangle. This 
result is proved in [6, 7]. For the bound on S(LU) we use 

J = max {#,(*, y) [M* ~h,y)+ fe(x - h, y)] + 

+ fa(.x,y)[(Ji(x,y-h)+fo(x,y-h)]}. 
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Here we let 

A{X + ^-,У) c(x,y+^J 

^ X > y ) = SjxTyj ^X>y) = S(x, y) 

A ( x ~ Y , y ) C \ x , y ~ ~ i ) 

^X>y) S0c,30 P*X'y) = S(x,y) \ (5'6) 

s(x,y) =A (*+Y>y) +A(x-T>y) +c(x>y + -r) + 

+ c(x,y-^) -h*F(x,y). 

Of fundamental importance is the following result, which is proved in [8], 

S(Lc7)<-^ + 0(h2). (5.7) 

It is assumed that A(xyy) and C(xyy) belong to class C<2> inR + S. The 
significance of this result can be seen by writing (3.4) in the following form 

( assuming p > — J . 

where 

t-ry^ • 
S(Sŕ0l) < ; (5.8) 

:>+ч-m'"-
By (5.3) it follows that M = 1 — ch2 + 0(h4) for some c > 0. Therefore, (5.7) 
implies that y > y0 as h -> 0 for some y0 > 0. By (5.8) it follows that 

RR(STm) = OCA"1), (5.10) 
and hence by (4.9) we have 

RRoo = 0(h~W) . (5.11) 

6. Numerical Results 

Table 1 gives the number of iterations required for convergence using the 
accelerated SSOR method for several elliptic boundary value problems. In each case 
it is assumed that F(xy y) = 0. The function A(xy y) and C(xy y) are as indicated. 
The values of co\ and S(Sfm^ as estimated using M = — m given by (5.3) and 
/? given by (5.5) were used. In addition, the experimentally determined optimum co 
and the corresponding value of S(^o)) as determined by the power method were 
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used. For comparison, the number of iterations required for convergence using 
the SOR method with the optimum co is given in each case. It should be 
noted that each SSOR iteration requires approximately as much work as two SOR 
iterations. (See, however, NIETHAMMER [4] where it is shown that the computation 
can be organized so that the number of operations per iteration for each method is 
approximately the same.) 

The numbers of iterations given are those required to satisfy the convergence 
tolerance 

| |u ( n ) — U\\A1'* 
< 10-6 

« U'' 
starting with w<°> = 0. Here we define the A1/2 norm \\V\\A'/2 of a vector v by 

\\v\\Aw = \\A1l*v\\ = y&Avj* 

From Table 1 it can be seen that the number of iterations Jf for the SSOR-SI 
method varies approximately as hr1^ while for the SOR method Jr varies at least 
as fast as hr1. Even considering the fact that twice as much work per iteration is 

Table 1. Numerical Results 

Coefficients h 
Accelerated SSOR 

Estimated Optimum 
Parameters Parameters 

SOR 

A = C = 1 1/20 
1/40 
1/80 

19 1.6 
26 23 
37 32 

44 
88 

174 

A = C = e10<*+2O 1/20 

1/40 

1/80 

10 10 

15 14 

21 20 

24 
48 

119 

й 1 
1/20 

1/40 

1/80 

28 17 

40 23 
57 33 

45 
90 

177 

1 + 2x2 + y2 

C - * 

1/20 

1/40 

1/80 

28 17 

40 23 
57 33 

45 
90 

177 
1 + x2 + 2x2 

1/20 

1/40 

1/80 

28 17 

40 23 
57 33 

45 
90 

177 

f 1 + x- 0 £ x £ * 
l 2 - x 3 ^ x ^ l 

1/20 
1/40 
1/80 

21 17 
32 24 
49 33 

46 
92 

180 

A = 1 + 4 \x - ì\2 

í i , o<; x < \ 
\ 9, \ < x <_ 1 

1/20 

1/40 

1/80 

28 19 

40 25 

56 34 

43 
86 

164 

n(x + v) 
A = 1 + sin - ч J~ УJ 

C = eЮ(s+î/) 

1/20 
1/40 
1/80 

11 10 
15 15 
22 21 

24 
47 

120 
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required per iteration and in spite of the additional complication due to the accele­
ration process, there is a worthwhile saving using the SSOR method as opposed 

to the SOR method for problems involving small mesh sizes. In some cases, there is 
an appreciable additional saving achieved in using the optimum co and the exact S(@CD) 

instead of the estimated values. This suggests the desirability of using adaptive, or 
dynamic, procedures for parameter determination along the lines of EVANS and 

FORRINGTON [1]. The procedure of Evans and Forrington is based on formulas 
developed byHABETLER and WACHSPRESS [3]. Research on adaptive parameter deter­
mination in now underway at The University of Texas at Austin. 
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