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V ¢&ldnku je nejdiive ~truéné zrekapitulovdna metoda pro simulaci zdvislych ndhodnych veliin, které
maji dané margindlni rozdéleni a Janou kovarianéni funkci. Pak je uvedena Kallova metoda pro feScni
mnohorozmérného momentového problému. Tyto vysledky jsou aplikovdny na problém simulace
dvojrozmérného AR(1) procesu. Je odvozena nutnd podminka k tomu, aby existoval dvojrozmérny AR(1)
proces s danymi momenty a s danou matici autoregresnich kocficienti.

B paboTc ynomitnaercst METOA IS MOJICITHPOBAIIS 3ABHCHMBIX CIYHaHHLIX BETHYHI C3aJaHHLIM
YACTIILIM PACTIPE/CNENEM 1 € 3aantoii kopapuanuonnoii (gynxuneii. [Tpiusoaurtcs meron Kanna
IUTS peluelins MioroMephoii npobaemti romeuTtoB. Pe3yabTaTbl npHMeENEHsl K MOAETIPOBAHHIO
asymcpiioro AR(1) npouecca. Buiseaeno 11€o6xoHMoe ycnoBie ans Toro, 4Tobnl CyecTBOBI
nsymepiintii AR(1) npouecc € 3afalubIMiE MOMCHTAMI 1T € 3aganioii MaTpuueii koa(iienTon
ABTOPCIPECCHI.

A mcthod for simulating dependent random variables with given moments of their marginal distribution
and with a given covariance function is briefly reviewed. The Kall’'s method for solution of
multidimensional moment problem is introduced. The results are applied to simulations of
two-dimensional AR(1) processes. A necessary condition for existence of an AR(1) process with given
moments and with a given matrix of autoregressive cocfTicicents is derived.

1. Introduction

Classical random number generators produce random samples from the rec-
tangular distribution R(O, 1). If one needs a sample from another distribution, it is
possible to use some transformations or special tricks. Since these methods are well
known and available in books and papers, we do not introduce further details.

A more complicated problem arises when it is necessary to produce identically
distributed random variables X, ..., Xy with a given distribution function F and
with a given covariance function. The history of this problem is described in Andél
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(1989). Since the exact solution is known only in very few cases, the problem was
modified in the following way. Denote m, = EX} (k = 0, 1,..., n) and try to find
a sequence of variables X, ..., Xy such that each of these variables has the moments
m, ..., m, and that the sequence has a given covariance function. The results for
AR(1) processes are described in Andél (1989), for linear processes in Andél (1987)
and for some non-linear processes in Andél and Garrido (1988). Numerical
experiences and applications are introduced in Andél and Zvara (1988). It must be
stressed that there are cases when the problem has no solution.

The method mentioned above has three steps:

(i) For a given time series model, from my, ..., m, calculate possible moments
So ..., S, Of the corresponding white noise.

(ii) Check if s, ..., s, is a sequence of moments (i.e. if there exists a random
variable ¢, such that E¢} = s, (k = 0,..., n)).

(iii) If so, ..., s, are moments, find a distribution such that s, ..., s, are its
moments.

A generalization of this procedure to the multidimensional case is rather
complicated. Although there exist some papers devoted to the multidimensional
moment problem (e.g. Eskin 1960 and Natanson 1954), they do not allow to solve
(ii) and (iii) for two or more dimensions. In our paper we adopt the procedure
suggested by Kall (1987), which gives the possibility to recognize when the
multidimensional problem has no solution.

2. Multidimensional moment problem on the unit-hypercube

Consider random variables £, ..., &g such that ¢,y £ & £ «;,, where a; and a;, are
real numbers (i = 1,..., K). The interval

K
(21) I = X[(I,'(), (l,]]

i=]

has vertices @, (j = 1,..., 2%). In this section we assume that a;, = 0 and a;; = 1
fori = 1,..., K, so that I is the unit-hypercube.
Let B be the set of all subsets of {1...., K}. For A € B define

my = EJJ&.

ieAd
Further, for any vector b = (b, ..., bx) define

/IA(b) = H/), . AeB.

ieA

To a given A € B there cxists such a vertex & = (), .... o) thatoy; = 1 forie A
and o; = 0 for i ¢ A. This is a one-to-one mapping from B onto the set of all
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vertices of the unit-hypercube. For K = 1,2,... we order the vertices of the
K-dimensional unit-hypercube in the following way.

If K =1, then a, = 0, a, = 1. If the vertices a,, ..., @&« of the K-dimensional
unit-hypercube are already ordered, then the vertices a}, ..., a¥i+1 of the (K + 1)-di-
mensional unit-hypercube are given by

a* = (a, 0y for i=1,..,2%,
ar=(a_,, 1) for i=25+1,..,25+".

For a given K, define the 2X x 2% matrix
Hi = (hi(a)), AeB;j=1,..,2",

where &; are ordered according to the above rule and the ordering of A corresponds
to it in view of the introduced one-to-one mapping. It can be proved (see Kall 1987)

that
11 Hy HK>
= H- = .
H, (o 1)’ K+t (o Hy

All the matrices Hy are regular and their inverses are

_ 1 -1 _ H;' —H{!
22 A= <0 1)’ Hicsr = (0 H;»'>'
Denote m = (mA, Ae B)’ where the components of m are arranged in the same
way as the elements /14(a)).

Theorem 2.1.  Let m be a given vector with 2% components. Then there exists
a probability distribution on the K-dimensional unit-hypercube with the moments m
if and only if Hg'm = 0.

Proof. See Kall (1987), Proposition 3.1.

This criterion concerns the existence of a probability measure on the
unit-hypercube. It is not very restrictive, since every moment problem with a finite
number of moments can be reduced to this case. It follows from the next theorem.

Theorem 2.2. Let f,, ..., [, be real Borel measurable functions defined on
(Rns, B 1) Let p be a probability measure on (Ry, Bu) such that all the functions
Jis ooy Jrare integrable with respect to j. Then there exists a probability measure
W with finite support such that

[fidp = [fidu* (i=1,..,L).
It is possible to find p* such that its support has maximaly L + 1 points.

Proof. See Mulholland and Rogers (1958).
Thus to every M-dimensional distribution with some L moments there exists an
M-dimensional distribution with finite support having the same L moments. Further,




there exists a linear transformation such that the image of this finite support lies
inside the unit-hypercube. Of course, before using Kall’s criterion we must transform
also the moments. The details can be found in Kall (1987).

Let us remark that if m = (m,, A € B is a vector of moments of a distribution
with the support on a general interval (2.1), then there exists a discrete probability
distribution concentrated on the vertices of the interval I with the same moments
m,, A € B. An explicit formula for this discrete distribution is given on p. A 122
in Kall (1987).

3. Two-dimensional AR(1) processes

Consider an AR(1) process X, = (Y,, Z,)’ given by
X =AX_ + e

where €, = (s,, q,)’ is a two-dimensional strict white noise and

a a
A - ( 1 l_) )
y
To ensure the stationarity of X, we assume that both the roots of A lie inside the
unit circle. Define

m,, = EY'Z' s, = Eeyl
fora,b =0,1,... Since

Y =aY_,  +a,Z_, +¢,

Z,=ayY_, +anZ,_, +7,,

we have
o osa\ i\ o
pe$ 1) (e
i=0 j=0 \! J
b " b u
Z" = Z Z < ) < )0'210'” Al 121—1’17 h
u=0 v=0 u v
and thus

A N AN AY YO
J pyi—Jt qu—t
my, = Z Z Z Z allalljallalll ’”j+r‘i+u—j—vsa—i,h—u'
i=0 j=0 u=0 vr=0 u v

From here the values of s,, can be computed recurrently.

Now, we show how to recognize that s,, cannot be moments of a distribution
with support inside the unit square. We use the results of Section 2. If we intend
to use all the moments s,, for ¢ < 3, b < 3, we can apply the following theorem.
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Theorem 3.1. Define

’
m= (1, S105 $205 5305 S015> S115 5215 S315 S025 S125 225 $32, S03, S135 S23, 333) .

If the relation H;y'm = 0 does not hold, then there exists no two-dimensional
distribution of (g, n,) with support inside the unit square such that the numbers
s (@ < 3, b £ 3) are its moments.

Proof. The assertion is a consequence of the results introduced in Section 2. If
H;'m = 0 does not hold, then there exists no vector & = (&,, &, &, 54)’ with
moments m and with a distribution which has support inside the unit-hypercube.
Thus it cannot exist a vector & = (g, &/, 11,, #7)’ with moments msuchthat0 < ¢ < 1,
0=n=1

Using (2.2), we can easily derive that

(M1 =1 =1 1-=1 1 1—=1—=1 1 1—=1 1=1=1 1
1 0—=1 0—=1 0 1 0—=1 0 1 0 1 0—I
1—=1 0 0—1 1 0 0—1 1 0 0 1 —1

1 0 0 0-1 0 0 O0-—-1 O O O 1
l-1t-1 1 0 0 0 O0-1 1 1-—1

1 0-1t 0 0 O O O0—-1 0 1

l1-1 0 0 0 0 0 O0-1 1

1 0 0 0 0 0 O O0-—I

Hi' = l1-1-1 1-1 1 1-1
1 0-1 0-1 O 1

0 1-1 0 0-1 1
1 0 0 0-1

1 -1-1 1

1 0-1

I —1

1

\

If we want to include also higher moments, then we can use either & =
= (e, €2, &, €, M M5 M3, 1Y OF & = (&4, &, €, N, M, Mar) and to apply Theorem 2.1
in a similar way.
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