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Norms on Semirings I.
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Various norms defined on semirings and rings are studied.

The study of semirings is interesting not only because of the structural properties,
but also because of certain cryptological applications. Recently, it was shown by
Monico and Maze in [3] and [4] that there are close connections between public key
cryptography based on the Discrete Logarithm Problem and finite congruence- and/or
ideal-simple semirings and finite semimodules over such semirings. It is known (see
e.g. [1] and [2]) that (except for some non-important trivial cases) there are three
basic classes of simple semirings, namely additively cancellative, additively idem-
potent and additively nil of index 2. It seems that possible connections of additively
cancellative simple semirings with discrete logarithms and perhaps also with cryptog-
raphy based on primes can be investigated using norms and seminorms on semirings.

The present note summarizes a few auxiliary results on semiring-valued norms
defined on (semi)rings. All the material collected here is fairly basic, elementary, and
of folklore character, and therefore we are not going to attribute any of the results to
any particular source.

Throughout the paper, let Q = Q(+, ·,≤) be a non-trivial (i.e., having at least two
elements) linearly ordered commutative and associative semiring. That is, a + b =
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= b + a, ab = ba, a + (b + c) = (a + b) + c, a(bc) = (ab)c, a(b + c) = ab + ac for all
a, b, c ∈ Q, ≤ is a linear (or total) ordering on Q and a ≤ b implies a + c ≤ b + c and
ac ≤ bc. We shall denote by 0Q ∈ Q (0Q � Q, resp.) the fact that 0Q is the neutral
element in Q(+) (Q(+) has no neutral element, resp.). Instead of 0Q we shall also use
only the symbol 0. Similarly, 1Q ∈ Q (1Q � Q, resp.) means that 1Q is the neutral
element of Q(·) (Q(·) has no neutral element, resp.) and we shall often write 1 instead
of 1Q.

1. P o s i t i v e a n d n e g a t i v e c o n e s

We denote by Qps and Qng the positive and negative cones of the ordered semiring.
That is, Qps = {a|x ≤ a + x for every x ∈ Q} and Qng = {a|a + x ≤ x for every x ∈ Q}.

1.1 Lemma. (i) Either Qps = ∅ (Qng = ∅, resp.) or Qps (Qng, resp.) is a subsemi-
group of Q(+).

(ii) Qng ≤ Qps. Moreover, if a ≤ b and a ∈ Qps (b ∈ Qng, resp.) then b ∈ Qps

(a ∈ Qng, resp.).
(iii) If 0Q � Q then Qps ∩ Qng = ∅.
(iv) If 0Q ∈ Q then Qps = {a|0 ≤ a},Qng = {a|a ≤ 0},Qps ∩ Qng = {0} and

Qps ∪ Qng = Q.

Proof. (i) We have x ≤ a + x ≤ a + b + x for all a, b ∈ Qps, x ∈ Q. The other case
is symmetric.

(ii) We have b ≤ a + b ≤ a for all a ∈ Qps, b ∈ Qng. Thus b ≤ a.
(iii) and (iv). If e ∈ Qps ∩Qng then e+ x ≤ x ≤ e+ x and e+ x = x for every x ∈ Q.

Thus e = 0Q and we see that Qps ∩ Qng = {0} provided that Qps ∩ Qng � ∅.
Now, assume that 0 ∈ Q. If a ∈ Qps then 0 ≤ a + 0 = a. Conversely, if 0 ≤ a

then x = x + 0 ≤ x + a for every x ∈ Q and hence a ∈ Qps. Thus Qps = {a|0 ≤ a}
and, symmetrically, Qng = {a|a ≤ 0}. Using the linearity of the order ≤, the equality
Qps ∪ Qng = Q easily follows. �

1.2 Lemma. Let a ∈ Q and put Ma = {x|x ≤ a + x} and Na = {y|a + y ≤ y}. Then
(i) Either Ma = ∅ (Na = ∅, resp.) or Ma (Na, resp.) is an ideal of Q(+).

(ii) Ma ∪ Na = Q.
(iii) Ma ∩ Na = {z|z + a = a}.
(iv) If Ma � ∅ � Na then Ma + Na ⊆ Ma ∩ Na.
(v) Either Ma � ∅ or Na � ∅.

(vi) Ma = ∅ (Na = ∅, resp.) if and only if a + x < x (x < a + x, resp.) for every
x ∈ Q.

(vii) Ma = Q (Na = Q, resp.) if and only if a ∈ Qps (a ∈ Qng, resp.).
(viii) If 0Q � Q then Ma ∩ Na � Q and either Ma � Q or Na � Q.
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Proof. (i) We have x ≤ a + x and x + u ≤ a + x + u for all x ∈ Ma and u ∈ Q. Thus
x + u ∈ Ma. The other case is symmetric.

(ii) Ma ∪ Na = Q follows from the linearity of the order ≤.
(iii) Clear from the definition of the sets Ma,Na.
(iv) Use (i).
(v) Use (ii).
(vi) and (vii). Easy to see.
(viii) The element a is not neutral in Q, and so Ma ∩ Na � Q by (iii). The rest is

clear.
�

In the remaining part of this section (except for 1.12) we shall assume that 0Q ∈ Q.

1.3 Lemma. Assume that Q · 0 = {w}. Then:
(i) Q · w = {w} and 2w = w.

(ii) The set {x|w + x = x} is a bi-ideal of the semiring Q.
(iii) If Q is bi-ideal-simple then either w = 0 or w is a bi-absorbing element of the

semiring Q.
(iv) If 1Q ∈ Q then w = 0.

Proof. (i) We have xw = xw0 = w for every x ∈ Q and w + w = 0w + 0w =
= (0 + 0)w = 0w = w.

(ii) If w + x = x then w + x + y = x + y and w + xy = wy + xy = (w + x)y = xy for
every y ∈ Q.

(iii) Use (ii).
(iv) We have w = 0 · 1 = 0.

�

1.4 Lemma. If a ∈ Qps (a ∈ Qng, resp.) is such that 0a ≤ 0 (0 ≤ 0a, resp.), then
0a + 0x = 0x for every x ∈ Q. Moreover, if 1Q ∈ Q then 0a = 0.

Proof. We have x ≤ a + x, and so 0x ≤ 0a + 0x. But 0a ≤ 0 implies 0a + 0x ≤ 0x,
and hence 0a + 0x = 0x. Now, setting x = 1Q, we get 0a = 0a + 0 = 0.The other case
is symmetric. �

1.5 Lemma. Just one of the following cases takes place:
(1) 0 · 0 = 0 and 0b ≤ 0 ≤ 0a for all a ∈ Qps and b ∈ Qng (i.e., 0a ∈ Qps and

0b ∈ Qng);
(2) 0 < 0a for every a ∈ Qps;
(3) 0b < 0 for every b ∈ Qng.

Moreover, if 1Q ∈ Q then (1) is true.

Proof. First, assume that neither (2) nor (3) is true. Then 0a1 ≤ 0 ≤ 0b1 for some
a1 ∈ Qps, b1 ∈ Qng. But 0 ≤ a1, b1 ≤ 0, and hence 0 · 0 ≤ 0a1 ≤ 0 ≤ 0b1 ≤ 0 · 0
and 0 · 0 = 0. Moreover, 0 ≤ a implies 0 = 0 · 0 ≤ 0a and, similarly, b ≤ 0 implies
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0b ≤ 0. Further, suppose that (2) and (3) hold simultaneously. Then 0 < 0 · 0 < 0, a
contradiction. Finally, if 1Q ∈ Q then 0 = 0 · 1 and either 1 ∈ Qps or 1 ∈ Qng. Thus
(1) is true. �

1.6 Lemma. Let a, b ∈ Q be such that a + b = 0. Then a ∈ Qps if and only if
b ∈ Qng. In particular, if Qps = Q (Qng = Q, resp.) then Q̃ = {u|0 ∈ Q + u} = {0}.

Proof. If a ∈ Qps or b ∈ Qng then b ≤ a + b = 0 ≤ a, hence b ∈ Qng and
a ∈ Qps. �

1.7 Lemma. Assume that Q · 0 = {0}. Then Qps · Qng = {0}.

Proof. If 0 ≤ a and b ≤ 0 then 0 = 0b ≤ ab ≤ a0 = 0, and hence ab = 0. �

1.8 Lemma. Assume that Q · 0 = {0}. Then:
(i) The set Q̃ = {u|0 ∈ Q + u} is an ideal of the semiring Q.

(ii) Q · Q̃ = {0}.
(iii) a, b ∈ Q̃ whenever a + b ∈ Q̃.
(iv) Either Q̃ = {0} or Q̃ is a (non-trivial) zero-multiplication subring of the semi-

ring Q.
(v) Ann(Q) = {u|Qu = 0} is an ideal of the semiring Q and Q̃ ⊆ Ann(Q).

Proof. (i) We have 0 ∈ Q̃ and, if u + v = 0 then ux + vx = 0, so that ux ∈ Q̃. If
u1 + v1 = 0 = u2 + v2 then (u1 + u2)+ (v1 + v2) = 0, and so u1 + u2 ∈ Q̃. Consequently,
Q̃ is an ideal of the semiring.

(ii) First, (Q̃ ∩ Qps)Qng = 0 = (Q̃ ∩ Qng)Qps follows from 1.7. Moreover, if
a ∈ Q̃∩Qps and a+b = 0, then b ∈ Qng by 1.6 and we have bc = 0 for every c ∈ Qps.
Consequently, 0 = 0c = ac + bc = ac. We have proved that (Q̃ ∩ Qps)Qps = 0, and
hence (Q̃∩Qps)Q = 0, since Q = Qps∪Qng by 1.1(iv). Symmetrically, (Q̃∩Qng)Q = 0
and, together, Q̃Q = 0.

(iii), (iv) and (v). Easy.
�

1.9 Lemma. Assume that Q · 0 = {0}. Let a, b ∈ Q be such that a + b ∈ Ann(Q).
Then:

(i) xa, xb ∈ Q̃ for every x ∈ Q.
(ii) yxa = 0 = yxb for all x, y ∈ Q.

(iii) b ∈ Ann(Q) if and only if a ∈ Ann(Q).

Proof. (i) We have xa + xb = 0.
(ii) By (i) and 1.8(v), xa ∈ Ann(Q), and so yxa = 0.

(iii) If a ∈ Ann(Q) then 0 = xa + xb = xb.
�
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1.10 Lemma. Assume that Q · 0 = {0} and that at least one of the following two
conditions is satisfied.

(1) Q̃ = {0};
(2) For every x ∈ Q there exist m ≥ 1 and u1, . . . , um, v1, . . . , vm ∈ Q such that

x = u1v1 + · · · + umvm.
Then:

(i) a, b ∈ Ann(Q) whenever a, b ∈ Q are such that a + b ∈ Ann(Q).
(ii) Either Ann(Q) = Q (and then Q̃ = 0) or Q\Ann(Q) is an ideal of Q(+).

Proof. (i) Combine 1.9(i), (ii), (iii).
(ii) If Ann(Q) = Q and (2) is true, then Q = 0. The rest is clear from (i).

�

1.11 Remark. Assume that Q · 0 = {0}. Now, define a relation ρ on Q by (u, v) ∈ ρ
if and only if u = v + a for some a ∈ Q̃. Since Q̃(+) is a subgroup of Q(+), we see
that ρ is an equivalence. Clearly, it is stable with respect to the addition. Moreover, if
u = v + a then uz = vz for every z ∈ Q (by 1.8(ii)). In particular, ρ is a congruence of
the semiring Q.

Clearly, ρ = idQ if and only if Q̃ = {0} and ρ = Q × Q if and only if Q̃ = Q (Q̃ is a
zero-multiplication ring in the latter case).

1.12 Remark. The operations of the semiring Q(+, ·) and the dual order ≤−1 are
compatible as well and Q(+, ·,≤−1) is again a linearly ordered semiring. We have
Qps = Qng and Qng = Qps.

2. A d d i t i v e l y c a n c e l l a t i c e s e m i r i n g s

This section is an immediate continuation of the preceding one.

2.1 Lemma. The following conditions are equivalent:
(i) The semiring Q is additively cancellative. (i.e., a + c = b + c implies a = b).

(ii) The order ≤ is additively cancellative (i.e., a + c ≤ b + c implies a ≤ b).

Proof. (i) implies (ii). If a + c ≤ b + c and b ≤ a, then b + c ≤ a + c, and hence
a + c = b + c. Since Q is additively cancellative, we get a = b, and so a ≤ b. If b � a
then a < b, since the order ≤ is linear. Thus a ≤ b anyway.

(ii) implies (i). If a + c = b + c then a + c ≤ b + c and a ≤ b. Similarly, b ≤ a, and
therefore a = b.

�

In the rest of this section, we will assume that the equivalent conditions of 2.1 are
satisfied.

2.2 Lemma. The following conditions are equivalent for a ∈ Q:
(i) a ≤ 2a (2a ≤ a, resp.).
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(ii) u ≤ a + u (a + u ≤ u, resp.) for at least one u ∈ Q.
(iii) a ∈ Qps (a ∈ Qng, resp.).

Proof. (i) implies (ii) and (iii) implies (i) trivially.
(ii) implies (iii). We have u + x ≤ u + a + x, and hence x ≤ a + x for every x ∈ Q.

The other case is symmetric.
�

2.3 Lemma. (i) Either Qps = ∅ (Qng = ∅, resp.) or Qps (Qng, resp.) is an ideal of
the semiring Q.

(ii) QpsQng ⊆ Qps ∩ Qng ⊆ {0Q}.
(iii) Qps ∪ Qng = Q.

Proof. (i) Assume that Qps � ∅, the other case being symmetric. By 1.1(i), Qps

is a subsemigroup of Q(+). Furthemore, if a ∈ Qps and x ∈ Q, then ax ≤ 2ax and
ax ∈ Qps by 2.2. Thus Qps is an ideal of Q.

(ii) Since both Qps and Qng are ideals of Q (when non-empty), we get QpsQng ⊆
⊆ Qps ∩ Qng. By 1.1(iii), (iv), we have Qps ∩ Qng ⊆ {0Q}.

(iii) For every a ∈ Q, either a ≤ 2a and a ∈ Qps by 2.2 or 2a ≤ a and a ∈ Qng

again by 2.2.
�

2.4 Lemma. Assume that 0Q � Q. Then just one of the following two cases takes
place:

(1) Qps = Q and b < a + b for all a, b ∈ Q.
(2) Qng = Q and a + b < b for all a, b ∈ Q.

Proof. By 2.3(iii), we have Q = Qps ∪ Qng. Now, assume that Qps � ∅, the
other case being symmetric. Since 0 � Q, the equality Qng = ∅ follows from 2.3(ii).
Consequently, Qps = Q and b ≤ a + b for all a, b ∈ Q. If b = a + b then a ∈ Qng by
2.2(ii), a contradiction. Thus b < a + b. �

In the remaining part of this section (except for 2.14, 2.15, and 2.16), we will
assume that 0Q ∈ Q.

2.5 Lemma. (i) Q · 0 = 0.
(ii) If a ∈ Qps and b ∈ Qng are such that a + b ∈ Qps (a + b ∈ Qng, resp.), then

b ∈ Ann(Q) (a ∈ Ann(Q), resp.).
(iii) Either Qps ⊆ Ann(Q) or Qng ⊆ Ann(Q).
(iv) Q̃ ⊆ Ann(Q).

Proof. (i) We have Q · 0 = (Qps ∪ Qng) · 0 = Qps · 0 ∪ Qng · 0 ⊆ QpsQng ⊆ {0}
by 2.3.

(ii) We have 0 = (a+ b)c = ac+ bc = bc for every c ∈ Qng by 2.3. Then bQng = 0,
and hence bQ = 0 follows from 2.3 again. Thus b ∈ Ann(Q). The other case is
symmetric.
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(iii) Assume that Qng � Ann(Q), the other case being symmetric. If b ∈
∈ Qng\Ann(Q) then b + Qps ⊆ Qng by (ii). Using (ii) again, we get Qps ⊆ Ann(Q).

(iv) Combine (i) and 1.8(v).
�

2.6 Lemma. Let a, b ∈ Qps (a, b ∈ Qng, resp.) be such that a + b ∈ Ann(Q). Then
a, b ∈ Ann(Q).

Proof. Assume a, b ∈ Qps, the other case being symmetric. We have xa + xb = 0
for every x ∈ Q. By 2.3(iv), we get xa, xb ∈ Qps and it follows from 1.6 that xa, xb ∈
∈ Qng, too. Thus xa, xb ∈ Qps ∩ Qng = {0}, xa = 0 = xb and, finally, a, b ∈
∈ Ann(Q). �

2.7 Lemma. Either Ann(Q) = Q or the set Q\Ann(Q) is an ideal of Q(+).

Proof. Immediate from 2.6. �

Now (except for 2.14, 2.15, 2.16), assume that Qng ⊆ Ann(Q), the other case being
symmetric (see 2.5(iii) and 1.12). Then we have Qng ∪ Q̃ ⊆ Ann(Q) and we put
K = Q\Ann(Q).

2.8 Lemma. (i) K = Qps\Ann(Q) ⊆ Qps\{0}.
(ii) Q = K ∪ Ann(Q) and K ∩ Ann(Q) = ∅.

(iii) Either K = ∅ (and then Ann(Q) = Q) or K is an ideal of Q(+).

Proof. (i) Clearly, Qps\Ann(Q) ⊆ K. On the other hand, if a ∈ K then a � Qng,
and so a ∈ Qps. Thus K = Qps\Ann(Q). The inclusion K ⊆ Qps\{0} is clear.

(ii) Obvious.
(iii) See 2.7.

�

Define a relation σ(= σQ) on Q by (a, b) ∈ σ if and only if ax = bx for all x ∈ Q.

2.9 Lemma. (i) σ is a congruence of the semiring Q and ρ ⊆ σ (see 1.11).
(ii) Ann(Q) is a block of σ.

(iii) σ = Q × Q if and only if Ann(Q) = Q.
(iv) If a, b, c ∈ Q are such that (a + c, b + c) ∈ σ, then (a, b) ∈ σ.
(v) If a, b, c, d ∈ Q are such that (a, b) ∈ σ, (c, d) ∈ σ and a ≤ c, then either

b ≤ d or (a, c) ∈ σ and (b, d) ∈ σ.

Proof. (i) Easy to check directly.
(ii) Clearly, Ann(Q) = {a|(a, 0) ∈ σ}.
(iii) This follows immediately from (ii).
(iv) We have ax+ cx = bx+ cx for every x ∈ Q. Since Q(+) is cancellative, we get

ax = bx.
(v) If b � d then d < b and cx = dx ≤ bx = ax for every x ∈ Q. But a ≤ c implies

ax ≤ cx, and so ax = cx and (a, c) ∈ σ. Then (b, d) ∈ σ. �
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2.10 Remark. Let Ann(Q) � Q (i.e., ab � 0 for some a, b ∈ Q). Then σ �
� Q × Q by 2.9(iii) and P = Q/σ is a non-trivial semiring. According to 2.9(iv), P
is additively cancellative. Moreover, it follows from 2.9(v) that the order ≤ induces
an order (we denote it again ≤) on the factorsemiring P. Thus P becomes a linearly
ordered semiring.

(i) If a ∈ Qps then 0Q ≤ a, and hence 0P = 0Q/σ ≤ a/σ and a/σ ∈ Pps. If
a ∈ Q\Qps then a ∈ Ann(Q) (see 2.8), a/σ = 0P and a/σ ∈ Pps. It follows
that Pps = P.

(ii) Clearly, a/σ ∈ Ann(P) if and only if axy = 0 for all x, y ∈ Q. In particular, if
the condition 1.10(2) is satisfied, then Ann(P) = {0P}.

(iii) Clearly, (a/σ, b/σ) ∈ σP if and only if axy = bxy for all x, y ∈ Q. Again, if
1.10(2) is true, then σP = idP.

(iv) We have Pps = P by (i) and it follows that P̃ = {0P} (use 1.6 or 2.7).

Define a relationσm(= σQ,m), m ≥ 1, on Q by (a, b) ∈ σm if and only if ax1 · · · xm =

= bx1 · · · xm for all x1, . . . , xm ∈ Q.

2.11 Lemma. (i) σm is a congruence of the semiring Q.
(ii) If a, b, c ∈ Q are such that (a + c, b + c) ∈ σm, then (a, b) ∈ σm.

(iii) If a, b, c, d ∈ Q are such that (a, b) ∈ σm, (c, d) ∈ σm and a ≤ c, then either
b ≤ d or (a, c) ∈ σm and (b, d) ∈ σm.

Proof. Similar to that of 2.9. �

Clearly, σ = σ1 ⊆ σ2 ⊆ σ3 ⊆ . . . and we put (σQ =)σ =
⋃
σm,m ≥ 1.

2.12 Lemma. (i) σ is a congruence of the semiring Q.
(ii) σ = Q×Q if and only if for every a ∈ Q there exists a positive integer n such

that ax1 · · · xn = 0 for all x1, . . . , xn ∈ Q,
(iii) If a, b, c ∈ Q are such that (a + c, b + c) ∈ σ, then (a, b) ∈ σ.
(iv) If a, b, c, d ∈ Q are such that (a, b) ∈ σ, (c, d) ∈ σ and a ≤ c, then either

b ≤ d or (a, c) ∈ σ and (b, d) ∈ σ.

Proof. An easy consequence of 2.11. �

2.13 Remark. Assume that σ � Q × Q (see 2.12(ii)) and put P = Q/σ. Then P
is a non-trivial additively cancellative semiring that is linearly ordered (see 2.12(iii),

(iv)). Moreover, Pps = P and Png = {0P} (see 2.10(i)). Consequently, P̃ = {0P}.
2.14 Remark. Assume that either 0Q � Q or 0Q ∈ Q and Q̃ = {0} (see 1.6 and

2.10(iv)). Now, define a relation ≤0 on Q by a ≤0 b if and only if b = a + u for some
u ∈ Q ∪ {0}. It is easy to check that ≤0 is an ordering that is compatible with the
addition and multiplication.

(i) The ordering ≤0 is contained in the ordering ≤ if and only if Qps = Q.
(ii) The ordering ≤0 is contained in the ordering ≤−1 if and only if Qng = Q.

(iii) The following conditions are equivalent:
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(iii1) The ordering ≤ is contained in the ordering ≤0.
(iii2) The orderings ≤ and ≤0 coincide.
(iii3) The semiring Q is semisubtractive and Qps = Q.

(iv) The following conditions are equivalent:
(iv1) The ordering ≤−1 is contained in the ordering ≤0.
(iv2) The orderings ≤−1 and ≤0 coincide.
(iv3) The semiring Q is semisubtractive and Qng = Q.

2.15 Lemma. Assume that 1Q ∈ Q. Then Qps = Q (Qng = Q, resp.) if and only if
1Q ≤ 2Q (2Q ≤ 1Q, resp.).

Proof. If 1Q ≤ 2Q then a ≤ 2a = a + a, and so a + x ≤ a + a + x for all a, x ∈ Q.
Using 2.1, we get x ≤ a + x. �

2.16 Corollary. If 1Q ∈ Q then either Qps = Q or Qng = Q.

3. D i f f e r e n c e r i n g s

In this section, let Q be additively cancellative. We denote by R the difference ring
of Q. That is, R = {u − v|u, v ∈ Q}, R is a commutative and associative ring (possibly
without unit element).

3.1 Lemma. Let u1, u2, v1, v2, z1, z2,w1,w2 ∈ Q be such that u1 − v1 = u2 − v2,
z1 − w1 = z2 − w2 and u1 + w1 ≤ z1 + v1. Then u2 + w2 ≤ z2 + v2.

Proof. We have u1 + v2 = u2 + v1, z1 +w2 = z2 +w1, u2 + v1 +w1 +w2 = u1 + v2 +

+w1 + w2 ≤ z1 + v1 + v2 + w2 = z2 + w1 + v1 + v2. Consequently, u2 + w2 ≤ z2 + v2
by 2.1. �

In view of 3.1, define a relation ≤R on R by u−v ≤R z−w if and only if u+w ≤ z+v.

3.2 Lemma. The relation ≤R is a linear ordering that is compatible with the addi-
tion of the ring R.

Proof. First, u − v ≤R u − v, since u + v ≤ u + v. Thus ≤R is reflexive. If u − v ≤R

≤R z − w ≤R u − v then u + w ≤ z + v ≤ u + w, u + w = z + v and u − v = z − w.
Thus the relation ≤R is antisymmetric. Finally, if u − v ≤R z − w ≤R r − s then
u+w ≤ z+v, z+ s ≤ r+w, u+w+ s ≤ z+v+ s ≤ r+w+v, and hence u+ s ≤ r+v and
u− v ≤R r − s. That is, the relation ≤R is transitive and we have checked that ≤R is an
ordering on R. Moreover, if u, v, r, s ∈ Q then either u + s ≤ r + v and u − v ≤R r − s
or r + v ≤ u + s and r − s ≤R u − v. Thus the ordering ≤R is linear.

It remains to show the compatibility. If u−v ≤R z−w then u+w ≤ z+v, u+w+r+s ≤
≤ z + w + r + s, and therefore u − v + r − s = (u + r) − (v + s) ≤R (z + r) − (w + s) =
= z − w + r − s.

�
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3.3 Lemma. The following conditions are equivalent for a, b ∈ Q:
(i) a ≤ b.

(ii) a ≤R b.
(iii) 0 ≤R b − a.
(iv) a − b ≤R 0.

Proof. The conditions (ii), (iii), and (iv) are equivalent due to 3.2. If a ≤ b then
2a ≤ a + b, 2a + b ≤ a + 2b and a = 2a + b − (a + b) ≤R (2b + a) − (a + b) = b.
Conversely, if 2a − a = a ≤R b = 2b − b then 2a + b ≤ 2b + a, a + b ≤ 2b and, finally,
a ≤ b. �

3.4 Lemma. If α, β ∈ R and α ≤R β then aα ≤R aβ for every a ∈ Q.

Proof. We have α = u − v, β = z − w, u + w ≤ z + v. Then au + aw ≤ az + av, and
so aα = au − av ≤R az − aw = aβ. �

3.5 Lemma. (i) Rps = {α ∈ R|0R ≤R α} = {u − v|v ≤ u}.
(ii) Rng = {α ∈ R|α ≤R 0R} = {u − v|u ≤ v}.

(iii) Rps ∩ Q = Qps and Rng ∩ Q = Qng.

Proof. (i) Clearly, 0R ≤R u − v if and only if v ≤ u.
(ii) Symmetric to (i).
(iii) If a ∈ Q then a − a = 0R ≤R a if and only if a ≤ 2a. Using 2.2, we get

Rps ∩ Q = Qps. The other case is symmetric.
�

3.6 Lemma. The following conditions are equivalent:
(i) Rps is a subsemiring of the ring R.

(ii) If α ≤R β then αγ ≤R βγ for every γ ∈ Rps (i.e., R, together with ≤R, is a
linearly ordered ring in the usual sense).

(iii) If α ≤R β then βγ ≤R αγ for every γ ∈ Rng.
(iv) If u, v, z,w ∈ Q are such that u < v and w < z, then vw + uz ≤ vz + uw.

Proof. (i) implies (ii). We have β − α ∈ Rps and γ ∈ Rps. Then βγ − αγ ∈ Rps, and
so αγ ≤R βγ.

(ii) is equivalent to (iii). Easy to see.
(iii) implies (iv). We have v − u ∈ Rps, z − w ∈ Rps, and so vz − vw − uz + uw =

= (v − u)(z − w) ∈ Rps. Then vw + uz ≤ vz + uw.
(iv) implies (i). Let α = v − u and β = z − w be in Rps, u ≤ v,w ≤ z. Then

0 ≤R vz − vw − uz + uw = (v − u)(z − w) = αβ. Thus αβ ∈ Rps.
�

3.7 Lemma. (i) a − b ∈ Ann(R) if and only if (a, b) ∈ σQ (see 2.9).
(ii) Ann(R) = {0R} if and only if σQ = idQ.

Proof. It is easy. �
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3.8 Lemma. The following conditions are equivalent:
(i) αβ � 0R for all α, β ∈ R\{0R}.

(ii) uz + vw � vz + uw whenever u, v,w, z ∈ Q are such that u < v and w < z.

Proof. It is easy. �

3.9 Lemma. (i) 1R ∈ R if and only if there are a, b ∈ Q such that au = bu + u for
every u ∈ Q (then 1R = a − b).

(ii) If 1Q ∈ Q then 1Q = 1R.

Proof. It is easy. �

3.10 Remark. Let Q be a non-trivial additively cancellative semiring such that
either 0Q � Q or 0Q ∈ Q and Q̃ = {0Q} (see 2.14). Assume further that Q is semisub-
tractive and put ≤=≤0. Then ≤ is a linear ordering that is compatible with the semiring
operations of Q. Clearly, Qps = Q.

Now, we check that the condition 3.6(iv) is satisfied. Indeed, if v = u + a and
z = w + b, then c = vw + uz = uw + aw + uw + ub = 2uw + aw + ub, d = vz + uw =
= uw + ub + aw + ab + uw = 2uw + aw + ub + ab = c + ab, and hence c ≤ d.

It follows from 3.6 that R together with ≤R is a linearly ordered ring. Clearly,
Rps = Q ∪ {0R}.

(i) If α ∈ R, α = u−v, then either v ≤ u and α ∈ Q∪{0} or u < v, v = u+a, a ∈ Q,
and α = −a. Thus R = Q ∪ (−Q) ∪ {0}.

(ii) Ann(R) = Ann(Q) ∪ (−Ann(Q)) ∪ {0}.
(iii) If 0Q � Q then αβ � 0 for all α, β ∈ R\{0} (use 3.8). Consequently, the

multiplicative semigroup Q(·) is cancellative. (In fact, if ab = ac, a, b, c ∈
∈ Q, b ≤ c, c = b+u, u ∈ Q∪{0}, then ab = ab+au, au = 0, u = 0 and b = c.)

(iv) Assume that 0Q ∈ Q. If a, b ∈ Q are such that ab = 0 and a ≤ b, then
b = a + u, a2 + au = 0 and a2 = 0 = au, since Q̃ = {0}.

(v) Assume that 0Q ∈ Q. Then αβ � 0 for all α, β ∈ R\{0} if and only if a2 � 0
for every a ∈ Q\{0} (combine (iv) and 3.8).

(vi) 1R ∈ R if and only if 1Q ∈ Q; then 1R = 1Q.
Indeed, if 1Q ∈ Q then 1R = 1Q. Conversely, if a ∈ Q is such that −a = 1R (see (i)),

then a = −a2 ∈ Q̃, a = 0Q and Q = {0}, a contradiction.

3.11 Remark. Assume that Q = Qps and that the equivalent conditions of 3.6
are satisfied. The difference ring R, together with ≤R, is a linearly ordered ring (in
the normal sense). Consequently, Rps is a semisubtractive semiring that is linearly
ordered by ≤R. Of course, Q is a subsemiring of Rps and ≤R� Q =≤. Moreover,
0 ∈ Rps, R̃ps = {0} and either 0 � Q or 0 ∈ Q and Q̃ = {0}.

3.12 Remark. Let S , together with ≤S , be a non-trivial ordered ring (in the usual
sense). Then Q = S ps, together with ≤=≤S � Q, is a linearly ordered semiring that is
additively cancellative and that satisfies the equivalent conditions of 3.6. Moreover,
Q is semisubtractive, Qps = Q and Q̃ = {0}.
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3.13 Remark. Let Q be a non-trivial semiring. Combining 3.11 and 3.12, we see
that the following two conditions are equivalent:

(1) Q is additively cancellative and can be linearly ordered in such a way that
Qps = Q and 3.6(iv) is true.

(2) There exists a linearly ordered ring S such that Q is a subsemiring of S ps.

3.14 Example. Put Q = Q+ × Q+ (Q+ being the parasemifield of positive rational
numbers) and define a relation ≤Q on Q by (a, b) ≤Q (c, d) if and only if either a < c
or a = c and d ≤ b. One checks readily that Q (together with ≤Q) becomes a linearly
ordered parasemifield that is additively cancellative.

Clearly, Qps = Q and 0Q � Q. If u1 = (1, 2) and v1 = (1, 1), then u1 < v1 and
u2

1 + v2
1 = (2, 5) < (2, 4) = 2u1v1. Consequently, the condition 3.6(iv) is not satisfied.

On the other hand, if u2 = (1, 1) and v2 = (2, 1), then u2 < v2 and 2u2v2 = (4, 2) <
< (5, 2) = u2

2 + v2
2. Thus the condition dual to 3.6(iv) is not satisfied either.

3.15 Remark. It is not clear whether there exists a linearly ordered additively
cancellative parasemifield P such that 3.6(iv) is not true for any (compatible) linear
ordering defined on P.

4. P a r a s e m i f i e l d s o f f r a c t i o n s

4.1 Lemma. The following conditions are equivalent:
(i) The semiring Q is multiplicatively cancellative (i.e., ac = bc implies a = b).

(ii) The order ≤ is multiplicatively cancellative (i.e., ac ≤ bc implies a ≤ b).

Proof. Similar to that of 2.1. �

In the rest of this section, we will assume that the equivalent conditions of 4.1 are
satisfied. Let P be the parasemifield of fractions of Q.

4.2 Lemma. Let u1, u2, v1, v2, z1, z2,w1,w2 ∈ Q be such that u1/v1 = u2/v2,
z1/w1 = z2/w2 and u1w1 ≤ z1v1. Then u2w2 ≤ z2v2.

Proof. Similar to that of 3.1. �

In view of 3.2, define a relation ≤P on P by u/v ≤P z/w if and only if uw ≤P zv.

4.3 Lemma. The relation ≤P is a linear ordering that is compatible with the
multiplication of the parasemifield P.

Proof. Similar to that of 3.2. �

4.4 Lemma. The following conditions are equivalent for a, b ∈ Q:
(i) a ≤ b.

(ii) a ≤P b.
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(iii) 1 ≤P b/a.
(iv) a/b ≤P 1.

Proof. Similar to that of 3.3. �

4.5 Lemma. If α, β ∈ P and α ≤P β, then α + γ ≤P β + γ for every γ ∈ P.

Proof. We have α = u/v, β = z/w, uw ≤ zv, and γ = a/b. Then uwb2 ≤ zvb2,
(ub + av)wb = ubwb + avwb ≤ zbvb + awvb = (zb + aw)vb, and hence u/v + a/b =
= (ub + av)/vb ≤P (zb + aw)/wb = z/w + a/b. �

In view of 4.5, P becomes a linearly ordered parasemifield.

4.6 Lemma. If Q is additively cancellative, then P is such.

Proof. Let a/b+c/d = a/b+e/ f . Then ad f +cb f = ad f +ebd, and so cb f = ebd,
c f = ed and c/d = e/ f . �

4.7 Lemma. Assume that Q is additively cancellative (see 4.6) and denote by S
the difference ring of the parasemifield P. Then αβ � 0S for all α, β ∈ S \{0S } if and
only if Q satisfies the condition 3.8(ii).

Proof. Clearly, S is a domain if and only if 1 + αβ � α + β for all α, β ∈ P\{1}.
Now, if α = a/b and β = c/d, then bd(1 + αβ) = bd + ac and bd(α + β) = ad + bc.
The rest is clear. �

4.8 Lemma. Assume that Q is additively cancellative. Then P satisfies the equiv-
alent conditions of 3.6 if and only if Q satisfies them.

Proof. Assume that Q satisfies 3.6(iv). If a/b < c/d and e/ f < g/h, then
ad < bc, eh < g f , and so adg f + bceh ≤ adeh + bcg f . From this, ag/bh + ce/d f ≤
≤ ae/b f + cg/dh. �

4.9 Lemma. If Q is semisubtractive then P is such.

Proof. Assume that Q is semisubtractive. If a/b, c/d ∈ P are such that a/b �
� c/d, then ad � bc and there is e ∈ Q such that ad + e = bc (bc + e = ad, resp.).
Consequently, a/b + e/bd = c/d (c/d + e/bd = a/b, resp.). �

4.10 Lemma. Let Qps � ∅ (Qng � ∅, resp.). Then xy ≤ x + xy (x + xy ≤ xy, resp.)
for all x, y ∈ Q.

Proof. Let a ∈ Qps. We have ya ≤ a + ya for every y ∈ Q. Then xya ≤ xa + xya
and xy ≤ x + xy by 4.1. The other case is symmetric. �

4.11 Lemma. Assume that Q is additively cancellative. Then 0Q � Q and a+b � a
for all a, b ∈ Q.
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Proof. If 0Q ∈ Q then 0 ·0 = (0+0)0 = 0 ·0+0 ·0, and so 0 ·0 = 0. Now, a0 = a0 ·0
for every a ∈ Q, and hence a = a0 and 0Q = 1Q. From this, ab = (a+0)b = ab+0b =
= ab + b and b = 0 for every b ∈ Q. Thus Q is trivial, a contradiction. �

4.12 Lemma. If Q is additively cancellative then either Qps = Q and Qng = ∅ or
Qng = Q and Qps = ∅.

Proof. Combine 2.3(iii), 4.11 and 4.10. �

4.13 Lemma. Assume that 0Q = 1Q ∈ Q. Then Q is additively idempotent and
ab = ab + b for all a, b ∈ Q.

Proof. We have ab = ab + b (see the proof of 4.11), and therefore b = 1Qb =
= 1Qb + b = b + b. �

4.14 Lemma. Assume that Qps � ∅ � Qng. Then
(i) xy = x + xy for all x, y ∈ Q.

(ii) If 1Q ∈ Q then 1Q = 0Q.

Proof. (i) Use 4.10(i).
(ii) By (i), y = 1y = 1 + 1y = 1 + y. �

5. A d d i t i v e l y c a n c e l l a t i v e p a r a s e m i f i e l d s

In this section, let Q = P be a parasemifield (i.e., P(·) is a group).

5.1 Lemma. 0P � P.

Proof. If 0P ∈ P then x + 0 = x implies xy + 0y = xy for all x, y ∈ P. Since P is
a parasemifield, it follows that 0y = 0, and hence 1P = 0−1 · 0 = 0−1 · 0y = 1y = y.
Thus P is trivial, a contradiction. �

5.2 Lemma. The following conditions are equivalent:
(i) 1P ∈ Pps (1P ∈ Png, resp.).

(ii) Pps � ∅ (Png � ∅, resp.).
(iii) Pps = P and Png = ∅ (Png = P and Pps = ∅, resp.).

Proof. (i) implies (ii) and (iii) implies (i) trivially.
(ii) implies (iii). If a ∈ Pps then x ≤ x + a and a−1x ≤ a−1x + 1 for every x ∈ P.

Consequently, 1 ∈ Pps, y ≤ 1 + y and by ≤ b + by for all b, y ∈ P. Thus b ∈ Pps and
Pps = P. Finally, since 0P � P by 5.1, we have Png = ∅. �

5.3 Lemma. Assume that P is additively cancellative. Then either Pps = P and
Png = ∅ or Png = P and Pps = ∅.

Proof. See 4.12. �
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5.4 Lemma. Assume that P is additively cancellative (see 5.3).
(i) The equivalent conditions of 3.6 are satisfied if and only if u + v ≤ 1 + uv for

all u, v ∈ P such that 1 < u and 1 < v.
(ii) The equivalent conditions of 3.8 are satisfied if and only if u + v � 1 + uv for

all u, v ∈ P such that 1 < u and 1 < v.

Proof. It is easy. �

5.5 Remark. Assume that Pps = P, put P0 = P ∪ {0} and 0 < x for every x ∈ P.
Then P0 becomes a linearly ordered semifield.

6. S e m i f i e l d s

In this section, let Q = F be a semifield (i.e., 0F ∈ F and F\{0F} is a subgroup
of F(·)).

6.1 Remark. Denote by e the unit element of the multiplicative group F\{0}.
If e0 = 0 then e = 1F is the multiplicatively neutral element of the semifield F.
Henceforth, assume that e0 = f � 0. Then a = e(a + 0) = ea + e0 = a + f for every
a ∈ F\{0}. Consequently, ab = ab + f b for all a, b ∈ F\{0} and it follows easily that
f b = f and b = f −1 f b = f −1 f = e. Thus |F| = 2, F = {0, e}, e + e = e = e0 and
either 0 · 0 = 0 or 0 · 0 = e. Further, if 0 · 0 = 0 then 0 = 1F and we have either 0 < e
or e < 0. Finally, if 0 · 0 = e then 1F � F and, again, either 0 < e or e < 0.

6.2 Remark. Assume that e0 = 0 (see 6.1). Then e = 1F and 0 = 1 · 0 = a−1 · a0
for every a ∈ F\{0} and it follows that a0 = 0. Now, if 0 · 0 = b � 0 then 1 = b−1b =
= b−10 · 0 = 0 · 0 = b, 0 · 0 = 1 and c = 1c = 0 · 0c = 0 · 0 = 1 for every c ∈ F\{0}.
Thus |F| = 2, F = {0, 1} and 1 + 1 = 0 · 0 + 0 · 0 = 0(0 + 0) = 0 · 0 = 1. Moreover,
0 = 0 · 1 = 0(0 + 1) = 0 · 0 + 0 · 1 = 1 + 0 = 1, a contradiction. We have shown that
F · 0 = {0} anyway.

In the remaining part of this section, assume that 1F ∈ F and F · 0 = {0} (see 6.1
and 6.2).

6.3 Lemma. F̃ = {0} (see 1.8).

Proof. Assume, on the contrary, that a + b = 0 for some a, b ∈ F\{0}. Then
1 + c = 0, where c = a−1b, and hence x + xc = 0 for every x ∈ F. Thus F is a ring
and, in fact, F is a field, a contradiction. �

6.4 Lemma. Either Fps = F and Fng = {0} or Fng = F and Fps = {0}.

Proof. If a < 0 < b for some a, b ∈ F\{0}, then 1 = aa−1 < 0 < bb−1 = 1,
a contradiction. �
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6.5 Remark. Put P = F\{0}. Then P is a subsemiring of F and either |P| = 1
and |F| = 2 or P is a (non-trivial) linearly ordered parasemifield. Moreover, either
Pps = P and Png = ∅ or Png = P and Pps = ∅ (cf. 5.5).

7. N o r m s o n s e m i r i n g s

Throughout this section, let S = S (+, ·) a non-trivial commutative and associative
semiring. Let α : S → Q be a mapping such that α(xy) = α(x)α(y) for all x, y ∈ S
(i.e., α is a homomorphism of the multiplicative semigroups). Now, consider the
following conditions:

(A) α(x + y) ≤ α(x) + α(y) for all x, y ∈ S ;
(B) α(x) + α(y) ≤ α(x + y) for all x, y ∈ S ;
(C) α(x + y) = α(x) + α(y) for all x, y ∈ S ;
(D) α(x + y) ≤ max{α(x), α(y)} for all x, y ∈ S ;
(E) max{α(x), α(y)} ≤ α(x + y) for all x, y ∈ S ;
(F) α(x + y) = max{α(x), α(y)} for all x, y ∈ S ;
(G) α(x + y) ≤ min{α(x), α(y)} for all x, y ∈ S ;
(H) min{α(x), α(y)} ≤ α(x + y) for all x, y ∈ S ;
(K) α(x + y) = min{α(x), α(y)} for all x, y ∈ S .

7.1 Lemma. (i) (C)⇔ (A) and (B).
(ii) (F)⇔ (D) and (E).

(iii) (K)⇔ (G) and (H).
(iv) (G)⇒ (D).
(v) (E)⇒ (H).

Proof. It is obvious. �

7.2 Lemma. (i) If Qps = Q then (D)⇒ (A) and (B)⇒ (E).
(ii) If Qng = Q then (H)⇒ (B) and (A)⇒ (G).

Proof. It is easy. �

7.3 Lemma. (i) (A) ⇒ α(x1 + · · · + xn) ≤ α(x1) + · · · + α(xn) for all n ≥ 1 and
x1, . . . , xn ∈ S .

(ii) (B)⇒ α(x1) + · · · + α(xn) ≤ α(x1 + · · · + xn) for all n ≥ 1 and x1, . . . , xn ∈ S .
(iii) (C)⇒ α(x1 + · · · + xn) = α(x1) + · · · + α(xn) for all n ≥ 1 and x1, . . . , xn ∈ S .

Proof. Easy (by induction on n). �
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7.4 Lemma. (i) (A)⇒ α(nx) ≤ nα(x) for all x ∈ S and n ≥ 1.
(ii) (B)⇒ nα(x) ≤ α(nx) for all x ∈ S and n ≥ 1.

(iii) (C)⇒ α(nx) ≤ nα(x) for all x ∈ S and n ≥ 1.

Proof. An easy consequence of 7.3. �

7.5 Lemma. (i) (D)⇒ α(x1 + · · · + xn) ≤ max{α(x1), . . . , α(xn)} for all n ≥ 1 and
x1, . . . , xn ∈ S .

(ii) (E)⇒max{α(x1), . . . , α(xn)} ≤ α(x1+· · ·+xn) for all n ≥ 1 and x1, . . . , xn ∈ S .
(iii) (F)⇒ α(x1+· · ·+xn) = max{α(x1), . . . , α(xn)} for all n ≥ 1 and x1, . . . , xn ∈ S .
(iv) (G)⇒ α(x1+· · ·+xn) ≤ min{α(x1), . . . , α(xn)} for all n ≥ 1 and x1, . . . , xn ∈ S .
(v) (H)⇒min{α(x1), . . . , α(xn)} ≤ α(x1+· · ·+xn) for all n ≥ 1 and x1, . . . , xn ∈ S .

(vi) (K)⇒ α(x1+· · ·+xn) = min{α(x1), . . . , α(xn)} for all n ≥ 1 and x1, . . . , xn ∈ S .

Proof. Easy (by induction on n). �

7.6 Lemma. (i) (D)⇒ α(nx) ≤ α(x) for all x ∈ S and n ≥ 1.
(ii) (E)⇒ α(x) ≤ α(nx) for all x ∈ S and n ≥ 1.

(iii) (F)⇒ α(nx) = α(x) for all x ∈ S and n ≥ 1.
(iv) (G)⇒ α(nx) ≤ α(x) for all x ∈ S and n ≥ 1.
(v) (H)⇒ α(x) ≤ α(nx) for all x ∈ S and n ≥ 1.

(vi) (K)⇒ α(nx) = α(x) for all x ∈ S and n ≥ 1.

Proof. An easy consequence of 7.5. �

7.7 Lemma. Assume that (A) is true and α(nx) ≤ α(x) for all x ∈ S and n ≥ 1. Let
u, v ∈ S , a = max{α(u), α(v)}. Then:

(i) α((u + v)m) ≤ (m + 1)am for every m ≥ 1.
(ii) If 1Q ∈ Q and a−1 ∈ Q then α((u + v)m)a−m = (α(u + v)a−1)m ≤ (m + 1)1Q.

Proof. (i) We have (u + v)m = um +
(

m
1

)
um−1v + · · · +

(
m

m−1

)
uvm−1 + vm, and hence

α((u+ v)m) ≤ α(um)+α(um−1v)+ · · ·+α(uvm−1)+α(vm) (use 7.3 and the assumption).
Furthemore, α(um) ≤ am, α(um−1v) ≤ am, . . . α(uvm−1) ≤ am and α(vm) ≤ am. Thus
α((u + v)m) ≤ (m + 1)am.

(ii) This follows easily from (i).
�

7.8 Remark. Consider the situation from 7.7(ii) and assume that α(u + v)a−1 =

= 1Q + b for some b ∈ Q (i.e., α(u + v) = a + ab). Furthemore, let k ≥ 3 be an odd
integer such that 1Q ≤ kb and 1Q ≤ ((k − 1)/2)b2. Put c = kb + ((k − 1)/2)b2 and
d =
(

k
3

)
b3 +
(

k
4

)
b4 + · · · +

(
k

k−1

)
bk−1 + bk. Then c + d + 1Q = (1Q + b)k = (α(u + v)a−1)k

and we have c + d + 1Q ≤ (k + 1)1Q by 7.7(ii). Moreover, (k + 1)1Q = 1Q + k1Q ≤
≤ kb + ((k − 1)/2)b2 = c. Thus c + d + 1Q ≤ (k + 1)1Q ≤ c, and hence c + d + 1Q ≤ c.

If Q is additively cancellative and c + d + 1Q = c, then d + 1Q = 0Q ∈ Q. Conse-
quently, ed + e = e0Q = 0Q (see 2.5(i)) for every e ∈ Q and it follows that Q is a ring.

S .
S .
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By 1.8(ii), we have Q2 = 0Q, i.e., Q is a zero multiplication ring. Then, of course,
α(xy) = α(x)α(y) = 0Q for every x, y ∈ S .

7.9 Lemma. Assume that 1S ∈ S . Then:
(i) α(1S )α(x) = α(x) for every x ∈ S .

(ii) If 1Q ∈ Q and α(y)−1 ∈ Q for at least one y ∈ S , then α(1S ) = 1Q.
(iii) If Q is multiplicatively cancellative then 1Q ∈ Q and α(1S ) = 1Q.

Proof. Easy to check. �

7.10 Lemma. If 0S ∈ S and S · 0S = {0S } then α(x)α(0S ) = α(0S ) for every x ∈ S .

Proof. It is obvious. �

7.11 Lemma. If (A) is true and 0S ∈ S then α(x) ≤ α(x) + α(0S ) for every x ∈ S .

Proof. It is obvious. �

7.12 Lemma. Assume that 0Q ∈ Q. Let v ∈ S be such that α(v) = 0Q.
(i) If Q · 0Q = {0Q} then α(xv) = 0Q for every x ∈ S .

(ii) If (A) is true then α(x + v) ≤ α(x) for every x ∈ S .

Proof. It is obvious. �

7.13. Assume that Q is a parasemifield (see 5.1, . . . , 5.5).

7.13.1 Lemma. Assume that 1S ∈ S . Then:
(i) α(1S ) = 1Q.

(ii) If x ∈ S is such that x−1 ∈ S , then α(x−1) = α(x)−1.

Proof. It is obvious. �

7.13.2 Lemma. If v ∈ S is such that α(v) = 1Q, then α(vx) = α(x) for every x ∈ S .

Proof. It is obvious. �

7.13.3 Lemma. Assume that 0S ∈ S and S · 0S = {0S }. Then:
(i) α(x) = 1Q for every x ∈ S .

(ii) α satisfies the conditions (D), . . . , (K).
(iii) α satisfies (A) if and only if 1Q ≤ 2Q (e.g., 1Q ∈ Qps; see 5.2).
(iv) α satisfies (B) if and only if 2Q ≤ 1Q (e.g., 1Q ∈ Qng; see 5.2).
(v) If Q is additively cancellative then either α satisfies (A) or (B).

Proof. It is easy (use 7.10 and 5.3). �

7.13.4 Lemma. Assume that Q is additively cancellative, semisubtractive and that
Qps = Q (see 2.14, 5.3). Assume further that for every a ∈ Q there is a positive
integer m such that 1Q ≤ ma. The following conditions are equivalent:
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(i) The condition (D) is satisfied.
(ii) (A) is satisfied and α(nx) ≤ α(x) for all x ∈ S and n ≥ 1.

Moreover, if 1S ∈ S then these conditions are equivalent to:
(iii) (A) is satisfied and α(n1S ) ≤ 1Q for every n ≥ 1.

Proof. (i) implies (ii). Since Qps = Q, we have α(x) ≤ α(x) + α(y) and α(y) ≤
≤ α(x) + α(y). Thus α(x + y) ≤ max{α(x), α(y)} ≤ α(x) + α(y). The inequality
α(nx) ≤ α(x) is clear (see 7.6(i)).

(ii) implies (i). Let u, v ∈ S and a = max{α(u), α(v)}. If α(u + v)a−1 ≤ 1Q

then α(u + v) ≤ a. Consequently, assume that 1Q < α(u + v)a−1. Then it follows
from 2.14 that α(u + v)a−1 = 1Q + b for some b ∈ Q. Furthermore, according to
our assumption, there is a positive integer r with 1Q ≤ rb and a positive integer s
such that 1Q ≤ sb2. Choosing an odd integer k such that max{3, r, 2s + 1} ≤ k,
we get 1Q ≤ kb and 1Q ≤ ((k − 1)/2)b2. Put c = kb + ((k − 1)/2)b2 and d =
=
(

k
3

)
b3 +

(
k
4

)
b4 + · · · +

(
k

k−1

)
bk−1 + bk. Then c + d + 1Q ≤ c (see 7.8). On the other

hand, since Qps = Q, we have c ≤ c + d + 1Q. Thus c = c + d + 1Q and d + 1Q = 0Q,
a contradiction with 5.1.

Finally, assume that 1S ∈ S . We have α(1S ) = 1Q by 7.13.1, and so (ii) implies
(iii). Conversely, if (iii) is true then α(nx) = α(n1S · x) = α(n1S )α(x) ≤ 1Qα(x) =
= α(x).

�

7.14. Assume that Q is a semifield (see 6.1, . . . , 6.5) and put P = Q\{0Q}; P(·) is
a subgroup of the multiplicative semigroup Q(·) and we denote by e the unit element
of P.

7.14.1 Lemma. Assume that 1S ∈ S and that α(x) � 0S for at least one x ∈ S .
Then α(1S ) = e.

Proof. It is obvious (see 7.9(i)). �

7.14.2 Lemma. If v ∈ S is such that α(v) = e, then α(vx) = α(x) for every x ∈ S
such that α(x) � 0S .

Proof. It is obvious. �

7.14.3 Lemma. Assume that 0S ∈ S , S · 0S = {0S } and α(0S ) � 0Q. Then:
(i) α(x)e = e for every x ∈ S .

(ii) If v ∈ S is such that α(v) � 0Q then α(v) = e.
(iii) α(0S ) = e.
(iv) If α(x) � 0Q for every x ∈ S , then α(x) = {e} (and e ≤ 2e).
(v) If α(u) = 0Q for at least one u ∈ S then 0Qe = e and |Q| = 2 (and 0Q ≤ e).

Proof. It is easy (use 7.10 and 6.1). �
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7.14.4 Lemma. Assume that 0S ∈ S , S · 0S = {0S } and α(0S ) = 0Q. Then:
(i) α(x)0Q = 0Q for every x ∈ S .

(ii) If e0Q � 0Q (see 6.1) then |Q| = 2 and α(S ) = {0S }.
Proof. It is easy (use 7.10 and 6.1). �

In the remaining part of this section, assume that 1Q ∈ Q and Q · 0Q = {0Q} (see
6.1 and 6.2).

7.14.5 Lemma. (i) If 1S ∈ S then either α(S ) = {0Q} or α(1S ) = 1Q.
(ii) If 0S ∈ S and S · 0S = {0S } then either α(S ) = {1Q} (and 1Q ≤ 2Q) or
α(0S ) = 0Q.

Proof. It is easy (use 7.14.3 and 7.14.4). �

7.14.6 Lemma. Assume that 0Q ≤ Q (see 6.4) and put T = {v ∈ S |α(v) = 0Q}.
Then:

(i) Either T = ∅ or T is an ideal of the semiring S .
(ii) If 1S ∈ T then α(S ) = {0Q}.

Proof. Easy (use 7.14.5(i)). �

7.14.7 Lemma. Assume that Q is additively cancellative, semisubtractive and that
Qps = Q (see 2.14 and 6.4). Assume further that for every a ∈ Q\{0Q} there is a
positive integer m such that 1Q ≤ ma. The following conditions are equivalent:

(i) The condition (D) is satisfied.
(ii) (A) is satisfied and α(nx) ≤ α(x) for all x ∈ S and n ≥ 1.

Moreover, if 1S ∈ S then these conditions are equivalent to:
(iii) (A) is satisfied and α(n1S ) ≤ 1Q for every n ≥ 1.

Proof. Using 6.3, 6.5 and 7.14.6, we can proceed similarly as in the proof of
7.13.4. �
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