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Abstract. We establish necessary and sufficient conditions of near-optimality for nonlinear systems governed by forward-backward stochastic differential equations with controlled jump processes (FBSDEJs in short). The set of controls under consideration is necessarily convex. The proof of our result is based on Ekeland's variational principle and continuity in some sense of the state and adjoint processes with respect to the control variable. We prove that under an additional hypothesis, the near-maximum condition on the Hamiltonian function is a sufficient condition for near-optimality. At the end, as an application to finance, mean-variance portfolio selection mixed with a recursive utility optimization problem is given.
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1. INTRODUCTION

Let $T > 0$ be a fixed time horizon. We consider the stochastic control problem of near-optimality for systems governed by nonlinear FBSDEJs of the form

\begin{equation}
\frac{dx(t)}{dt} = f(t, x(t), u(t)) \, dt + \sigma(t, x(t), u(t)) \, dW(t) \\
+ \int_{\Theta} c(t, x(t^-), u(t), \theta) \, N(d\theta, dt),
\end{equation}

The first author was partially supported by Algerian PNR project grant 08/u07/857, ATRST-ANDRU 2011-2013. The second author was supported by the Czech CTU grant SGS12/197/OHK4/3T/14 and MSMT grant INGO II INFRA LG12020.
\[ -dy(t) = \int_{\Theta} g(t, x(t), y(t), z(t), r(\theta), u(t)) \mu(d\theta) \, dt - z(t) \, dW(t) \\
- \int_{\Theta} r(\theta) N(d\theta, dt), \\
x(0) = \zeta, \quad y(T) = \varphi(x(T)). \]

Here, \( W = (W(t))_{t \in [0, T]} \) is a standard \( d \)-dimensional Brownian motion defined on the filtered probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in [0, T]}, \mathbb{P})\) satisfying the usual conditions. The initial condition \( \zeta \) is an \( \mathcal{F}_0 \)-measurable random variable. Further, \( N(d\theta, dt) \) is a one dimensional Poisson martingale measure independent of \( W \) with characteristics \( \mu(d\theta) \, dt \). The filtration \((\mathcal{F}_t)_{t \in [0, T]}\) is a canonical filtration of \( W \) and \( N \) augmented by \( \mathbb{P} \)-null sets.

The criterion to be minimized associated with the state equation (1.1) is defined by

\[
(1.2) \quad J(u(\cdot)) = \mathbb{E} \left[ \int_0^T \int_{\Theta} l(t, x(t), y(t), z(t), r(\theta), u(t)) \mu(d\theta) \, dt + h(x(T)) + \gamma(y(0)) \right],
\]

and the value function is defined as

\[
(1.3) \quad V = \inf \{ J(u(\cdot)), u(\cdot) \in \mathcal{U}_{ad} \},
\]

where \( f, \sigma, c, g, l, h, \varphi, \gamma \) are some appropriate functions and the process \( u(\cdot) \) is a control from some set of admissible controls \( \mathcal{U}_{ad} \).

Near-optimization is as sensible and important as optimization both from the theory and application point of view. The stochastic control problems have been investigated extensively, both by Bellman’s dynamic programming method [2] and by Pontryagin’s maximum principle [20]. Many more near-optimal controls are available than the optimal ones. Indeed, optimal controls may not even exist in many situations, while near-optimal controls always exist. Various kinds of near-optimal control problems have been investigated in [6], [10], [12], [11], [13], [16], [18], [31], [32], [33]. In an interesting paper, Zhou [33] established second-order necessary as well as sufficient conditions for near-optimal stochastic controls for controlled diffusion, where the coefficients were assumed to be twice continuously differentiable. However, in Hafayed, Abbas and Veverka [11], the authors extended Zhou’s maximum principle [33] to singular stochastic control. The near-optimal control problem for systems governed by Volterra integral equations has been studied in Pan and Teo [18]. The near-optimal stochastic control problem for systems governed by diffusions with jump processes, with application to finance has been investigated by Hafayed, Veverka and Abbas [12]. For justification of establishing a theory of near-optimal controls, see Zhou ([31], [32], [33] Introduction).
The stochastic maximum principle of optimality for FBSDEs has been studied by many authors, see e.g. [19], [25], [24], [23], [28], [29]. Necessary conditions of optimality for FBSDEs in global form, with uncontrolled diffusions coefficient was derived by Xu [28]. However, Shi and Wu [23] were the first who derived the stochastic maximum principle for the fully coupled forward-backward stochastic control system in global form. The near optimal control problems for FBSDEs have been treated in [1], [13]. Very recently, Yong [29] completely solved the problem of maximum principle of optimality for fully coupled FBSDEs. He considered an optimal control problem for general coupled FBSDEs with mixed initial-terminal conditions and derived necessary conditions for optimality when the control variable appears in the diffusion coefficients of the forward-equation and the control domain is not necessarily convex.

The stochastic optimal control problems for jump processes have been investigated by many authors, see e.g. [3], [5], [9], [17], [21]–[27]. Situ [26] first established the maximum principle for the stochastic control system with uncontrolled random jumps in global form. Tang and Li [27] completely proved the maximum principle in global form, where the control variable is allowed to enter both into the diffusion and jump coefficients by using the second-order expansion. Necessary and sufficient conditions of optimality for FBSDEJs were obtained by Shi and Wu [25], [24]. In an interesting paper, Shi [22] generalized Yong’s maximum principle for FBSDEs obtained in Yong [29] to the jump case. He established the stochastic maximum principle for optimality for fully coupled FBSDEJs when the control variable appears both in the diffusion and jump coefficients and the control domain is not assumed to be convex. A good account and an extensive list of references on the stochastic maximum principle for FBSDEJs can be found in [17], [22].

Our purpose in this paper is to establish necessary as well as sufficient conditions for near-optimality for systems governed by nonlinear FBSDEJs. The control variable appears both in the diffusion and jump coefficients. The control domain is necessarily convex. The proof of our result is based on Ekeland’s variational principle [6] and some delicate estimates of the state and adjoint processes. Moreover, we prove that under some additional assumptions, the necessary conditions are also sufficient for near-optimality. As an application to finance, the mean-variance portfolio selection mixed problem is provided.

This paper is organized as follows. In Section 2, we formulate the control problem and describe the assumptions of the model. In Sections 3 and 4, we establish the necessary and sufficient conditions of near-optimality. An application to finance is given in the last section.
Let \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in [0,T]}, \mathbb{P})\) be a fixed filtered probability space equipped with a \(\mathbb{P}\)-completed right continuous filtration on which a \(d\)-dimensional Brownian motion \(W = (W(t))_{t \in [0,T]}\) is defined. Let \(\eta\) be a one dimensional homogeneous \((\mathcal{F}_t)\)-Poisson point process independent of \(W\). We denote by \(\tilde{N}(d\theta, dt)\) the random counting measure induced by \(\eta\), defined on \(\Theta \times \mathbb{R}_+\), where \(\Theta\) is a fixed nonempty subset of \(\mathbb{R}^k\) with its Borel \(\sigma\)-field \(\mathcal{B}(\Theta)\). Further, let \(\mu(d\theta)\) be the local characteristic measure of \(\eta\), i.e., \(\mu(d\theta)\) is a \(\sigma\)-finite measure on \((\Theta, \mathcal{B}(\Theta))\) with \(\mu(\Theta) < \infty\). We then define

\[N(d\theta, dt) = \tilde{N}(d\theta, dt) - \mu(d\theta) \, dt,\]

where \(N\) is the Poisson martingale measure on \(\mathcal{B}(\Theta) \times \mathcal{B}(\mathbb{R}_+)\) with local characteristics \(\mu(d\theta)\) \(dt\). We assume that \((\mathcal{F}_t)_{t \in [0,T]}\) is the \(\mathbb{P}\)-augmentation of the natural filtration \((\mathcal{F}^{(W,N)}_t)_{t \in [0,T]}\) defined as

\[\mathcal{F}^{(W,N)}_t = \sigma(W(s): 0 \leq s \leq t) \lor \sigma\left(\int_0^s \int_B N(d\theta, dr) : 0 \leq s \leq t, B \in \mathcal{B}(\Theta)\right) \lor \mathcal{G},\]

where \(\mathcal{G}\) denotes the totality of \(\mathbb{P}\)-null sets, and \(\sigma_1 \lor \sigma_2\) denotes the \(\sigma\)-field generated by \(\sigma_1 \cup \sigma_2\).

**Notation.** We will use the following notation in this paper:

1. Any element \(a \in \mathbb{R}^n\) will be identified with a column vector whose \(i\)-th component is \(a_i\). The norm here is defined as \(|a| = |a_1| + \ldots + |a_n|\).
2. Denote by \(M^*\) the transpose of any vector or matrix \(M\) and denote the trace of the matrix \(M\) by \(\text{Tr}\{M\}\).
3. Denote by \(\mathbb{E}\) the expectation with respect to \(\mathbb{P}\).
4. For a function \(\psi \in C^1\) denote by \(\psi_x\) its gradient or Jacobian with respect to the variable \(x\).
5. \(\text{sgn}(\cdot)\) denotes the sign function.
6. In the sequel, \(L^2_\mathcal{F}([0,T]; \mathbb{R}^n)\) denotes the Hilbert space of \((\mathcal{F}_t)\)-progressively measurable, \(\mathbb{R}^n\)-valued processes \((x(t))_{t \in [0,T]}\) such that

\[\mathbb{E} \int_0^T |x(t)|^2 \, dt < \infty,\]

and \(M^2_\mathcal{F}([0,T]; \mathbb{R}^m)\) denotes the Hilbert space of \((\mathcal{F}_t)\)-predictable, \(\mathbb{R}^m\)-valued processes \((\psi(t,\theta))_{t \in [0,T]}\) defined on \([0,T] \times \Theta\) such that

\[\mathbb{E} \int_0^T \int_\Theta |\psi(t,\theta)|^2 \mu(\theta) \, d\theta < \infty.\]
7. Let $M \in \mathbb{R}^{n \times d \times n}$ and $N \in \mathbb{R}^{n \times d}$. Then the multiplication $MN$ is a vector in $\mathbb{R}^n$ defined as $$(MN)_i = \sum_{j=1}^d \sum_{l=1}^n M_{ijl} N_{il} = \sum_{j=1}^d \langle M_{ij\bullet}, N_{\bullet j} \rangle,$$ where $N_{\bullet j}$ denotes the $j$-th column of the matrix $N$.

8. $C$ denotes a generic positive constant which may differ from line to line.

**Definition 1.** Let $T > 0$ be a fixed strictly positive real number and $U$ a nonempty compact convex subset of $\mathbb{R}^m$. An admissible control is defined as a function $u(\cdot) \colon [0, T] \times \Omega \to U$ which is $(\mathcal{F}_t)$-predictable, $\mathbb{E} \int_0^T |u(t)|^2 \, dt < \infty$, and such that the equation (1.1) has a unique solution $u(\cdot) \in \mathcal{U}_{ad}$.

Throughout this paper, we also assume that the coefficient functions

$$
\begin{align*}
&f \colon [0, T] \times \mathbb{R}^n \times U \to \mathbb{R}^n, \\
&\sigma \colon [0, T] \times \mathbb{R}^n \times U \to \mathbb{R}^{n \times d}, \\
&c \colon [0, T] \times \mathbb{R}^n \times U \times \Theta \to \mathbb{R}^n, \\
&g \colon [0, T] \times \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^{m \times d} \times \mathbb{R}^m \times U \to \mathbb{R}^m, \\
l \colon [0, T] \times \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^{m \times d} \times \mathbb{R}^m \times U \to \mathbb{R}, \\
h \colon \mathbb{R}^n \to \mathbb{R}, \\
\varphi \colon \mathbb{R}^n \to \mathbb{R}^m, \\
\gamma \colon \mathbb{R}^m \to \mathbb{R},
\end{align*}
$$

satisfy the following standing assumptions:

(H1) The functions $f$, $\sigma$, $g$, $c$, $l$, $h$, $\gamma$, $\varphi$ are continuously differentiable in their variables including $(x, y, z, r, u)$.

(H2) The derivatives $f_x$, $f_u$, $\sigma_x$, $\sigma_u$, $\varphi_x$, $h_x$, $g_\theta$ ($\theta = x, y, z, r, u$) are bounded and

$$
\int_\Theta (|c_x(t, x, u, \theta)|^2 + |c_u(t, x, u, \theta)|^2) \mu(d\theta) < \infty.
$$

Further, functions $f$, $\sigma$, $c$, $c_x$, $c_u$, $h_x$ have at most linear growth in variable $x$, $\gamma_y$ has at most linear growth in $y$, the function $g$ has at most linear growth in $x, y$ and $g_y = g_y(t, x, u, \theta)$, i.e., $g_y$ is independent of $y, z, r$. For $\theta = x, y, z, r, u$, the function $l_\theta$ has at most linear growth in $x, y, z, r$.

(H3) For $\theta = x, u$ the functions $f_\theta$, $\sigma_\theta$, $g_\theta$, $g_y$, $c$, $c_\theta$, $h$, $h_x$, $\varphi_x$ are globally Lipschitz in the variable $x$. The function $\gamma$ is globally Lipschitz in the variable $y$. For $\theta = x, u, y$ the function $l_\theta$ is globally Lipschitz in $x, y, z, r$.

From (H2) it follows that the function $g(t, x, \cdot, z, r, u)$ is “close to” linear function in $y$. Under the assumptions (H1), (H2) and (H3) equation (1.1) has a unique
solution \((x(t), y(t), z(t), r_t(\cdot)) \in \mathbb{L}^2_{\mathcal{F}}([0, T]; \mathbb{R}^n) \times \mathbb{L}^2_{\mathcal{F}}([0, T]; \mathbb{R}^m) \times \mathbb{L}^2_{\mathcal{F}}([0, T]; \mathbb{R}^{m \times d}) \times \mathbb{M}^2_{\mathcal{F}}([0, T]; \mathbb{R}^m)\).

For any \(u(\cdot) \in \mathcal{U}_{ad}\) we introduce the following adjoint equations:

\[
\begin{cases}
-dp_t = \left\{ f^*_x(t, x(t), u(t))p_t + \sigma^*_x(t, x(t), u(t))q_t \\
\quad + \int_\Theta [c^*_x(t, x(t), u(t), \theta)R_t(\theta) + l^*_x(t, \Lambda_t(\theta), u(t))]\mu(d\theta) \\
\quad - \int_\Theta g^*_x(t, \Lambda_t(\theta), u(t))k_t\mu(d\theta) \right\} dt - q_t dW(t) \\
\quad - \int_\Theta R_t(\theta)N(d\theta, dt), \\
p_T = - \varphi^*_x(x(T))k_T + h_x(x(T)), \\
dk_t = \int_\Theta [g^*_y(t, \Lambda_t(\theta), u(t))k_t - l^*_y(t, \Lambda_t(\theta), u(t))]\mu(d\theta) dt \\
\quad + \int_\Theta [g^*_z(t, \Lambda_t(\theta), u(t))k_t - l^*_z(t, \Lambda_t(\theta), u(t))]\mu(d\theta) dW(t) \\
\quad + \int_\Theta [g^*_r(t, \Lambda_t(\theta), u(t))k_t - l^*_r(t, \Lambda_t(\theta), u(t))]N(d\theta, dt), \\
k_0 = - \gamma_y(y(0)),
\end{cases}
\]

(2.1)

where \(\Lambda_t(\theta) = (x(t), y(t), z(t), r_t(\cdot))\). Further, we define the Hamiltonian function \(H : [0, T] \times \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^{m \times d} \times \mathbb{R}^m \times \mathbb{R}^n \times \mathbb{R}^{n \times d} \times \mathbb{R}^m \times \mathbb{R}^n \rightarrow \mathbb{R}\) associated with the stochastic control problem (1.1)–(1.2) as

\[
(2.2)
H(t, x, y, z, r(\cdot), u, p, q, k, R(\cdot)) = p^*f(t, x, u) + \text{Tr}\{q^*\sigma(t, x, u)\}
\quad - \int_\Theta [k^*g(t, x, y, z, r(\theta), u) + R^*(\theta)c(t, x, u, \theta) - l(t, x, y, z, r(\theta), u)]\mu(d\theta).
\]

Denoting \(\Psi_t(\cdot) = (p_t, q_t, k_t, R_t(\cdot))\) and \(\mathcal{H}(t, \cdot) \equiv H(t, \Lambda_t(\cdot), u_t, \Psi_t(\cdot))\), the adjoint equation (2.1) can be rewritten as follows:

\[
\begin{cases}
-dp_t = \mathcal{H}_x(t) dt - q_t dW(t) - \int_\Theta R_t(\theta)N(d\theta, dt), \\
p_T = - \varphi^*_x(x(T))k_T + h_x(x(T)), \\
dk_t = - \mathcal{H}_y(t) dt - \mathcal{H}_z(t) dW(t) - \int_\Theta \mathcal{H}_r(t, \cdot, \theta)N(d\theta, dt), \\
k_0 = - \gamma_y(y(0)).
\end{cases}
\]

(2.3)

It is a well known fact that under assumptions (H1)–(H3), the adjoint equations (2.1) or (2.3) admit a unique solution quartet \((p_t, q_t, k_t, R_t(\cdot))\) such that \((p_t, q_t, k_t, R_t(\cdot)) \in \mathbb{L}^2_{\mathcal{F}}([0, T]; \mathbb{R}^n) \times \mathbb{L}^2_{\mathcal{F}}([0, T]; \mathbb{R}^{n \times d}) \times \mathbb{L}^2_{\mathcal{F}}([0, T]; \mathbb{R}^m) \times \mathbb{M}^2_{\mathcal{F}}([0, T]; \mathbb{R}^m)\).
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Moreover, since the corresponding derivatives of $f, \sigma, g, l, c, h, \varphi$ are bounded, we deduce by standard arguments that

$$\mathbb{E}\left\{ \sup_{t \in [0,T]} |p_t|^2 + \int_0^T |q_t|^2 \, dt + \int_0^T |k_t|^2 \, dt + \int_0^T \int_\Theta |R_t(\theta)|^2 \mu(d\theta) \, dt \right\} < \infty. \quad (2.4)$$

3. NECESSARY CONDITIONS FOR NEAR-OPTIMALITY OF FBSDEJS

Our objective in this section is to derive near-optimality necessary conditions for FBSDEJs, where the control domain is necessarily convex. The proof of our main result is based on Ekeland’s variational principle [6] and some estimates of the state and adjoint processes with respect to the control variable.

Let us recall the definition of the near-optimal control of order $\varepsilon^\lambda$ as given in Zhou ([33], Definitions (2.1) and (2.2)) and Ekeland’s variational principle which will be used in the sequel.

**Definition 2** (Near-optimal control of order $\varepsilon^\lambda$). For a given $\varepsilon > 0$ an admissible control $u^\varepsilon(\cdot)$ is called the near-optimal if

$$|J(u^\varepsilon(\cdot)) - V| \leq Q(\varepsilon), \quad (3.1)$$

where $Q(\cdot)$ is a function of $\varepsilon$ satisfying $\lim_{\varepsilon \to 0} Q(\varepsilon) = 0$. The estimator $Q(\varepsilon)$ is called an error bound. If $Q(\varepsilon) = C\varepsilon^\lambda$ for some $\lambda > 0$ independent of the constant $C$ then $u^\varepsilon(\cdot)$ is called the near-optimal control of order $\varepsilon^\lambda$. If $Q(\varepsilon) = \varepsilon$, the admissible control $u^\varepsilon(\cdot)$ is called $\varepsilon$-optimal.

**Lemma 1** (Ekeland’s Variational Principle [6]). Let $(E, d)$ be a complete metric space and $f : E \to \overline{\mathbb{R}}$ a lower semi-continuous function which is bounded from below. For a given $\varepsilon > 0$, suppose that there is $u^\varepsilon \in E$ satisfying

$$f(u^\varepsilon) \leq \inf_{u \in E} (f(u)) + \varepsilon. \quad (3.2)$$

Then for any $\delta > 0$ there exists $u^\delta \in E$ such that

1. $f(u^\delta) \leq f(u^\varepsilon),$
2. $d(u^\delta, u^\varepsilon) \leq \delta,$
3. $f(u^\delta) \leq f(u) + \varepsilon \delta^{-1} d(u, u^\delta)$ for all $u \in E.$

To apply Ekeland’s variational principle to our problem, we must define a metric $d$ on the space of admissible controls such that $(\mathcal{U}_{ad}, d)$ becomes a complete metric space. For any $u(\cdot), v(\cdot) \in \mathcal{U}_{ad}$ we define

$$d(u(\cdot), v(\cdot)) = \mathbb{P} \otimes dt \{ (\omega, t) \in \Omega \times [0,T] : u(\omega, t) \neq v(\omega, t) \}, \quad (3.2)$$
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\[ \mathbb{P} \otimes dt \text{ is the product measure of } \mathbb{P} \text{ with the Lebesgue measure } dt \text{ on } [0, T]. \]
Moreover, it has been shown in the book by Yong and Zhou ([30], Lemma 6.4, 146–147) that

1. \((\mathcal{U}_{\text{ad}}, d)\) is a complete metric space,
2. the cost function \(J\) is continuous from \(\mathcal{U}_{\text{ad}}\) into \(\mathbb{R}\).

In the sequel, we adopt the following notation. For \(u(\cdot) \in \mathcal{U}_{\text{ad}}\) we denote by \(\Lambda_t^u(\theta) = (x^u(t), y^u(t), z^u(t), r_t^u(\theta))\) and \(\Psi_t^u(\theta) = (p_t^u, q_t^u, k_t^u, R_t^u(\theta))\) the solutions to state equation (1.1) and to adjoint equations (2.3) respectively, corresponding to \(u(\cdot)\).

**Lemma 2.** For any \(\lambda \in [0, 1/2)\) and for any \(\varepsilon > 0\) there exist \(\bar{u}^\varepsilon(\cdot) \in \mathcal{U}_{\text{ad}}\) and an \((\mathcal{F}_t)\)-adapted process \((\bar{p}_t^\varepsilon, \bar{q}_t^\varepsilon, \bar{R}_t^\varepsilon(\cdot))\) such that for all \(u(\cdot) \in U\) :

\[
\mathbb{E} \int_0^T H_u^e(t, \bar{X}_t^\varepsilon(\cdot), \bar{u}_t^\varepsilon, \bar{W}_t^\varepsilon(\cdot))(u - \bar{u}^\varepsilon(t))dt \geq -C \varepsilon^\lambda,
\]

where \(C = C(\lambda, \mu(\Theta), T)\) is a positive constant.

**Proof.** Applying Ekeland’s variational principle with \(\delta = \varepsilon^{1/2}\) there exists an admissible control \(\bar{u}^\varepsilon(\cdot)\) such that

\[
d(\bar{u}^\varepsilon(\cdot), u^\varepsilon(\cdot)) \leq \varepsilon^{1/2},
\]

and \(J^\varepsilon(\bar{u}^\varepsilon(\cdot)) \leq J^\varepsilon(u(\cdot))\) for any \(u(\cdot) \in \mathcal{U}_{\text{ad}}\), where

\[
J^\varepsilon(u(\cdot)) = J(u(\cdot)) + \varepsilon^{1/2}d(\bar{u}^\varepsilon(\cdot), u(\cdot)).
\]

Notice that \(\bar{u}^\varepsilon(\cdot)\) is near-optimal for the initial cost \(J\) and it is optimal for the new cost \(J^\varepsilon\) defined by (3.5).

Let \(u^{\varepsilon, \varrho}(\cdot)\) denote a family of perturbed controls indexed by \(\varrho \in [0, 1]\) given by

\[
u^{\varepsilon, \varrho}(t) = \bar{u}^\varepsilon(t) + \varrho(u(t) - \bar{u}^\varepsilon(t)).
\]

By using the fact that \(J^\varepsilon(\bar{u}^\varepsilon(\cdot)) \leq J^\varepsilon(u^{\varepsilon, \varrho}(\cdot))\) and \(d(\bar{u}^\varepsilon(\cdot), u^{\varepsilon, \varrho}(\cdot)) \leq C \varrho\), we obtain

\[
J(u^{\varepsilon, \varrho}(\cdot)) - J(\bar{u}^\varepsilon(\cdot)) \geq -\varepsilon^{1/2}d(\bar{u}^\varepsilon(\cdot), u^{\varepsilon, \varrho}(\cdot)) \geq -C \varepsilon^{1/2} \varrho.
\]

Dividing (3.6) by \(\varrho\) and sending \(\varrho\) to zero, we have

\[
\frac{d}{d\varrho}(J(u^{\varepsilon, \varrho}(\cdot))) \bigg|_{\varrho = 0} \geq -C \varepsilon^{1/2} \geq -C \varepsilon^\lambda.
\]

Finally, arguing as in Shi and Wu ([25] Theorem 2.1) for the left-hand side of inequality (3.7), the desired result follows. \(\Box\)

Now we are able to derive necessary conditions of near-optimality for systems governed by FBSDEJs, which is the main result of this paper.
Theorem 1 (Necessary Near-Optimal Maximum Principle). Let the assumptions (H1), (H2) and (H3) hold. Then for any \( \lambda \in [0, 1/2] \) there exists a positive constant \( C = C(\lambda, \mu(\Theta), T) \) such that for any \( \varepsilon > 0 \) and any near-optimal control \( u^\varepsilon(\cdot) \), the following inequality holds for all \( u \in \mathbb{U} \):

\[
E \int_0^T H_u^*(t, \Lambda^\varepsilon(\cdot), u^\varepsilon(t), \Psi^\varepsilon(\cdot))(u - u^\varepsilon(t)) \, dt \geq -C \varepsilon^\lambda.
\]

To prove the above theorem, we need the following auxiliary results on the variation of the state and adjoint processes with respect to the control variable. First, let us recall the following proposition, which will be used to prove Lemma 3.

Proposition 1. Let \( A \) be a predictable \( \sigma \)-field on \( \Omega \times [0, T] \), and \( f \) an \( A \otimes B(\Theta) \)-measurable function such that

\[
E \left\{ \int_0^T \int_\Theta |f(s, \theta)|^2 \mu(d\theta) \, ds \right\} < \infty.
\]

Then for all \( \gamma \geq 2 \) there exists a positive constant \( C = C(\gamma, T, \mu(\Theta)) \) such that

\[
E \left\{ \sup_{t \in [0, T]} \left| \int_0^t \int_\Theta f(s, \theta) N(ds, d\theta) \right|^\gamma \right\} \leq C E \left\{ \int_0^T |f(s, \theta)|^\gamma \mu(d\theta) \, ds \right\}.
\]

Proof. See Bouchard and Elie ([4], Appendix).

The next lemma is an extension of Lemma 3 in Zhou [33], to the forward-backward stochastic differential equations.

Lemma 3. Let \( (x^u(t), y^u(t), z^u(t), r^u(t, \cdot))_{t \in [0, T]} \) and \( (x^v(t), y^v(t), z^v(t), r^v(t, \cdot))_{t \in [0, T]} \) be two solutions of the state equation (1.1) associated, respectively, with some admissible controls \( u(\cdot) \) and \( v(\cdot) \) such that \( d(u(\cdot), v(\cdot)) \leq 1 \). Then for any \( \alpha \in (0, 1) \), \( \beta \geq 0 \) and \( \beta' \in (1, 2] \) satisfying \( \alpha \beta < 1 \), \( \alpha \beta' < 1 \) there exist positive constants \( C_1 = C_1(\alpha, \beta, \mu(\Theta), T) \) and \( C_2 = C_2(\alpha, \beta', \mu(\Theta), T) \) such that

\[
E \left\{ \sup_{0 \leq t \leq T} |x^u(t) - x^v(t)|^\beta \right\} \leq C_1 d(u(\cdot), v(\cdot))^{\alpha \beta / 2},
\]

\[
E \left\{ \sup_{0 \leq t \leq T} |y^u(t) - y^v(t)|^\beta' + \int_0^T |z^u(t) - z^v(t)|^\beta' \, dt \right\} \leq C_2 d(u(\cdot), v(\cdot))^{\alpha \beta'/2}.
\]
Proof. First we show that under (H1)–(H3) the solution process \((y(t))_{t \in [0,T]}\) to Equation (1.1) corresponding to the backward component satisfies

\[
\mathbb{E}\left( \sup_{0 \leq t \leq T} |y(t)|^p \right) < \infty \quad \forall \; p \geq 0.
\]

To prove it, denote \(\Lambda_t(\theta) = (x(t), y(t), z(t), r_t(\theta))\) and first assume \(p \geq 2\). Then we have for each \(t \in [0,T]\)

\[
y(t) = \mathbb{E}\left[ \varphi(x(T)) + \int_t^T \int_{\Theta} g(s, \Lambda_s(\theta), u(s)) \mu(d\theta) \, ds \right].
\]

Now by the Jensen and generalized triangle inequality we derive

\[
|y(t)|^p \leq C \mathbb{E}\left[ |\varphi(x(T))|^p + \int_t^T \int_{\Theta} |g(s, \Lambda_s(\theta), u(s))|^p \mu(d\theta) \, ds \right].
\]

Due to the Lipschitz property of \(\varphi\) and at most linear growth of \(g\) in \(x\) and \(y\) we obtain

\[
|y(t)|^p \leq C \mathbb{E}\left[ 1 + |x(T)|^p + \int_t^T (|x(s)|^p + |y(s)|^p) \, ds \right],
\]

and hence,

\[
\mathbb{E}|y(t)|^p \leq C \mathbb{E}\left[ 1 + |x(T)|^p + \int_t^T (|x(s)|^p + |y(s)|^p) \, ds \right].
\]

By the Gronwall inequality and the fact that \(\mathbb{E}\left( \sup_{0 \leq t \leq T} |x(t)|^p \right) < \infty, \; p \geq 0\), we can show that

\[
\sup_{0 \leq t \leq T} \mathbb{E}|y(t)|^p < \infty.
\]

To obtain a similar estimate with the supremum inside the expectation we realize that due to (3.12)

\[
\mathbb{E}\left( \sup_{0 \leq t \leq T} |y(t)|^p \right) \leq C + C \mathbb{E}\left( \sup_{0 \leq t \leq T} \mathbb{E}\left[ |x(T)|^p + \int_t^T (|x(s)|^p + |y(s)|^p) \, ds \right] \right).
\]

By virtue of the fact that \(\mathbb{E}\left( \sup_{0 \leq t \leq T} |x(t)|^p \right) < \infty, \; p \geq 0\), and (3.14) the processes

\[
M_1(t) = \mathbb{E}[|x(T)|^p |\mathcal{F}_t], \quad M_2(t) = \mathbb{E}\left[ \int_0^T |x(s)|^p \, ds \right] \mathcal{F}_t,
\]
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and
\[ M_3(t) = \mathbb{E} \left[ \int_0^T |y(s)|^p \, ds \right]_{\mathcal{F}_t}, \quad t \in [0, T], \]
are \( L^2 \)-martingales with càdlàg paths and therefore, the Burkholder-Davis-Gundy and Cauchy-Schwarz inequalities imply
\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} |M_1(t)| \right) \leq C \mathbb{E} \sqrt{\langle M_1 \rangle_T} \leq C \sqrt{\mathbb{E} \langle M_1 \rangle_T} < \infty.
\]
As for \( M_2 \) (and similarly for \( M_3 \)) we take into account that
\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} |M_1(t)| \right) \leq C \mathbb{E} \sqrt{\langle M_1 \rangle_T} \leq C \sqrt{\mathbb{E} \langle M_1 \rangle_T} < \infty.
\]
and repeat the line from (3.15). Thus we conclude that indeed
\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} |y(t)|^p \right) < \infty, \quad p \geq 2.
\]
The case when \( p \in [0, 2) \) follows easily by the Hölder inequality.

Next denote \( \tilde{x}(t) = x^u(t) - x^v(t) \) and define similarly the processes \( \tilde{y}(t), \tilde{z}(t) \) and \( \tilde{r}_t(\cdot) \). First we prove (3.9) for two cases. First, let \( \beta = 2p, \ p \geq 1 \). Then by using standard techniques we have that
\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} |\tilde{x}(t)|^{2p} \right) \leq C \mathbb{E} \int_0^T |f(t, x^u(t), u(t)) - f(t, x^v(t), v(t))|^{2p} \, dt
\]
\[
+ C \mathbb{E} \int_0^T |\sigma(t, x^u(t), u(t)) - \sigma(t, x^v(t), v(t))|^{2p} \, dt
\]
\[
+ C \mathbb{E} \int_0^T \int_\Theta |c(t, x^u(t), u(t), \theta) - c(t, x^v(t), v(t), \theta)|^{2p} \mu(d\theta) \, dt
\]
\[
= I_1 + I_2 + I_3.
\]
By the definition of the metrics \( d \) and by the growth conditions on \( f \) we can estimate \( I_1 \) in the following way:
\[
I_1 \leq C \mathbb{E} \int_0^T |f(t, x^u(t), u(t)) - f(t, x^v(t), v(t))|^{2p} \, dt
\]
\[
+ C \mathbb{E} \int_0^T |f(t, x(t), v(t)) - f(t, x^v(t), v(t))|^{2p} \, dt
\]
\[
= I_{1,1} + I_{1,2}.
\]
Applying the Hölder inequality with \( a = 1/(\alpha p) > 1, \ b > 1 \) such that \( 1/a + 1/b = 1 \) leads to

\[
\mathbb{E}_{1,1} = C\mathbb{E} \int_0^T |f(t, x^n(t), u(t)) - f(t, x^n(t), v(t))|^{2p} 1_{\{u(t) \neq v(t)\}}(t) \, dt
\]

\[
\leq C \left( \mathbb{E} \int_0^T (1 + |x^n(t)|^{2pb}) \, dt \right)^{1/b} (d(u(\cdot), v(\cdot)))^{\alpha p}
\]

\[
\leq Cd(u(\cdot), v(\cdot))^{\alpha p}.
\]

The estimate of \( \mathbb{E}_{1,2} \) follows from the Lipschitz property of \( f \) and from the fact that

\[
\mathbb{E}_{1,2} \leq C\mathbb{E} \int_0^T |\tilde{x}(t)|^{2p} \, dt \leq C \int_0^T \mathbb{E} \left( \sup_{0 \leq t \leq \tau} |\tilde{x}(t)|^{2p} \right) d\tau.
\]

Repeating the same steps we derive similar estimates for \( \mathbb{E}_{2} \) and \( \mathbb{E}_{3} \) obtaining

\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} |\tilde{x}(t)|^{2p} \right) \leq Cd(u(\cdot), v(\cdot))^{\alpha \beta / 2} + C \int_0^T \mathbb{E} \left( \sup_{0 \leq t \leq \tau} |\tilde{x}(t)|^{2p} \right) d\tau.
\]

Application of Gronwall’s lemma therefore leads to

\[
(3.17) \quad \mathbb{E} \left( \sup_{0 \leq t \leq T} |\tilde{x}(t)|^{2p} \right) \leq Cd(u(\cdot), v(\cdot))^{\alpha \beta / 2}.
\]

Now, let \( \beta = 2p, \ p \in [0, 1] \). Due to the Hölder inequality (with \( a = 1/p > 1 \)) and the preceding result one has

\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} |\tilde{x}(t)|^{2p} \right) \leq \left( \mathbb{E} \left( \sup_{0 \leq t \leq T} |\tilde{x}(t)|^2 \right) \right)^p \leq Cd(u(\cdot), v(\cdot))^{\alpha p}.
\]

Now we proceed to proving the inequality (3.10). Denote \( \Lambda_t^u(\theta) = (x^n(t), y^n(t), z^n(t), r_t^u(\theta)) \) and consider again the two cases for \( \beta' \).

First, let \( \beta' = 2 \). It is easy to see that the triple \((\tilde{y}(t), \tilde{z}(t), \tilde{r}(\theta))_{t \in [0, T]}\) satisfies

\[
-\tilde{y}(t) - \int_t^T \tilde{z}(s) \, dW(s) - \int_t^T \int_{\Theta} \tilde{r}_s(\theta) N(d\theta, ds)
= - (\varphi(x^n(T)) - \varphi(x^n(T)))
+ \int_t^T \int_{\Theta} (g(s, \Lambda_s^u(\theta), u(s)) - g(s, \Lambda_s^v(\theta), v(s))) \mu(d\theta) \, ds.
\]
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Now by scalar multiplying each side of the above equality with itself and taking expectation one obtains

\[
(3.18) \quad \mathbb{E}\left(\left|\tilde{y}(t)\right|^2 + \int_t^T |\tilde{z}(s)|^2 \, ds + \int_t^T \int_{\Theta} |\tilde{r}_s(\theta)|^2 \mu(d\theta) \, ds\right)
\]
\[
\leq C \mathbb{E}\left(\int_t^T \int_{\Theta} |g(s, \Lambda^u_s(\theta), u(s)) - g(s, \Lambda^v_s(\theta), v(s))| \mu(d\theta) \, ds\right)^2
\]
\[
+ C \mathbb{E}|\varphi(x^u(T)) - \varphi(x^v(T))|^2
\]
\[
= \mathbb{I}_1 + \mathbb{I}_2.
\]

We have used the facts that

\[
\mathbb{E}\left[\tilde{y}(t) \int_t^T \tilde{z}(s) \, dW(s)\right] = 0, \quad \mathbb{E}\left[\tilde{y}(t) \int_t^T \tilde{r}_s(\theta) N(d\theta, ds)\right] = 0,
\]
\[
\mathbb{E}\left[\int_t^T \int_{\Theta} \tilde{r}_s(\theta) N(d\theta, ds) \int_t^T \tilde{z}(s) \, dW(s)\right] = 0,
\]
due to independence of \(W\) and \(N\) and due to independence of its increments after time \(t\) on \(\mathcal{F}_t\).

By the Lipschitz property of \(\varphi\) and by (3.9) the estimate of \(\mathbb{I}_2\) follows easily as

\[
(3.19) \quad \mathbb{I}_2 \leq C \mathbb{E}|\tilde{x}(T)|^2 \leq Cd(u(\cdot), v(\cdot))^\alpha.
\]

To estimate \(\mathbb{I}_1\) let us write

\[
\mathbb{I}_1 \leq C \mathbb{E}\left(\int_t^T \int_{\Theta} |g(s, \Lambda^u_s(\theta), u(s)) - g(s, \Lambda^v_s(\theta), v(s))|^2 \mu(d\theta) \, ds\right)^2
\]
\[
+ C \mathbb{E}\left(\int_t^T \int_{\Theta} |g(s, \Lambda^u_s(\theta), u(s)) - g(s, \Lambda^v_s(\theta), v(s))|^2 1_{\{u(s) \neq v(s)\}}(s) \mu(d\theta) \, ds\right)
\]
\[
= \mathbb{I}_{1,1} + \mathbb{I}_{1,2}.
\]

By virtue of the growth condition on \(g\) in (H2) (recall that \(|g(t, x, y, z, r)| \leq C(1 + |x| + |y|)|), the Hölder inequality with \(a = 1/\alpha > 1, b > 1\) such that \(1/a + 1/b = 1\) and by (3.11) it follows that

\[
(3.20) \quad \mathbb{I}_{1,2} \leq C \mathbb{E}\left(\int_t^T \int_{\Theta} \left(1 + \sup_{0 \leq s \leq T} |x^u(s)|^2 + \sup_{0 \leq s \leq T} |y^v(s)|^2\right) 1_{\{u(s) \neq v(s)\}}(s) \mu(d\theta) \, ds\right)
\]
\[
\leq C\left(1 + \mathbb{E}\left[\sup_{0 \leq s \leq T} |x^u(s)|^{2/(1-\alpha)}\right] + \mathbb{E}\left[\sup_{0 \leq s \leq T} |y^v(s)|^{2/(1-\alpha)}\right]\right)^{1-\alpha}
\]
\[
\times \left(\mathbb{E}\left(\int_t^T \int_{\Theta} 1_{\{u(s) \neq v(s)\}}(s) \mu(d\theta) \, ds\right)^\alpha\right)
\]
\[
\leq Cd(u(\cdot), v(\cdot))^\alpha.
\]
Now, let us turn to estimate $\parallel_{1,1}$. Using the Lipschitz property of $g$ and the Cauchy-Schwarz inequality one has

\begin{equation}
\parallel_{1,1} \leq CTE\left(\sup_{0 \leq t \leq T} |\ddot{x}(t)|^2\right)
+ CTE \int_t^T |\ddot{y}(s)|^2 \, ds + C(T-t)E \int_t^T |\ddot{z}(s)|^2 \, ds
+ C(T-t)E \int_t^T \int_{\Theta} |\ddot{\varphi}_s(\theta)|^2 \mu(d\theta) \, ds.
\end{equation}

Let us now take a particular $t \in [0, T]$ so that $\delta = T - t < 1/(2C)$. Then putting together (3.18), (3.19), (3.20), (3.21), and (3.9) we obtain after rearranging the terms the estimate

\[
E|\ddot{y}(t)|^2 + \frac{1}{2} E \int_t^T |\ddot{z}(s)|^2 \, ds + \frac{1}{2} E \int_t^T \int_{\Theta} |\ddot{\varphi}_s(\theta)|^2 \mu(d\theta) \, ds
\leq Cd(u(\cdot), v(\cdot))^\alpha \forall t \in [T - \delta, T].
\]

Repeating similar steps we obtain a similar estimate for all $t \in [T - 2\delta, T - \delta]$ and after a finite number of iterations we cover the whole interval $[0, T]$.

The proof of the same estimate but for $\beta' \in [0, 2)$ follows by the Hölder inequality similarly to the proof of (3.9). This completes the proof of Lemma 3.

**Lemma 4.** Let $(p_i^u, q_i^u, k_i^u, R_i^u(\cdot))$ and $(p_i^v, q_i^v, k_i^v, R_i^v(\cdot))$ be two adjoint solution processes to equations (2.1) corresponding to some admissible controls $u(\cdot)$ and $v(\cdot)$ respectively with $d(u(\cdot), v(\cdot)) \leq 1$. Then for any $\beta \in (1, 2)$ and $\alpha \in (0, 1)$ satisfying $(1 + \alpha)\beta < 2$ there is a positive constant $C = C(\alpha, \beta, \mu(\Theta), T)$ such that

\begin{equation}
\mathbb{E} \int_0^T \left\{|p_i^u - p_i^v|^{\beta} + |q_i^u - q_i^v|^{\beta} + \int_{\Theta} |R_i^u(\theta) - R_i^v(\theta)|^{\beta} \mu(d\theta)\right\} \, dt
\leq Cd(u(\cdot), v(\cdot))^{\alpha\beta/2}
\end{equation}

and

\begin{equation}
\mathbb{E} \int_0^T |k_i^u - k_i^v|^{\beta} \, dt \leq Cd(u(\cdot), v(\cdot))^{\alpha\beta/2}.
\end{equation}

**Proof.** For each $t \in [0, T]$ and $\theta \in \Theta$, we denote $\tilde{p}_t = p_i^u - p_i^v$, $\tilde{q}_t = q_i^u - q_i^v$, $\tilde{k}_t = k_i^u - k_i^v$ and $\tilde{R}_t(\theta) = R_i^u(\theta) - R_i^v(\theta)$. Further, similarly to the previous proof denote $\Lambda_t^u(\theta) = (x^u(t), y^u(t), z^u(t), r_t^u(\theta))$.  
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We start by proving (3.23). Note that the process \((\tilde{k}_t)_{t \in [0,T]}\) satisfies the following (forward) stochastic differential equation:

\[
\begin{cases}
\mathrm{d}\tilde{k}_t = \int_\Theta (g^*_y(t, \Lambda^u_t(\theta), u(t))\tilde{k}_t + G_y(t, \theta))\mu(d\theta) \, \mathrm{d}t \\
+ \int_\Theta (g^*_x(t, \Lambda^u_t(\theta), u(t))\tilde{k}_t + G_x(t, \theta))\mu(d\theta) \, \mathrm{d}W(t) \\
+ \int_\Theta (g^*_r(t, \Lambda^u_t(\theta), u(t))\tilde{k}_t + G_r(t, \theta))N(d\theta, dt), & t \in (0,T],
\end{cases}
\]

where

\[
G_y(t, \theta) = [g_y(t, \Lambda^u_t(\theta), u(t)) - g_y(t, \Lambda^v_t(\theta), v(t))]k^y_t \\
+ l_y(t, \Lambda^u_t(\theta), u(t)) - l_y(t, \Lambda^v_t(\theta), v(t)),
\]

\[
G_x(t, \theta) = [g_z(t, \Lambda^u_t(\theta), u(t)) - g_z(t, \Lambda^v_t(\theta), v(t))]k^y_t \\
+ l_z(t, \Lambda^u_t(\theta), u(t)) - l_z(t, \Lambda^v_t(\theta), v(t)),
\]

\[
G_r(t, \theta) = [g_r(t, \Lambda^u_t(\theta), u(t)) - g_r(t, \Lambda^v_t(\theta), v(t))]k^y_t \\
+ l_r(t, \Lambda^u_t(\theta), u(t)) - l_r(t, \Lambda^v_t(\theta), v(t)).
\]

Then we have for each \(t \in [0,T]\)

\[
-\tilde{k}_t = (\gamma_y(y^u(0)) - \gamma_y(y^v(0)))
\]

\[
+ \int_0^t \int_\Theta (g^*_y(t, \Lambda^u_s(\theta), u(t))\tilde{k}_s + G_y(s, \theta))\mu(d\theta) \, \mathrm{d}s \\
+ \int_0^t \int_\Theta (g^*_x(t, \Lambda^u_s(\theta), u(t))\tilde{k}_s + G_z(s, \theta))\mu(d\theta) \, \mathrm{d}W(s) \\
+ \int_0^t \int_\Theta (g^*_r(t, \Lambda^u_s(\theta), u(t))\tilde{k}_s + G_r(s, \theta))N(d\theta, ds).
\]

The adjoint equation for \(\tilde{k}_t\) is the ODE

\[
(3.24) \quad \begin{cases}
\mathrm{d}\psi_t = -\left[\int_\Theta g^*_y(t, \Lambda^u_t(\theta), u(t))\psi_t \mu(d\theta) + |\tilde{k}_t|^{\beta-1} \text{sgn}(\tilde{k}_t)\right] \, \mathrm{d}t, \\
\psi_T = 0,
\end{cases}
\]

where \(\beta \in (1, 2)\). The equation has random coefficients (due to processes \((x(t))\) and \((u(t))\), see (H3)) but has neither the diffusion nor the jump part. Since \(g_y\) is bounded and Lipschitz in \(x\), it can be easily shown that (3.24) admits a unique solution in
which can be found pathwise. Moreover, the following estimate holds for \( \gamma > 2 \), \( 1/\beta + 1/\gamma = 1 \):

\[
\mathbb{E} \left[ \sup_{t \in [0,T]} |\psi_t|^\gamma \right] < \infty.
\]

(3.25)

Indeed, by integrating (3.24) from \( t \) to \( T \) and taking \( | \cdot |^\gamma \) one gets

\[
|\psi_t|^\gamma \leq C \left| \int_t^T \psi_s \int_{\Theta} g_y^*(t, \Lambda_t^u(\theta), u(t)) \mu(d\theta) \, ds \right|^\gamma + C \left| \int_t^T |\tilde{k}_s|^{\beta-1} \text{sgn}(\tilde{k}_s) \, ds \right|^\gamma
\]

\[
\leq C \left( \int_t^T |\psi_s|^\gamma \, ds + C m^{\gamma/2} \left( \int_t^T |\tilde{k}_s|^{\beta-1} \, ds \right)^\gamma \right) + Cm^{\gamma/2} \left( \int_t^T |\tilde{k}_s|^{\beta-1} \, ds \right)^\gamma,
\]

where \( m \) is the dimension of \( \tilde{k}_t \). Using now the Hölder inequality and boundedness of \( g_y \) by \( K \), we have

\[
|\psi_t|^\gamma \leq CK^\gamma \mu^\gamma(\Theta)(T-t)^{\gamma-1} \int_t^T |\psi_s|^\gamma \, ds + Cm^{\gamma/2}(T-t)^{\gamma-1} \int_t^T |\tilde{k}_s|^{\beta} \, ds
\]

\[
\leq \tilde{C} \int_t^T |\psi_s|^\gamma \, ds + \tilde{C} \int_t^T |\tilde{k}_s|^{\beta} \, ds,
\]

where \( \tilde{C} = \tilde{C}(T, \gamma, K, \mu(\Theta), m) \).

Now, first taking expectation and supremum over time leads to

\[
\sup_{t \in [0,T]} \mathbb{E}|\psi_t|^\gamma \leq \tilde{C} \mathbb{E} \int_t^T |\psi_s|^\gamma \, ds + \tilde{C} \mathbb{E} \int_t^T |\tilde{k}_s|^{\beta} \, ds.
\]

(3.27)

Note that by the Hölder inequality one has

\[
\mathbb{E} \int_0^T |\tilde{k}_s|^{\beta} \, ds \leq C \left( \mathbb{E} \int_0^T |\tilde{k}_s|^2 \, ds \right)^{\beta/2} \leq \tilde{K} < \infty.
\]

(3.28)

Therefore, applying Gronwall’s lemma to (3.27) and (3.28), we conclude that

\[
\sup_{t \in [0,T]} \mathbb{E}|\psi_t|^\gamma \leq \tilde{K} \exp(\tilde{C}T) < \infty.
\]

(3.29)

Now, taking the supremum over time in (3.26), taking expectation and applying the previous estimates, we end with

\[
\mathbb{E} \left[ \sup_{t \in [0,T]} |\psi_t|^\gamma \right] \leq \tilde{C} \mathbb{E} \int_0^T |\psi_s|^\gamma \, ds + \tilde{C} \mathbb{E} \int_0^T |\tilde{k}_s|^{\beta} \, ds
\]

\[
\leq \tilde{C} \tilde{K} \exp(\tilde{C}T) + \tilde{C} \tilde{K} < \infty.
\]
Let us derive now a better estimate of $\mathbb{E}\left[ \sup_{t \in [0, T]} |\psi_t|^{\gamma} \right]$. Taking expectation in (3.26), applying Gronwall’s inequality and taking supremum, one gets

\begin{equation}
(3.30) \quad \sup_{t \in [0, T]} \mathbb{E}|\psi_t|^{\gamma} \leq K \mathbb{E} \int_0^T |\tilde{k}_s|^{\beta} \, ds.
\end{equation}

Using the previous estimate, one can derive along similar lines the estimate

\begin{equation}
(3.31) \quad \mathbb{E}\left[ \sup_{t \in [0, T]} |\psi_t|^{\gamma} \right] \leq K \mathbb{E} \int_0^T |\tilde{k}_s|^{\beta} \, ds.
\end{equation}

The duality of $\psi_t$ and $\tilde{k}_t$ is shown by the Itô formula applied to $\tilde{k}_t^* \psi_t$ on $[0, T]$. After taking $\mathbb{E}(\cdot)$ it gives

\begin{equation}
(3.32) \quad \mathbb{E} \int_0^T |\tilde{k}_t|^{\beta} \, dt = -\mathbb{E}[\tilde{k}_0 \psi_0] - \mathbb{E} \int_0^T \psi_t^* G_y(t, \theta) \mu(d\theta) \, dt.
\end{equation}

The estimation of $\mathbb{E}[\tilde{k}_0 \psi_0]$ goes as follows (using the Hölder inequality for $\gamma > 2$ and the uniform estimate (3.31) for $\psi$)

\begin{equation}
(3.33) \quad \mathbb{E}[\tilde{k}_0 \psi_0] \leq (\mathbb{E}|\psi_0|^{\gamma})^{1/\gamma} (\mathbb{E}|\tilde{k}_0|^{\beta})^{1/\beta}
\leq \left( \mathbb{E} \sup_{t \in [0, T]} |\psi_t|^{\gamma} \right)^{1/\gamma} (\mathbb{E}|\gamma^v(0) - \gamma^v(0)|^{\beta})^{1/\beta}
\leq K \left( \mathbb{E} \int_0^T |\tilde{k}_s|^{\beta} \, ds \right)^{1/\gamma} (\mathbb{E}|y^v(0) - y^v(0)|^{\beta})^{1/\beta}
\leq C \left( \mathbb{E} \int_0^T |\tilde{k}_s|^{\beta} \, ds \right)^{1/\gamma} \tilde{d}(u(\cdot), v(\cdot))^{\alpha/2}.
\end{equation}

The second term is estimated as follows. Applying the Hölder inequality yields that

\begin{equation}
(3.34) \quad \mathbb{E} \int_0^T \int_{\Theta} |\psi_t^* G_y(t, \theta)| \mu(d\theta) \, dt
\leq \mathbb{E} \left[ \sup_{t \in [0, T]} |\psi_t| \int_0^T \int_{\Theta} |G_y(t, \theta)| \mu(d\theta) \, dt \right]
\leq (\mathbb{E} \sup_{t \in [0, T]} |\psi_t|^{\gamma})^{1/\gamma} \left( \mathbb{E} \int_0^T \int_{\Theta} |G_y(t, \theta)|^{\beta} \mu(d\theta) \, dt \right)^{1/\beta}
\leq K \left( \mathbb{E} \int_0^T |\tilde{k}_s|^{\beta} \, ds \right)^{1/\gamma} \left( \mathbb{E} \int_0^T \int_{\Theta} |G_y(t, \theta)|^{\beta} \mu(d\theta) \, dt \right)^{1/\beta}.
\end{equation}
Since $1 - 1/\gamma = 1/\beta$, one obtains putting the previous results together that

$$
(3.35) \quad \mathbb{E} \int_0^T |\tilde{k}_t|^\beta \, dt \leq C d(u(\cdot), v(\cdot))^{\alpha \beta / 2} + C \mathbb{E} \int_0^T \int_\Theta |G_y(t, \theta)|^\beta \mu(d\theta) \, dt.
$$

Therefore, it remains to estimate the last term. Recalling that

$$
G_y(t, \theta) = [g_y(t, \Lambda^u_t(\theta), u(t)) - g_y(t, \Lambda^v_t(\theta), v(t))]k_t^v
+ l_y(t, \Lambda^u_t(\theta), u(t)) - l_y(t, \Lambda^v_t(\theta), v(t)),
$$

and denoting

$$
(3.36) \quad \mathbb{E} \int_0^T \int_\Theta |G_y(t, \theta)|^\beta \mu(d\theta) \, dt
\leq C \mathbb{E} \int_0^T \int_\Theta (|g_y(t, \Lambda^u_t(\theta), u(t)) - g_y(t, \Lambda^v_t(\theta), v(t))|^\beta |k_t^v|)
+ |l_y(t, \Lambda^u_t(\theta), u(t)) - l_y(t, \Lambda^v_t(\theta), v(t))|^\beta \mu(d\theta) \, dt
= \mathbb{I}_1 + \mathbb{I}_2,
$$

we estimate the two integrals separately. Starting with $\mathbb{I}_2$ we note that

$$
(3.37) \quad \mathbb{I}_2 \leq \mathbb{E} \int_0^T \int_\Theta |l_y(t, \Lambda^u_t(\theta), u(t)) - l_y(t, \Lambda^v_t(\theta), u(t))|^\beta \mu(d\theta) \, dt
+ \mathbb{E} \int_0^T \int_\Theta |l_y(t, \Lambda^v_t(\theta), u(t)) - l_y(t, \Lambda^v_t(\theta), u(t))|^\beta 1_{\{u(t) \neq v(t)\}}(t) \mu(d\theta) \, dt
= \mathbb{I}_{21} + \mathbb{I}_{22}.
$$

Due to the growth condition on $l_y$ in (H2) ($\|l_y(t, x, y, z, r, u)\| \leq C(1 + |x| + |y| + |z| + |r|)$), the Hölder inequality with $s = 2/\beta > 1$, $r = 2/(2 - \beta) > 1$ and by Lemma 3 it follows that

$$
(3.38) \quad \mathbb{I}_{22} \leq C \mathbb{E} \int_0^T \int_\Theta (1 + \sup_{0 \leq t \leq T} |x^v(t)|^\beta + |y^v(t)|^\beta + |z^v(t)|^\beta + |r^v_t(\theta)|^\beta)
\times 1_{\{u(t) \neq v(t)\}}(t) \mu(d\theta) \, dt
\leq C \left(1 + \mathbb{E} \left[\sup_{0 \leq t \leq T} |x^v(t)|^2\right] + \mathbb{E} \left[\sup_{0 \leq t \leq T} |y^v(t)|^2\right] + \mathbb{E} \int_0^T |z^v(t)|^2 \, dt
+ \int_0^T \int_\Theta |r^v_t(\theta)|^2 \mu(d\theta) \, dt \right)^{\beta / 2}
\leq C d(u(\cdot), v(\cdot))^{\alpha \beta / 2}.
$$
Now by the Lipschitz property of $l_y$ and by Lemma 3 it follows that

$$\|I_2^1\| \leq C \mathbb{E} \int_0^T (|\tilde{x}_t|^\beta + |\tilde{y}_t|^\beta + |\tilde{z}_t|^\beta + |\tilde{r}_t(\theta)|^\beta) \mu(d\theta) \, dt \leq Cd(\cdot, \cdot)^{\alpha \beta/2}.$$  

Similarly we can write for $\|I_1^1$:

$$\|I_1^1\| \leq \mathbb{E} \int_0^T \left| g_y(t, \Lambda_t^u(\theta), u(t)) - g_y(t, \Lambda_t^v(\theta), u(t)) \right|^\beta |k_t^v|^\beta \mu(d\theta) \, dt + \mathbb{E} \int_0^T \left| g_y(t, \Lambda_t^u(\theta), u(t)) - g_y(t, \Lambda_t^v(\theta), v(t)) \right|^\beta |k_t^v|^\beta \mathbb{1}_{\{u(t) \neq v(t)\}}(t) \mu(d\theta) \, dt.$$  

Due to the boundedness of $g_y$ and its independence of $y$, $z$, $r$ we obtain (along similar lines) the final estimate

$$\|I_1^1\| \leq Cd(\cdot, \cdot)^{\alpha \beta/2}.$$  

Following similar lines we finally prove that

$$\mathbb{E} \int_0^T |\tilde{k}_t|^\beta \, dt \leq Cd(\cdot, \cdot)^{\alpha \beta/2}.$$  

Now, let us prove inequality (3.11). It is not difficult to see that $(\tilde{p}_t, \tilde{q}_t, \tilde{k}_t, 
\tilde{R}_t(\theta))_{t \in [0, T]}$ satisfies the backward stochastic differential equation

$$-d\tilde{p}_t = \left\{ f^*_{x}(t, x^u(t), u(t))\tilde{p}_t + \sigma^*_{x}(t, x^u(t), u(t))\tilde{q}_t 
+ \int_{\Theta} \left[ c^*_{x}(t, x^u(t), u(t), \theta)\tilde{R}_t(\theta) - g^*_{x}(t, \Lambda_t^u(\theta), u(t))\tilde{k}_t 
+ \Lambda^v_{x}(t)(\theta, u(t)) - \Lambda^v_{x}(t)(\theta, v(t)) \right] \mu(d\theta) + \mathcal{L}(t) \right\} \, dt 
- \tilde{q}_t \, dW(t) - \int_{\Theta} \tilde{R}_t(\theta) N(d\theta, dt),$$  

$$\tilde{p}_T = -[\varphi^*_{x}(x^u(T))k_T^u - \varphi^*_{x}(x^v(T))k_T^v] + [h_x(x^u(T)) - h_x(x^v(T))],$$

where the process $(\mathcal{L}(t))_{t \in [0, T]}$ is given by

$$\mathcal{L}(t) = [f^*_{x}(t, x^u(t), u(t)) - f^*_{x}(t, x^v(t), v(t))]p_t^v 
+ [\sigma^*_{x}(t, x^u(t), u(t)) - \sigma^*_{x}(t, x^v(t), v(t))]q_t^v 
+ \int_{\Theta} \left[ (c^*_{x}(t, x^u(t), u(t), \theta) - c^*_{x}(t, x^v(t), v(t), \theta))\Lambda^v_{x}(\theta) 
- (g^*_{x}(t, \Lambda_t^u(\theta), u(t)) - g^*_{x}(t, \Lambda_t^v(\theta), v(t)))k_t^v \right] \mu(d\theta).$$  
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Let \((\varphi_t)_{t\in[0,T]}\) be the solution of the (forward) linear SDE

\[
\begin{aligned}
d\varphi_t &= \left[ f^\ast_x(t, x^u(t), u(t))\varphi_t + |\tilde{p}_t|^{\beta-1} \text{sgn}(\tilde{p}_t) \right] dt \\
&\quad + \left[ \sigma^x_x(t, x^u(t), u(t))\varphi_t + |\tilde{q}_t|^{\beta-1} \text{sgn}(\tilde{q}_t) \right] dW(t) \\
&\quad + \int_{\Theta} \left[ c^x_x(t, x^u(t_-), u(t), \theta)\varphi_t + |\tilde{R}_t(\theta)|^{\beta-1} \text{sgn}(\tilde{R}_t(\theta)) \right] N(d\theta, dt), \\
\varphi_0 &= 0,
\end{aligned}
\]

(3.39)

where \(\text{sgn}(a) = (\text{sgn}(a_1), \text{sgn}(a_2), \ldots, \text{sgn}(a_n))^*\) for any vector \(a = (a_1, a_2, \ldots, a_n)^*\).

Note that since \(f_x, \sigma_x, g_x\) are bounded, \(c_x\) is bounded in some integral sense (see (H2)) and due to the fact that

\[
\begin{align*}
\mathbb{E} \int_0^T \{ |\tilde{p}_t|^{\beta-1} \text{sgn}(\tilde{p}_t)|^2 + |\tilde{q}_t|^{\beta-1} \text{sgn}(\tilde{q}_t)|^2 + |\tilde{k}_t|^{\beta-1} \text{sgn}(\tilde{k}_t)|^2 \} dt \\
&\quad + \mathbb{E} \int_0^T \int_{\Theta} |\tilde{R}_t(\theta)|^{\beta-1} \text{sgn}(\tilde{R}_t(\theta))^2 |\mu(d\theta)| dt < \infty,
\end{align*}
\]

the linear SDE (3.39) has a unique strong solution.

Let \(\gamma > 2\) be such that \(1/\gamma + 1/\beta = 1, \beta \in (1, 2)\). Then according to (2.4) we get

\[
\begin{align*}
\mathbb{E} \left( \sup_{0 \leq t \leq T} |\varphi_t|^\gamma \right) \\
&\leq C \mathbb{E} \int_0^T \left\{ |\tilde{p}_t|^{\beta-\gamma} + |\tilde{q}_t|^{\beta-\gamma} + |\tilde{k}_t|^{\beta-\gamma} + \int_{\Theta} |\tilde{R}_t(\theta)|^{\beta-\gamma} |\mu(d\theta)| \right\} dt \\
&= C \mathbb{E} \int_0^T \left\{ |\tilde{p}_t|^\beta + |\tilde{q}_t|^\beta + |\tilde{k}_t|^\beta + \int_{\Theta} |\tilde{R}_t(\theta)|^\beta |\mu(d\theta)| \right\} dt.
\end{align*}
\]

Note that the right-hand side of the above inequality is bounded due to (2.4). Hence, we have

\[
\mathbb{E} \left( \sup_{0 \leq t \leq T} |\varphi_t|^\gamma \right) < \infty.
\]

Now, by applying Itô formula to \(\varphi_t^*\tilde{p}_t\) on \([0, T]\) and taking expectation, we obtain

\[
\begin{align*}
\mathbb{E}[\tilde{p}_T^*\varphi_T] &= \mathbb{E} \int_0^T \left\{ |\tilde{p}_t|^\beta + |\tilde{q}_t|^\beta + \int_{\Theta} |\tilde{R}_t(\theta)|^\beta |\mu(d\theta)| \right\} dt \\
&\quad - \mathbb{E} \int_0^T \varphi_t^* \left( \int \left[ l_x(t, \lambda^u_x(\theta), u(t)) - l_x(t, \lambda^\ast_x(\theta), v(t)) \right] |\mu(d\theta)| \right) dt \\
&\quad - \mathbb{E} \int_0^T \varphi_t^* \mathcal{L}(t) dt + \mathbb{E} \int_0^T \varphi_t^* \left( \int_{\Theta} g_x(t, \lambda^u_x(\theta), u(t)) |\tilde{k}_t| \mu(d\theta) \right) dt.
\end{align*}
\]
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Now taking into account the value of $\tilde{p}_T^*$ and rearranging the terms, we deduce that

$$(3.41) \quad \mathbb{E} \int_0^T \left\{ |\tilde{p}_t|^\beta + |\tilde{q}_t|^\beta + \int_\Theta |\tilde{R}_t(\theta)|^\beta \mu(d\theta) \right\} \, dt = \mathbb{I}_1 + \mathbb{I}_2 + \mathbb{I}_3 + \mathbb{I}_4 + \mathbb{I}_5,$$

where

$$\mathbb{I}_1 = -\mathbb{E}(\varphi_T^*[\varphi_x^*(x^u(T))k_T^u - \varphi_x^*(x^v(T))k_T^v]),$$

$$\mathbb{I}_2 = \mathbb{E}(\varphi_T^*[h_x(x^u(T)) - h_x(x^v(T))]),$$

$$\mathbb{I}_3 = \mathbb{E} \int_0^T \varphi_t^* L(t) \, dt,$$

$$\mathbb{I}_4 = \mathbb{E} \int_0^T \varphi_t^* \left( \int_\Theta [l_x^*(t, \Lambda_t^u(\theta), u(t)) - l_x^*(t, \Lambda_t^v(\theta), v(t))] \mu(d\theta) \right) \, dt,$$

$$\mathbb{I}_5 = \mathbb{E} \int_0^T \varphi_t^* \left( \int_\Theta g_x^*(t, \Lambda_t^u(\theta), u(t)) \tilde{k}_t \mu(d\theta) \right) \, dt.$$

Due to the Hölder inequality with $\gamma > 2$, $1/\gamma + 1/\beta = 1$, we have

$$\mathbb{I}_i \leq \left[ \mathbb{E} \left( \sup_{0 \leq t \leq T} |\varphi_t|^\gamma \right) \right]^{1/\gamma} \tilde{\mathbb{I}}_i \quad \text{for each } i = 1, \ldots, 5.$$

Then we deduce from (3.40) and (3.41) that

$$\mathbb{E} \int_0^T \left\{ |\tilde{p}_t|^\beta + |\tilde{q}_t|^\beta + \int_\Theta |\tilde{R}_t(\theta)|^\beta \mu(d\theta) \right\} \, dt \leq C \left( \mathbb{E} \int_0^T \left\{ |\tilde{p}_t|^\beta + |\tilde{q}_t|^\beta + \int_\Theta |\tilde{R}_t(\theta)|^\beta \mu(d\theta) \right\} \, dt \right)^{1/\gamma} \sum_{i=1}^5 \tilde{\mathbb{I}}_i,$$

and therefore (denoting $\mathbb{J}_i = \tilde{\mathbb{I}}_i$)

$$\mathbb{E} \int_0^T \left\{ |\tilde{p}_t|^\beta + |\tilde{q}_t|^\beta + \int_\Theta |\tilde{R}_t(\theta)|^\beta \mu(d\theta) \right\} \, dt \leq C \sum_{i=1}^5 \mathbb{J}_i.$$

Now, it remains to find appropriate estimates of $\mathbb{J}_i$, $i = 1, \ldots, 5$. Using (H3), Lemma 3, (3.23) and the fact that $[\mathbb{E}[k_T]^2]^{\beta/2} < \infty$, we obtain

$$(3.42) \quad \mathbb{J}_1 = \mathbb{E}[\varphi_x^*(x^u(T))k_T^u - \varphi_x^*(x^v(T))k_T^v]^\beta$$

$$= \mathbb{E}[|\varphi_x^*(x^u(T)) - \varphi_x^*(x^v(T))|]k_T^u + \varphi_x^*(x^v(T))k_T^v]^\beta$$

$$\leq C([\mathbb{E}[k_T^2]]^{\beta/2}[\mathbb{E}[\varphi_x^*(x^u(T)) - \varphi_x^*(x^v(T))]^{2\beta/(2-\beta)}]^{1-\beta/2} + \mathbb{E}[k_T]^\beta)$$

$$\leq C([\mathbb{E}[\tilde{x}(T)]^{2\beta/(2-\beta)}]^{1-\beta/2} + \mathbb{E}[k_T]^\beta) \leq C d(u(\cdot), v(\cdot))^{\alpha\beta/2}.$$
Using similar arguments, we see that

\[(3.43) \quad J_2 = \mathbb{E}|h_x(x^u(T)) - h_x(x^v(T))|^\beta \leq C\mathbb{E} |\tilde{x}(T)|^\beta \leq Cd(u(\cdot), v(\cdot))^{\alpha \beta / 2}.\]

Note that the estimation of \( J_4 = \mathbb{E} \int_0^T |l^x_x(t, \Lambda^u_t(\theta), u(t)) - l^x_x(t, \Lambda^v_t(\theta), v(t))|^{\beta} \mu(d\theta) \, dt \)
and of \( J_3 = \mathbb{E} \int_0^T |\mathcal{L}(t)|^\beta \, dt \) follows lines similar to the estimation of \( I_2 \) in (3.36).

The estimate of \( J_5 = \mathbb{E} \int_0^T |g^x_x(t, \Lambda^u_t(\theta), u(t))|^{\beta} \mu(d\theta) \, dt \) follows immediately by the boundedness of \( g_x \) and (3.23).

Finally, the desired result (3.22) follows immediately by putting all the previous estimates together. This completes the proof of Lemma 4. \( \square \)

**Proof of Theorem 1.** First, for each \( \varepsilon > 0 \) and \( \lambda \in [0, 1/2) \), by using Lemma 2 there exists \( \bar{u}^\varepsilon(\cdot) \in \mathcal{U}_ad \) and an \((\mathcal{F}_x)\)-adapted process \( \mathbf{\Psi}_t(\cdot) = (\bar{p}^\varepsilon_t, \bar{q}^\varepsilon_t, \bar{r}^\varepsilon_t, \bar{\Xi}^\varepsilon_t(\cdot))_{t \in [0,T]} \) such that for all \( u \in \mathcal{U} \) we have

\[
\mathbb{E} \int_0^T H^*_u(t, \bar{\Lambda}^\varepsilon_t(\cdot), \bar{u}^\varepsilon(t), \mathbf{\Psi}_t(\cdot))(u - \bar{u}^\varepsilon(t)) \, dt \geq -C\varepsilon^\lambda.
\]

Now, to prove (3.8) it remains to estimate the difference

\[
\Delta^\varepsilon = \mathbb{E} \int_0^T H^*_u(t, \bar{\Lambda}^\varepsilon_t(\cdot), \bar{u}^\varepsilon(t), \mathbf{\Psi}_t(\cdot))(u - \bar{u}^\varepsilon(t)) \, dt
\]

\[\quad - \mathbb{E} \int_0^T H^*_u(t, \Lambda^\varepsilon_t(\cdot), u^\varepsilon(t), \mathbf{\Psi}_t(\cdot))(u - u^\varepsilon(t)) \, dt.
\]

First, by adding and subtracting the term \( H_u(t, \Lambda^\varepsilon_t(\cdot), u^\varepsilon(t), \mathbf{\Psi}_t(\cdot))\bar{u}^\varepsilon(t) \), we have

\[
\Delta^\varepsilon = \mathbb{E} \int_0^T [H^*_u(t, \bar{\Lambda}^\varepsilon_t(\cdot), \bar{u}^\varepsilon(t), \mathbf{\Psi}_t(\cdot)) - H^*_u(t, \Lambda^\varepsilon_t(\cdot), u^\varepsilon(t), \mathbf{\Psi}_t(\cdot))](u - \bar{u}^\varepsilon(t)) \, dt
\]

\[+ \mathbb{E} \int_0^T H^*_u(t, \Lambda^\varepsilon_t(\cdot), u^\varepsilon(t), \mathbf{\Psi}_t(\cdot))(u^\varepsilon(t) - \bar{u}^\varepsilon(t)) \, dt
\]

\[= \|\varepsilon^1 + \|\varepsilon^2.
\]

Now, by using the Cauchy-Schwarz inequality, boundedness of \( H_u \) in some integral sense, the fact that \( \mathbb{E} \int_0^T |(u^\varepsilon(t) - \bar{u}^\varepsilon(t))|^2 \, dt \leq C \) and (3.4) we obtain for \( 1/\alpha + 1/\gamma = 1 \)

\[
(3.44) \quad \|\varepsilon^2 = \mathbb{E} \int_0^T H^*_u(t, \Lambda^\varepsilon_t(\cdot), u^\varepsilon(t), \mathbf{\Psi}_t(\cdot))(u^\varepsilon(t) - \bar{u}^\varepsilon(t)) \, dt
\]

\[\leq \mathbb{E} \int_0^T |H_u(t, \Lambda^\varepsilon_t(\cdot), u^\varepsilon(t), \mathbf{\Psi}_t(\cdot))|(u^\varepsilon(t) - \bar{u}^\varepsilon(t)) | \, dt
\]

\[\leq \left[ \mathbb{E} \int_0^T |H_u(t, \Lambda^\varepsilon_t(\cdot), u^\varepsilon(t), \mathbf{\Psi}_t(\cdot))|^2 \, dt \right]^{1/2}
\]

\[\times \left[ \mathbb{E} \int_0^T |(u^\varepsilon(t) - \bar{u}^\varepsilon(t))|^2 1_{\{u^\varepsilon(t) \neq \bar{u}^\varepsilon(t)\}}(t) \, dt \right]^{1/2}
\]
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Now, again by adding and subtracting $\varepsilon$

Let us turn to the first term. We have

$$J_1^\varepsilon = \mathbb{E} \int_0^T \left| (p_1^\varepsilon) f_u(t', \tilde{x}^\varepsilon(t'), \tilde{u}^\varepsilon(t')) - f_u(t', x^\varepsilon(t), u^\varepsilon(t)) \right| (u - u^\varepsilon(t)) dt$$

Then we obtain

$$J_1^\varepsilon \leqslant \mathbb{E} \int_0^T |p_1^\varepsilon - p_1^\varepsilon| |f_u(t', \tilde{x}^\varepsilon(t'), \tilde{u}^\varepsilon(t'))| (u - u^\varepsilon(t)) dt$$

Now, again by adding and subtracting $f_u(t', x^\varepsilon(t), \tilde{u}^\varepsilon(t))$, we arrive at

$$J_1^\varepsilon \leqslant \mathbb{E} \int_0^T |p_1^\varepsilon - p_1^\varepsilon| |f_u(t', \tilde{x}^\varepsilon(t'), \tilde{u}^\varepsilon(t'))| (u - u^\varepsilon(t)) dt$$

We estimate the first term on the right-hand side $J_1^\varepsilon$ by adding and subtracting $\varepsilon$.
Using the Hölder inequality with $1/\gamma + 1/\beta = 1$, $\beta \in (1, 2)$, the boundedness of $f_u$ and Lemma 4 leads to

\[
\mathbb{J}^\varepsilon_{1,1} \leq \mathbb{E} \int_0^T |f_u(t, \bar{x}_t^\varepsilon, \bar{u}_t^\varepsilon)| |u - u_t^\varepsilon| |\bar{p}_t^\varepsilon| |1_{\{u_t^\varepsilon \neq \bar{u}_t^\varepsilon\}}(t)\, dt \\
\leq C \left( \mathbb{E} \int_0^T |\bar{p}_t^\varepsilon| |p_t^\varepsilon|^{\beta} \, dt \right)^{1/\beta} \left( \mathbb{E} \int_0^T |1_{\{u_t^\varepsilon \neq \bar{u}_t^\varepsilon\}}(t)\, dt \right)^{1/\gamma} \\
\leq C d^{\alpha/2}(\bar{u}^\varepsilon(\cdot), u^\varepsilon(\cdot)) d^{1/\gamma}(\bar{u}^\varepsilon(\cdot), u^\varepsilon(\cdot)) \leq C \varepsilon^{\alpha/4 + 1/(2\gamma)} \leq C \varepsilon^{\lambda};
\]

since $\alpha/4 + 1/(2\gamma) \in (0, 1/2)$, one can choose $\alpha/4 + 1/(2\gamma) \leq \lambda$.

To estimate the second term $\mathbb{J}^\varepsilon_{1,2}$ we employ the Lipschitz property of $f_u$ from (H3) and the Hölder inequality with $1/\gamma + 1/\beta = 1$, $\beta \in (1, 2)$ to obtain

\[
\mathbb{J}^\varepsilon_{1,2} \leq C \mathbb{E} \int_0^T |\bar{x}_t^\varepsilon - x_t^\varepsilon| |p_t^\varepsilon(u - u_t^\varepsilon)| |1_{\{u_t^\varepsilon \neq \bar{u}_t^\varepsilon\}}(t)\, dt \\
\leq C \left( \mathbb{E} \int_0^T |\bar{x}_t^\varepsilon - x_t^\varepsilon|^{\gamma} \, dt \right)^{1/\gamma} \left( \mathbb{E} \int_0^T |p_t^\varepsilon|^{\beta} |1_{\{u_t^\varepsilon \neq \bar{u}_t^\varepsilon\}}(t)\, dt \right)^{1/\beta} \\
\leq C d^{\alpha/2}(\bar{u}^\varepsilon(\cdot), u^\varepsilon(\cdot)) \left( \mathbb{E} \int_0^T |p_t^\varepsilon|^2 \, dt \right)^{1/2} \left( \mathbb{E} \int_0^T |1_{\{u_t^\varepsilon \neq \bar{u}_t^\varepsilon\}}(t)\, dt \right)^{1/\beta(1 - \beta/2)} \\
\leq C d^{\alpha/2}(\bar{u}^\varepsilon(\cdot), u^\varepsilon(\cdot)) \leq C \varepsilon^{\alpha/2} \leq C \varepsilon^{\lambda},
\]

where we also used the fact that $1 - \beta/2 > \alpha\beta/2$.

Next, by the Lipschitz property of $f_u$ and by the Hölder inequality (with $\beta$ and $\gamma$ same as above) we can proceed to estimate $\mathbb{J}^\varepsilon_{1,3}$ as follows:

\[
\mathbb{J}^\varepsilon_{1,3} \leq C \mathbb{E} \int_0^T |\bar{u}_t^\varepsilon - u_t^\varepsilon| |p_t^\varepsilon| |u - u_t^\varepsilon| |1_{\{u_t^\varepsilon \neq \bar{u}_t^\varepsilon\}}(t)\, dt \\
\leq C \left( \mathbb{E} \int_0^T |p_t^\varepsilon|^{\beta} |1_{\{u_t^\varepsilon \neq \bar{u}_t^\varepsilon\}}(t)\, dt \right)^{1/\beta} \left( \mathbb{E} \int_0^T |\bar{u}_t^\varepsilon - u_t^\varepsilon|^\gamma |1_{\{u_t^\varepsilon \neq \bar{u}_t^\varepsilon\}}(t)\, dt \right)^{1/\gamma} \\
\leq C \left( \mathbb{E} \int_0^T |p_t^\varepsilon|^2 \, dt \right)^{1/2} \left( \mathbb{E} \int_0^T |1_{\{u_t^\varepsilon \neq \bar{u}_t^\varepsilon\}}(t)\, dt \right)^{1/\beta(1 - \beta/2)} \left( \mathbb{E} \int_0^T |1_{\{u_t^\varepsilon \neq \bar{u}_t^\varepsilon\}}(t)\, dt \right)^{1/\gamma} \\
\leq C d^{\alpha/2 + 1/\gamma}(\bar{u}^\varepsilon(\cdot), u^\varepsilon(\cdot)) \leq C \varepsilon^{\alpha/4 + 1/(2\gamma)} \leq C \varepsilon^{\lambda}.
\]

Using arguments similar to those developed above for $\mathbb{J}^\varepsilon_{2,3}$, $\mathbb{J}^\varepsilon_{4,3}$, and $\mathbb{J}^\varepsilon_{5,3}$, we can prove that $\mathbb{I}^\varepsilon_{6} \leq C \varepsilon^{\lambda}$, and finally conclude that

\[
(3.45) \quad \mathbb{E} \int_0^T [H_u^\varepsilon(t, \bar{X}_t^\varepsilon(\cdot), \bar{u}_t^\varepsilon(t), \bar{W}_t^\varepsilon(\cdot)) - H_u^\varepsilon(t, \Lambda_t^\varepsilon(\cdot), \bar{u}_t^\varepsilon(t), \Psi_t^\varepsilon(\cdot))](u - u_t^\varepsilon(t))\, dt \\
\leq C \varepsilon^{\lambda},
\]
which together with (3.44) implies that

\[
\Delta \varepsilon \leq C \varepsilon^\lambda.
\]

Now, combining (3.3) in Lemma 2 and (3.46) we complete the proof of Theorem 1. \( \square \)

4. Sufficient conditions for near-optimality of FBSDEJs

In this section, we will prove that under an additional hypothesis, the near-maximality condition on the Hamiltonian function is a sufficient condition for near-optimality. This is the second main result of this paper.

**Theorem 2.** (Sufficient Near-Optimality Maximum Principle). Let \( u^\varepsilon(\cdot) \) be an admissible control and let the processes \( \Lambda^\varepsilon_t(\cdot) = (x^\varepsilon(t), y^\varepsilon(t), z^\varepsilon(t), r^\varepsilon(t, \cdot)) \) and \( \Psi^\varepsilon_t(\cdot) = (p^\varepsilon_t, q^\varepsilon_t, k^\varepsilon_t, R^\varepsilon_t(\cdot)) \) be the solutions to equation (1.1) and adjoint equations (2.1), respectively, both associated with \( u^\varepsilon(\cdot) \).

Further, let us assume that the function \( H(t, \cdot, \cdot, \cdot, \cdot, \Psi^\varepsilon_t(\cdot)) \) is convex for a.e. \( t \in [0, T] \), \( P \)-a.s. and functions \( \gamma, h \) are convex. If for some \( \lambda \in [0, 1/2) \), \( \varepsilon > 0 \) and for any \( u \in U \), the near-maximality relation

\[
(4.1) \quad \mathbb{E} \int_0^T H^*_u(t, \Lambda^\varepsilon_t(\cdot), u^\varepsilon(t), \Psi^\varepsilon_t(\cdot))(u - u^\varepsilon(t)) \, dt \geq -C \varepsilon^\lambda
\]

holds then we have

\[
J(u^\varepsilon(\cdot)) \leq \inf_{v(\cdot) \in U_{ad}} J(v(\cdot)) + C \varepsilon^\lambda,
\]

where \( C \) is a positive constant independent of \( \varepsilon \).

In other words, the process \( u^\varepsilon(\cdot) \) is a near-optimal control of order \( \lambda \) to the control problem (1.1)–(1.2).

**Proof.** Let us fix an arbitrary \( v(\cdot) \in U_{ad} \) and denote its corresponding trajectory \( \Lambda^v_t(\cdot) = (x^v(t), y^v(t), z^v(t), r^v(t, \cdot)) \). Then we have

\[
J(u^\varepsilon(\cdot)) - J(v(\cdot)) = \mathbb{E}[h(x^\varepsilon(T)) - h(x^v(T))] + \mathbb{E}[\gamma(y^\varepsilon(0)) - \gamma(y^v(0))] \\
+ \mathbb{E} \int_0^T \{l(t, \Lambda^\varepsilon_t(\cdot), u^\varepsilon(t)) - l(t, \Lambda^v_t(\cdot), v(t))\} \mu(d\theta) \, dt.
\]
Now, since \( h \) and \( \gamma \) are convex, we have

\[
h(x^v(T)) - h(x^\varepsilon(T)) \geq h_x^*(x^\varepsilon(T))(x^v(T) - x^\varepsilon(T)),
\]
\[
\gamma(y^v(0)) - \gamma(y^\varepsilon(0)) \geq \gamma_y^*(y^\varepsilon(0))(y^v(0) - y^\varepsilon(0)).
\]

Therefore, one easily obtains that

\[
J(u^\varepsilon(\cdot)) - J(v(\cdot)) \leq \mathbb{E}[h_x^*(x^\varepsilon(T))(x^v(T) - x^\varepsilon(T))] + \mathbb{E}[\gamma_y^*(y^\varepsilon(0))(y^v(0) - y^\varepsilon(0))]
+ \mathbb{E} \int_0^T \int_\Theta \{l(t, \Lambda^\varepsilon(\theta), u^\varepsilon(t)) - l(t, \Lambda^v(\theta), v(t))\} \mu(d\theta) \, dt.
\]

Next, employing the initial and terminal conditions of the adjoint equations \( \gamma_y(y^\varepsilon(0)) = k_0^\varepsilon \) and \( h_x(x^\varepsilon(T)) = p_T^\varepsilon + \varphi_x^*(x^\varepsilon(T)) k_T^\varepsilon \), it follows that

\[
(4.2)\quad J(u^\varepsilon(\cdot)) - J(v(\cdot)) \leq \mathbb{E}[(p_T^\varepsilon)^*(x^\varepsilon(T) - x^v(T))]
+ \mathbb{E}[(\varphi_x^*(x^\varepsilon(T)) k_T^\varepsilon)^*(x^\varepsilon(T) - x^v(T))] + \mathbb{E}[(k_0)^*(y^v(0) - y^\varepsilon(0))]
+ \mathbb{E} \int_0^T \int_\Theta \{l(t, \Lambda^\varepsilon(\theta), u^\varepsilon(t)) - l(t, \Lambda^v(\theta), v(t))\} \mu(d\theta) \, dt.
\]

On the other hand, by applying Itô formula to \( (p_T^\varepsilon)^*(x^\varepsilon(t) - x^v(t)) \) on \([0, T]\) and taking expectation, we get

\[
(4.3)\quad \mathbb{E}[(p_T^\varepsilon)^*(x^\varepsilon(T) - x^v(T)) + (\varphi_x^*(x^\varepsilon(T)) k_T^\varepsilon)^*(x^\varepsilon(T) - x^v(T))]
= \mathbb{E} \int_0^T \left\{ -f_x^*(t, x^\varepsilon(t), u^\varepsilon(t))p_T^\varepsilon - \sigma_x^*(t, x^\varepsilon(t), u^\varepsilon(t))q_T^\varepsilon
+ \int_\Theta g_x^*(t, \Lambda^\varepsilon(\theta), u^\varepsilon(t))k_T^\varepsilon \mu(\theta) d\theta
- \int_\Theta [c_x^*(t, x^\varepsilon(t), \theta) R^\varepsilon_T(\theta) + \lambda_x^*(t, \Lambda^\varepsilon(\theta), u^\varepsilon(t))] \mu(d\theta)
+ (p_T^\varepsilon)^*[f(t, x^\varepsilon(t), u^\varepsilon(t)) - f(t, x^v(t), v(t))]
+ \text{Tr} \{[q_T^\varepsilon]^* \sigma(t, x^\varepsilon(t), u^\varepsilon(t)) - \sigma(t, x^v(t), v(t))]\}
+ \int_\Theta (R_T^\varepsilon(\theta))^*[c(t, x^\varepsilon(t), u^\varepsilon(t), \theta) - c(t, x^v(t), v(t), \theta)] \mu(d\theta) \right\}
\times (x^\varepsilon(t) - x^v(t)) \, dt + \mathbb{E}[h_x^*(x^\varepsilon(T))(x^\varepsilon(T) - x^v(T))].
\]
Similarly, by applying Itô formula to $k^\varepsilon_t(y^\varepsilon(t) - y^u(t))$ then combining (4.2), (4.3), and using the definition of the Hamiltonian function, we obtain

$$
\mathbb{E} \int_0^T \int_O \{l(t, \Lambda^\varepsilon_t(\theta), u^\varepsilon(t)) - l(t, \Lambda^v_t(\theta), v(t))\} \mu(d\theta) \, dt
$$

$$= \mathbb{E} \int_0^T \{H(t, \Lambda^\varepsilon_t(\cdot), u^\varepsilon(t), \Psi^\varepsilon_t(\cdot)) - H(t, \Lambda^v_t(\cdot), u^v(t), \Psi^v_t(\cdot))\} \, dt
$$

$$+ \mathbb{E} \int_0^T \{-p^\varepsilon(\cdot) [f(t, x^\varepsilon(t), u^\varepsilon(t)) - f(t, x^v(t), v(t))]
$$

$$- \text{Tr} \{(q^\varepsilon)^* [\sigma(t, x^\varepsilon(t), u^\varepsilon(t)) - \sigma(t, x^v(t), v(t))]\} \, dt
$$

$$+ \mathbb{E} \int_0^T \{(k^\varepsilon)^* [g(t, \Lambda^\varepsilon_t(\theta), u^\varepsilon(t)) - g(t, \Lambda^v_t(\theta), v(t))]
$$

$$- (R^\varepsilon_t(\theta))^* [c(t, x^\varepsilon(t), u^\varepsilon(t), \theta) - c(t, x^v(t), v(t), \theta)]\} \mu(d\theta) \, dt.$$

Then we have

$$\begin{align*}
(4.4) \quad & J(u^\varepsilon(\cdot)) - J(v(\cdot)) \\
& \leq \mathbb{E} \int_0^T \{H(t, \Lambda^\varepsilon_t(\cdot), u^\varepsilon(t), \Psi^\varepsilon_t(\cdot)) - H(t, \Lambda^v_t(\cdot), v(t), \Psi^v_t(\cdot))\} \, dt \\
& \quad - \mathbb{E} \int_0^T H^x_{x^\varepsilon}(t, \Lambda^\varepsilon_t(\cdot), u^\varepsilon(t), \Psi^\varepsilon_t(\cdot))(x^\varepsilon(t) - x^v(t)) \, dt \\
& \quad - \mathbb{E} \int_0^T H^y_{y^\varepsilon}(t, \Lambda^\varepsilon_t(\cdot), u^\varepsilon(t), \Psi^\varepsilon_t(\cdot))(y^\varepsilon(t) - y^v(t)) \, dt \\
& \quad - \mathbb{E} \int_0^T H^z_{z^\varepsilon}(t, \Lambda^\varepsilon_t(\cdot), u^\varepsilon(t), \Psi^\varepsilon_t(\cdot))(z^\varepsilon(t) - z^v(t)) \, dt \\
& \quad - \mathbb{E} \int_0^T H^r_{r^\varepsilon}(t, \Lambda^\varepsilon_t(\cdot), u^\varepsilon(t), \Psi^\varepsilon_t(\cdot))(r^\varepsilon(\cdot) - r^v(\cdot)) \, dt.
\end{align*}$$

Since $H(t, \cdot, \cdot, \cdot, \cdot, \cdot, \cdot, \Psi^\varepsilon_t(\cdot))$ is convex in $(x, y, z, r, u)$, we obtain

$$H(t, \Lambda^\varepsilon_t(\cdot), u^\varepsilon(t), \Psi^\varepsilon_t(\cdot)) - H(t, \Lambda^v_t(\cdot), v(t), \Psi^v_t(\cdot))$$

$$\leq H^x_{x^\varepsilon}(t, \Lambda^\varepsilon_t(\cdot), u^\varepsilon(t), \Psi^\varepsilon_t(\cdot))(x^\varepsilon(t) - x^v(t)) + H^y_{y^\varepsilon}(t, \Lambda^\varepsilon_t(\cdot), u^\varepsilon(t), \Psi^\varepsilon_t(\cdot))(y^\varepsilon(t) - y^v(t)) + H^z_{z^\varepsilon}(t, \Lambda^\varepsilon_t(\cdot), u^\varepsilon(t), \Psi^\varepsilon_t(\cdot))(z^\varepsilon(t) - z^v(t)) + H^r_{r^\varepsilon}(t, \Lambda^\varepsilon_t(\cdot), u^\varepsilon(t), \Psi^\varepsilon_t(\cdot))(r^\varepsilon(\cdot) - r^v(\cdot)) + H^u_{u^\varepsilon}(t, \Lambda^\varepsilon_t(\cdot), u^\varepsilon(t), \Psi^\varepsilon_t(\cdot))(u^\varepsilon(t) - v(t)).$$
By integrating both sides and noting (4.1), we obtain

\[
(4.5) \quad \mathbb{E} \int_0^T \{ H(t, \Lambda^x_t(\cdot), u^x(t), \Psi_t^x(\cdot)) - H(t, \Lambda^v_t(\cdot), v(t), \Psi_t^v(\cdot)) \} \, dt \\
\leq \mathbb{E} \int_0^T \{ H^*_x(t, \Lambda^x_t(\cdot), u^x(t), \Psi_t^x(\cdot))(x^x(t) - x^v(t)) \, dt \\
+ \mathbb{E} \int_0^T H^*_y(t, \Lambda^x_t(\cdot), u^x(t), \Psi_t^x(\cdot))(y^x(t) - y^v(t)) \, dt \\
+ \mathbb{E} \int_0^T H^*_z(t, \Lambda^x_t(\cdot), u^x(t), \Psi_t^x(\cdot))(z^x(t) - z^v(t)) \, dt \\
+ \mathbb{E} \int_0^T H^*_{r^x}(t, \Lambda^x_t(\cdot), u^x(t), \Psi_t^x(\cdot))(r^x(t) - r^v(t)) \, dt + C\varepsilon^\lambda.
\]

Combining (4.1) and (4.5), we get

\[
J(u^x(\cdot)) - J(v(\cdot)) \leq C\varepsilon^\lambda.
\]

Finally, since \( v(\cdot) \) is arbitrary, the desired result follows. \( \square \)

5. Application to finance: Mixed problem of mean-variance portfolio selection

In this section we will apply our maximum principle of near-optimality to study a perturbed mean-variance portfolio selection problem mixed with a recursive utility functional optimization in a financial market and we will derive the explicit expression for the near-optimal portfolio selection strategy. The near-optimal control will be taken as the optimal control to the unperturbed problem (see Shi and Wu [24]) and we will show that this candidate satisfies the assumptions of Theorem 2.

Suppose that we are given a mathematical market consisting of two investment possibilities (see Framstad, Øksendal and Sulam [9]):

1. **Bond price**: the first asset is a risk-free security whose price \( P^0_0(t) \) evolves according to the ordinary differential equation

\[
\begin{aligned}
&\quad \quad dP^0_0(t) = P^0_0(t)\theta_t \, dt, \quad t \in [0, T], \\
&\quad \quad P^0_0(0) > 0,
\end{aligned}
\]

where \( \theta : [0, T] \to \mathbb{R}_+ \) is a locally bounded deterministic function.

2. **Stock price**: a risky security (e.g. a stock), where the price \( P^1_1(t) \) at time \( t \) is given by

\[
\begin{aligned}
&\quad \quad dP^1_1(t) = P^1_1(t_-)[\xi_t \, dt + \sigma_t \, dW(t) + \int_\Theta \xi_t(\theta)N(d\theta, dt)], \\
&\quad \quad P^1_1(0) > 0,
\end{aligned}
\]
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where \( \varsigma, \sigma : [0, T] \to \mathbb{R} \) are bounded deterministic functions such that \( \varsigma_t, \sigma_t \neq 0 \) and \( \varsigma_t > \varrho_t \) for all \( t \in [0, T] \).

(3) **Assumptions.** In order to ensure that \( P_1(t) > 0 \) for all \( t \in [0, T] \) we assume that

(i) \( \xi_t(\theta) > -1 \) for \( \mu \)-almost all \( \theta \in \Theta \) and all \( t \in [0, T] \),

(ii) \( \int_{\Theta} \xi_t^2(\theta) \mu(d\theta) \) is bounded.

(4) **Portfolio strategy.** A portfolio is an \((\mathcal{F}_t)\)-predictable process \((e_0(t), e_1(t))\) giving the number of units of the risk-free and the risky security held at time \( t \). Let \( \pi_t = e_1(t)P_1(t) \) denote the amount invested in the risky security. We call the control process \( \pi(\cdot) \) a portfolio strategy.

(5) **The wealth dynamics.** Let \( x^\pi(0) = \zeta > 0 \) be the initial wealth. By combining (5.1) and (5.2) we introduce the wealth dynamics

\[
\begin{align*}
\text{dx}^\pi(t) &= [\varrho_t \xi_t^\pi(t) + (\varsigma_t - \varrho_t)\pi_t] \, \text{dt} + \sigma_t \pi_t \, \text{dW}(t) + \int_{\Theta} \xi_t(\theta) \pi_t \, \text{dN}(d\theta, dt), \\
x^\pi(0) &= \zeta.
\end{align*}
\]

Let \( U \) be a compact convex subset of \( \mathbb{R} \). We denote by \( \mathcal{U}_{\text{ad}} \) the set of admissible \((\mathcal{F}_t)\)-predictable portfolio strategies \( \pi(\cdot) \) valued in \( U \).

The mean-variance portfolio selection problem in the above jump-diffusion framework has been studied in [9], [25]. In Framstad, Øksendal and Sulam [9], the investor’s object is to find an admissible portfolio which minimizes the variance \( \text{Var}(x^\pi(T)) \) at a future time \( T > 0 \) under the condition that \( \mathbb{E}[x^\pi(T)] = a \) for some given \( a \in \mathbb{R}_+ \). By using sufficient maximum principle, the authors in [9] gave the expression for the optimal portfolio selection. Optimal portfolio and consumption decision problems for a small investor in a market model have been studied in [14], [15]. The near-optimal consumption-investment problem has been discussed in Hafayed, Veverka and Abbas [12]. Stochastic optimization problems with recursive utility have important economic background, see [8], [7]. The continuous time mean-variance portfolio selection problem has been studied in Zhou [34].

In this section, the objective is to use our near-optimal maximum principle to study the mean-variance portfolio selection problem mixed with a recursive utility functional maximization. We consider a small investor endowed with an initial wealth \( x^\pi(0) > 0 \) who chooses at each time \( t \) his or her portfolio strategy \( \pi_t \). The investor wants to choose a portfolio strategy \( \pi^* (\cdot) \in \mathcal{U}_{\text{ad}} \) which near-maximizes the expected utility functional. This functional can be separated into two parts: the former is the equivalent terminal reward \( \mathbb{E}[-1/2(x^\pi(t) - a)^2] \) while the latter part is a recursive utility functional with generator \( g(t, x, y, \pi) = \varrho_t x + (\varsigma_t - \varrho_t)\pi - cy, c > 0. \)
We assume that we originally have a family of optimization problems parameterized by a parameter \( \varepsilon > 0 \) representing the complexity of the cost functional

\[
J^\varepsilon(\pi(\cdot)) = \mathbb{E} \left\{ \int_0^T \varepsilon \varphi(\pi_t) \, dt + \frac{1}{2} (x^\pi(T) - a)^2 \right\} + y(0),
\]

where \( \varphi : \mathbb{R} \to \mathbb{R} \) is a nonlinear, convex and continuously differentiable function independent of \( \varepsilon \). Further, we define the wealth process \( (x(t)) \) and the recursive utility process \( (y(t)) \) corresponding to \( \pi(\cdot) \in \mathcal{U}_{ad} \) as the solutions to the FBSDEJs

\[
\begin{cases}
\frac{dx(t)}{dt} = [\varrho_t x(t) + (\varsigma_t - \varrho_t) \pi_t] \, dt + \sigma_t \pi_t \, dW(t) + \int_{\Theta} \xi_t(\theta) \, N(d\theta, dt), \\
- dy(t) = [\varrho_t x(t) + (\varsigma_t - \varrho_t) \pi_t - cy(t)] \, dt - z(t) \, dW(t) \\
- \int_{\Theta} r_t(\theta) \, N(d\theta, dt), \\
x(0) = \zeta, \quad y(T) = x(T).
\end{cases}
\]

We notice that setting \( \varepsilon = 0 \) in (5.4) leads to

\[
J^0(\pi(\cdot)) = \mathbb{E} \left\{ \frac{1}{2} (x^\pi(T) - a)^2 \right\} + y(0).
\]

The optimal control to the problem (5.5)–(5.6) (with the new cost \( J^0(\cdot) \)) has already been solved explicitly by using the stochastic maximum principle in Shi and Wu [25], Theorem 3.1 where the optimal solution, denoted by \( (x^*, \pi^*) \), is given in the state feedback form as

\[
\begin{cases}
\pi_t^* = \frac{(\varrho_t - \varsigma_t)(\Phi_t x^*(t) + \Psi_t - \exp(-ct))}{\Phi_t (\sigma_t^2 + \int_{\Theta} \xi_t^2(\theta) \mu(d\theta))}, \\
p_t^* = \Phi_t \pi_t^* + \Psi_t, \\
q_t^* = \sigma_t \Phi_t \pi_t^*, \\
k_t^* = \exp(-ct), \\
R_t^*(\theta) = \Phi_t \xi_t(\theta) \pi_t^*.
\end{cases}
\]

where \( \Phi_t \) and \( \Psi_t \) are some deterministic differentiable functions satisfying the ordinary differential equations

\[
\begin{cases}
\Phi_t' = \left( \frac{(\varrho_t - \varsigma_t)^2}{\sigma_t^2 + \int_{\Theta} \xi_t^2(\theta) \mu(d\theta)} - 2 \varrho_t \right) \Phi_t, \\
\Phi_T = 1,
\end{cases}
\]
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and

\[
\Psi'_t = \left( \frac{(\eta_t - \zeta_t)^2}{\sigma_t^2 + \int_\Theta \xi_t^2(\theta) \mu(d\theta)} - \eta_t \right) \Psi_t - e^{-\alpha t} \left( \frac{(\eta_t - \zeta_t)^2}{\sigma_t^2 + \int_\Theta \xi_t^2(\theta) \mu(d\theta)} - \eta_t \right),
\]

\[
\Psi_T = -(a + 1).
\]

The Hamiltonian of problem (5.5)–(5.6) is given by

\[
H(t, x, y, z, r(\cdot), \pi, p, q, k, R(\cdot)) = [\eta_t x + (\zeta_t - \eta_t)\pi](k - p) + \sigma_t q\pi + \pi \int_\Theta \xi_t(\theta) R(\theta) \mu(d\theta).
\]

Since \(\pi^*(\cdot)\) is optimal for the problem (5.5)–(5.6), by using maximum condition ([25], Theorem 2.1) we conclude that

\[
(\zeta_t - \eta_t)(p_t^* - k_t^*) + \sigma_t q_t^* + \int_\Theta \xi_t(\theta) R_t^*(\theta) \mu(d\theta) = 0, \quad \text{P.-a.s., dt-a.e.,}
\]

where we denote by the superscript * all the processes computed for the optimal control \(\pi^*(\cdot)\).

However, the Hamiltonian \(H^\epsilon\) for the problem (5.5)–(5.4) can be rewritten in the form

\[
H^\epsilon(t, x, y, z, r(\cdot), \pi, p, q, k, R(\cdot)) = [\eta_t x + (\zeta_t - \eta_t)\pi](k - p) + \sigma_t q\pi + \pi \int_\Theta \xi_t(\theta) R(\theta) \mu(d\theta) - \varepsilon \varphi(\pi)
\]

for all \((x, y, z, r(\cdot), \pi, p, q, k, R(\cdot))\). Therefore, if \((x^*(t), y_t^*, z_t^*, r_t^*(\cdot), p_t^*, q_t^*, k_t^*, R_t^*(\cdot))\) denotes the optimal trajectory to the (unperturbed) control problem (5.5)–(5.6) we can express the difference of the Hamiltonian at different control points but at this fixed optimal trajectory in the following way:

\[
H^\epsilon(t, x^*(t), y_t^*, z_t^*, r_t^*(\cdot), \pi, p_t^*, q_t^*, k_t^*, R_t^*(\cdot)) - H^\epsilon(t, x^*(t), y_t^*, z_t^*, r_t^*(\cdot), \pi, p_t^*, q_t^*, k_t^*, R_t^*(\cdot)) = H(t, x^*(t), y_t^*, z_t^*, r_t^*(\cdot), \pi, p_t^*, q_t^*, k_t^*, R_t^*(\cdot)) - H(t, x^*(t), y_t^*, z_t^*, r_t^*(\cdot), \pi_t^*, p_t^*, q_t^*, k_t^*, R_t^*(\cdot)) - \varepsilon [\varphi(\pi) - \varphi(\pi_t^*)].
\]

By virtue of the fact that the function \(\varphi(\cdot)\) is continuously differentiable and \(U\) is a compact convex subset in \(\mathbb{R}\) it follows that

\[-\varepsilon [\varphi(\pi) - \varphi(\pi_t^*)] \leq \varepsilon |\varphi'(\pi)||\pi - \pi_t^*| \leq C\varepsilon.\]
Now, employing the above fact, taking max in (5.13) and using the optimality of \( \pi^* \) we arrive at
\[
\max_{\pi \in \mathcal{U}} H^\varepsilon(t, x^*(t), y^*_t, z^*_t, r^*_t(\cdot), \pi, p^*_t, q^*_t, k^*_t, R^*_t(\cdot)) \\
- H^\varepsilon(t, x^*(t), y^*_t, z^*_t, r^*_t(\cdot), \pi^*, p^*_t, q^*_t, k^*_t, R^*_t(\cdot)) \\
\leq \max_{\pi \in \mathcal{U}} H(t, x^*(t), y^*_t, z^*_t, r^*_t(\cdot), \pi^*, p^*_t, q^*_t, k^*_t, R^*_t(\cdot)) \\
- H(t, x^*(t), y^*_t, z^*_t, r^*_t(\cdot), \pi^*, p^*_t, q^*_t, k^*_t, R^*_t(\cdot)) \\
+ \varepsilon \max_{\pi \in \mathcal{U}} \{ |\varphi'(\pi)| |\pi - \pi^*| \} \\
\leq H(t, x^*(t), y^*_t, z^*_t, r^*_t(\cdot), \pi^*, p^*_t, q^*_t, k^*_t, R^*_t(\cdot)) + C\varepsilon = C\varepsilon,
\]
which implies the near-maximality property of \( \pi^*(\cdot) \)
\[
H^\varepsilon(t, x^*(t), y^*_t, z^*_t, r^*_t(\cdot), \pi^*, p^*_t, q^*_t, k^*_t, R^*_t(\cdot)) \\
\geq \max_{\pi \in \mathcal{U}} H^\varepsilon(t, x^*(t), y^*_t, z^*_t, r^*_t(\cdot), \pi, p^*_t, q^*_t, k^*_t, R^*_t(\cdot)) - C\varepsilon.
\]

Finally, since the function \( \varphi(\cdot) \) is convex, the Hamiltonian \( H^\varepsilon \) is concave. Due to the sufficient maximum principle (Theorem 2), the portfolio strategy \( \pi^*(\cdot) \) is indeed a near-optimal for the problem (5.5)–(5.4).

Remark. When \( \varepsilon \to 0 \), our result reduces to the necessary and sufficient conditions of optimality developed in Shi and Wu [23].

Appendix

The following result is a special case of the Itô formula for jump diffusions.

**Lemma A** (Integration by parts formula for jumps processes). Suppose that the processes \( x_1(t) \) and \( x_2(t) \) are given for \( j = 1, 2, t \in [s, T] \):
\[
\begin{aligned}
\text{dx}_j(t) &= f(t, x_j(t), u(t)) \, dt + \sigma(t, x_j(t), u(t)) \, dW(t) \\
&\quad + \int_\Theta g(t, x_j(t_-), u(t), \theta) N(d\theta, dt), \\
x_j(s) &= 0.
\end{aligned}
\]
Then
\[
\mathbb{E}[x_1(T)x_2(T)]
\]
\[
= \mathbb{E} \left[ \int_s^T x_1(t) \, dx_2(t) + \int_s^T x_2(t) \, dx_1(t) \right] + \mathbb{E} \int_s^T \sigma^*(t, x_1(t), u(t)) \sigma(t, x_2(t), u(t)) \, dt \\
+ \mathbb{E} \int_s^T g^*(t, x_1(t), u(t), \theta) g(t, x_2(t), u(t), \theta) \mu(d\theta) \, dt.
\]
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See Framstad, Øksendal and Sulam ([9], Lemma 2.1) for the detailed proof of the above lemma.
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