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DYNAMICS ANALYSIS AND ROBUST MODIFIED FUNCTION PROJECTIVE SYNCHRONIZATION OF SPROTT E SYSTEM WITH QUADRATIC PERTURBATION

ZHEN WANG, WEI SUN, ZHOUCHAO WEI AND XIAOJIAN XI

Hopf bifurcation, dynamics at infinity and robust modified function projective synchronization (RMFPS) problem for Sprott E system with quadratic perturbation were studied in this paper. By using the method of projection for center manifold computation, the subcritical and the supercritical Hopf bifurcation were analyzed and obtained. Then, in accordance with the Poincare compactification of polynomial vector field in $R^3$, the dynamical behaviors at infinity were described completely. Moreover, a RMFPS scheme of this special system was proposed and proved based on Lyapunov direct method. The simulation results demonstrate the correctness of the dynamics analysis and the effectiveness of the proposed synchronization strategy.
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1. INTRODUCTION

In the past three decades, many 3D autonomous hyperbolic type chaotic systems have been extensively studied and found ubiquitous applications in science, engineering and mathematical communities [1,16,24]. In these papers, researchers mainly concentrate on three aspects, chaotic system constructing, chaos control and chaos applications. Based on a classification condition formulated by Vaněček and Čelikovský [21], these chaotic systems satisfy $a_{12}a_{21} > 0$, $a_{12}a_{21} < 0$, or $a_{12}a_{21} = 0$. Moreover, according to the classification developed in [26], they are classified into the Lorenz system group if $a_{11}a_{12} < 0$, the Chen system group if $a_{11}a_{12} < 0$, or the Yang–Chen system (transition system) group if $a_{11}a_{12} = 0$. Most of the studied chaotic systems belong to the Shilnikov type, but the Shilnikov criteria is not sufficient-necessary condition for emergence of chaos. So it is very important to generate a new simple chaotic system which doesn’t belong to Shilnikov type chaos. In Ref. [19] Sprott considered some ordinary differential equations of chaotic systems with one stable equilibrium but less than seven items and only contain one or two nonlinearities in 1994. In Ref. [22], Wang considered a new chaotic with one stable equilibrium based on Sprott E system by adding a constant

DOI: 10.14736/kyb-2014-4-0616
Dynamics analysis and robust modified function projective synchronization

number to the first equation. To investigate the chaos of these systems, in Ref. [25], we consider a generalized chaotic system with one stable equilibrium

\[ \dot{x} = yz + h(x), \quad \dot{y} = x^2 - y, \quad \dot{z} = 1 - 4x, \]  

where \( h(x) = e x^2 + f x + g \). Obviously, it has only one equilibrium \( E\left(\frac{1}{4}, \frac{1}{16}, -e - 4f - 16g\right) \).

Let \( \tilde{x} = x - \frac{1}{4}, \quad \tilde{y} = y - \frac{1}{16}, \quad \tilde{z} = z + e + 4f + 16g \), then the system (1) can be transformed into

\[ \dot{\tilde{x}} = \left(\frac{e}{2} + f\right) \tilde{x} - (e + 4f + 16g)\tilde{y} + \frac{1}{16} \tilde{z} + e\tilde{x}^2 + \tilde{y} \tilde{z}, \quad \dot{\tilde{y}} = \frac{1}{2} \tilde{x} - \tilde{y} + \tilde{x}^2, \quad \dot{\tilde{z}} = -4\tilde{x} \]  

which has one equilibrium \( O(0, 0, 0) \). Since this system is different from the existing Shilnikov type chaotic systems, it is important and necessary to further study the dynamics on the basis of the Ref. [25], such as the existence of periodic orbits, the qualitative analysis of infinite points etc.

Furthermore, the generation mechanism of chaos has been an active research topic since Lorenz system was proposed. Generally chaos behavior is understood as a result of interplay between stable manifold and unstable manifold of a unstable equilibrium or some equilibria. Ref. [22] added a simple constant control parameter to Sprott E chaotic system, which can generate chaotic attractors with only one stable equilibrium and reveal some new mysterious features of chaos. Inspired by this idea, we report a simple three-dimensional autonomous chaotic system with only one stable node-focus equilibrium in Ref. [25]. The discovery of this new system is interesting, because with a single stable equilibrium in a 3D autonomous quadratic system, one typically would anticipate non-chaotic behaviors. Yet, this system is chaotic. Therefore, it is necessary to explore whether there are other simple 3D autonomous chaotic systems only with one stable equilibrium and at most six terms including only one or two nonlinear terms such that the topological structure of these systems and the proposed system by Wang and Chen [22] are different?

On the other hand, researchers frequently encounters chaos control and chaos synchronization problems in many physical chaotic systems, and they have developed many methods and techniques over the last few decades, such as feedback approach, adaptive method and different kinds of synchronization: complete synchronization (CS, i.e. Identical synchronization (IS)), phase synchronization (PS), lag synchronization (LS), anticipatory synchronization (AS), GS, multiplexing synchronization (MS) etc. [2, 13, 23]. In recent years, function projective synchronization (FPS) was proposed in Ref. [10]. Furthermore, In Ref. [20] MFPS of two hyperchaotic systems was designed. However, most existing MFPS does not consider the parameters perturbation in realistic systems. It is an ideal candidate for examining RMFPS for the system (1).

Meanwhile, the chaotic attractor of the system (1) with only one stable equilibrium is a hidden attractor which has a basin of attraction that does not intersect with small neighborhoods of any equilibrium points [8, 11–12]. In engineering applications, hidden attractors allow unexpected and potentially disastrous responses to perturbations in a structure like a bridge or an airplane wing. So we can see that the study of the dynamics of the system (1) and RMFPS for this system is of high practical importance. Hopf bifurcation, dynamics at infinity and RMFPS are researched in this paper. The
paper is organized as follows. Hopf bifurcation based on center manifold theorem is presented in Sec. 2. In Sec. 3, dynamical behaviors at infinity are obtained by using the Poincare compatification of polynomial vector field in \( R^3 \). Also, RMFPS is designed and proved by using Lyapunov direct method in Sec. 4. In Sec. 5, numerical simulations are provided to illustrate the subcritical and the supercritical Hopf bifurcation together with the performance of the proposed synchronization strategy. Finally, some concluding remarks are presented in the final section.

2. HOPF BIFURCATION ANALYSIS

Rewrite the system (2) as
\[
\dot{X} = JX + F(X)
\]
where
\[
J = \begin{pmatrix} \frac{e}{2} + f & -e - 4f - 16g & \frac{1}{10} \\ \frac{1}{2} & -1 & 0 \\ -4 & 0 & 0 \end{pmatrix},
\]
\[
F(X) = \begin{pmatrix} e\tilde{x}^2 + \tilde{y} \tilde{z} \\ \tilde{x}^2 \\ 0 \end{pmatrix},
\]
\[
X = (\tilde{x}, \tilde{y}, \tilde{z})^T.
\]

Suppose that the function \( F(X) \) is represented as
\[
F(X) = \frac{1}{2} A(u, v) + \frac{1}{6} B(u, v, w) + O(\|X\|^4),
\]
and \( A(u, v), B(u, v, w) \) are symmetric multilinear vector functions,
\[
A(u, v) = \begin{pmatrix} 2uv_1 + u_2v_3 + u_3v_2 \\ 2uv_1 \\ 0 \end{pmatrix},
\]
\[
B(u, v, w) \equiv 0.
\]

Theorem 2.1. The Hopf bifurcation of system (1) on the bifurcation surface on \( 1 - f - \frac{e}{2} > 0, \frac{1}{4} + f + 8g > 0, \) and \( \frac{e}{2} - 8g \leq \frac{1}{4} \).

Proof. Obviously, the characteristic polynomial is
\[
f(\lambda) = \lambda^3 + \left(1 - f - \frac{e}{2}\right) \lambda^2 + \left(\frac{1}{4} + f + 8g\right) \lambda + \frac{1}{4}.
\]
Suppose \( f(\lambda) \) has a pair of pure imaginary roots \( \lambda_{1,2} = \pm i\omega \) and a negative root \( \lambda_3 \) and substitute these into \( f(\lambda) \), it then follows that
\[
\lambda_3 = - \left(1 - f - \frac{e}{2}\right) < 0, \omega^2 = \frac{1}{4} + f + 8g > 0, \left(1 - f - \frac{e}{2}\right) \left(\frac{1}{4} + f + 8g\right) = \frac{1}{4}.
\]
Solve the third equation,
\[
f^2 + \left(\frac{e}{2} + 8g - \frac{3}{4}\right) f + 4eg + \frac{e}{8} - 8g = 0.
\]
It leads to \( f = \frac{-\left(\frac{e}{2} + 8g - \frac{3}{4}\right) \pm \sqrt{\left(\frac{e}{2} + 8g - \frac{3}{4}\right)^2 - 4\left(\frac{e}{2} + 8g - \frac{3}{4}\right)}}{2}, \) and \( \left(\frac{e}{2} - 8g - \frac{1}{4}\right) \left(\frac{e}{2} - 8g - \frac{9}{4}\right) \geq 0, \) one obtains \( \frac{e}{2} - 8g \geq \frac{9}{4} \) or \( \frac{e}{2} - 8g \leq \frac{1}{4} \), the Hopf bifurcation surface is
\[
\begin{align*}
1 - f - \frac{e}{2} & > 0 \\
\frac{1}{4} + f + 8g & > 0 \\
\frac{e}{2} - 8g & \leq \frac{1}{4}.
\end{align*}
\]

The Hopf bifurcation of system (1) on the bifurcation surface is rather complicated. So the simple case with \(e = 16g + \frac{1}{2}, f = \frac{1}{4} - 8g\) is considered.

**Theorem 2.2.** If \(e = 16g + \frac{1}{2}, f = \frac{1}{4} - 8g\), the Jacobian matrix \(J\) has a pair of purely imaginary conjugate roots, \(\lambda_{1,2} = \pm \sqrt{\frac{1}{4} + f + 8gi}\), and a negative solution \(\lambda_3 = -(1 - f - \frac{e}{2})\), together with such that \(\text{Re}(\lambda'_f(f_0)) \neq 0\), there for the system (1) displays a Hopf bifurcation at the point \(E\).

**Proof.** Let \(e = 16g + \frac{1}{2} = e_0, f = \frac{1}{4} - 8g\), the system (2) changes to

\[
\dot{x} = \frac{1}{2}x - \frac{3}{2}y + \frac{1}{16}z + \left(\frac{1}{2} + 16g\right) x^2 + \frac{1}{2}x - \dot{y} + \frac{1}{2}x^2, \quad \dot{z} = -4x
\]

and has characteristic roots \(\lambda_{1,2} = \pm \frac{\sqrt{2}}{2}i, \lambda_3 = -\frac{1}{2}\). According to the characteristic polynomial \(f(\lambda)\), it has

\[
\lambda'_e = \frac{\frac{1}{2}\lambda^2}{3\lambda^2 + 2(1 - f - \frac{e}{2})\lambda + \left(\frac{1}{4} + f + 8g\right)}.
\]

Substitute \(\lambda_{1,2} = \pm \frac{\sqrt{2}}{2}i, e = e_0\) into above expression, and it obtains \(\text{Re}(\lambda'_e(e_0)) = \frac{1}{6} > 0\). Consequently, the system (2) displays a Hopf bifurcation at \(O(0,0,0)\), so the system (1) displays a Hopf bifurcation at \(E\). \(\square\)

Next, we will use the method of projection for center manifold computation[9]. At the equilibrium \(O(0,0,0)\), and under the condition of \(e = 16g + \frac{1}{2} = e_0, f = \frac{1}{4} - 8g\), the Jacobian matrix \(J\) will be

\[
J_A = \begin{pmatrix}
\frac{1}{4} & -\frac{3}{2} & 1 \\
\frac{3}{2} & -1 & 0 \\
-4 & 0 & 0
\end{pmatrix}
\]

and has characteristic roots \(\lambda_{1,2} = \pm \frac{\sqrt{2}}{2}i, \lambda_3 = -\frac{1}{2}\) with corresponding eigenvectors

\[
\xi_1 = \begin{pmatrix}
-\frac{\sqrt{2}}{8}i \\
-\frac{1}{24} - \frac{\sqrt{7}}{24}i \\
1
\end{pmatrix}, \quad \xi_2 = \begin{pmatrix}
\frac{\sqrt{2}}{8}i \\
-\frac{1}{24} + \frac{\sqrt{7}}{24}i \\
1
\end{pmatrix}, \quad \xi_3 = \begin{pmatrix}
1 \\
1 \\
8
\end{pmatrix}.
\]
Also we can obtain the transpose matrix of $J_A$

$$J_B = (J_A)^T = \begin{pmatrix} \frac{1}{2} & \frac{1}{2} & -4 \\ -\frac{3}{2} & 1 & 0 \\ \frac{1}{16} & 0 & 0 \end{pmatrix}$$

which has the same characteristic roots, and the corresponding eigenvectors are

$$\eta_1 = \begin{pmatrix} 8\sqrt{2}i \\ -8 - 8\sqrt{2}i \\ 1 \end{pmatrix}, \quad \eta_2 = \begin{pmatrix} -8\sqrt{2}i \\ -8 + 8\sqrt{2}i \\ 1 \end{pmatrix}, \quad \eta_3 = \begin{pmatrix} 8 \\ 24 \end{pmatrix}.$$

Let

$$q = \xi_1 = \begin{pmatrix} -\frac{\sqrt{2}}{8}i \\ -\frac{1}{24} - \frac{\sqrt{7}}{24}i \end{pmatrix}, \quad p = \frac{\eta_2}{\langle\eta_2, \xi_1\rangle} = \begin{pmatrix} \frac{12\sqrt{2}i}{-4+\sqrt{2}i} \\ \frac{12-12\sqrt{2}i}{-4+\sqrt{2}i} \end{pmatrix}$$

where $\langle\alpha, \beta\rangle$ is the standard scalar product in $C^n$, and $\langle\alpha, \beta\rangle = \sum_{i=1}^{n} \bar{\alpha}_i\beta_i$. Obviously, $q, p$ satisfy $J_Aq = \frac{\sqrt{2}}{2}i\cdot q$, $J_Bp = -\frac{\sqrt{2}}{2}i\cdot p$ and $\langle p, q\rangle = 1$, then the following computations are tedious but straightforward.

$$A(q, q) = \begin{pmatrix} -g - \frac{11}{96} - \frac{\sqrt{2}}{12}i \\ -\frac{1}{16} \end{pmatrix}, \quad A(q, \bar{q}) = \begin{pmatrix} g - \frac{5}{96} \\ \frac{1}{16} \end{pmatrix}, \quad B(q, q, \bar{q}) = 0.$$

Let $s = J_A^{-1}A(q, \bar{q})$, and $s = \begin{pmatrix} 0 \\ -\frac{1}{16} \end{pmatrix}$, then we can compute the following expressions.

$$A(q, s) = \begin{pmatrix} \frac{5}{144} - \frac{2g}{3} - \frac{2\sqrt{2}g}{3}i + \frac{7\sqrt{2}i}{72} \\ 0 \end{pmatrix}$$

$$t = (\sqrt{2}iE - J)^{-1}A(q, q) = \begin{pmatrix} \frac{\sqrt{2}}{2}(19 - 96g + 5\sqrt{2}g) \\ -\frac{37 + 96\sqrt{2}gi + 5\sqrt{2}i}{144(1 + \sqrt{2}i)} \\ \frac{14 - 96g - 19\sqrt{2}i - 96\sqrt{2}gi}{18(1 + \sqrt{2}i)} \end{pmatrix}$$

$$A(\bar{q}, t) = \begin{pmatrix} \frac{544g^2 - 3072g^2 - 512\sqrt{2}gi - 3072\sqrt{2}g^2i - 44 + 13\sqrt{2}i}{288(1 + \sqrt{2}i)} \\ \frac{14 - 96g - 19\sqrt{2}i - 96\sqrt{2}gi}{144(1 + \sqrt{2}i)} \end{pmatrix}.$$
when \( g \in \left( -\frac{7-\sqrt{2089}}{192}, \frac{7+\sqrt{2089}}{192} \right) \), \( l_1(0) > 0 \) the hopf bifurcation is subcritical, when \( g \in \left( -\infty, -\frac{7-\sqrt{2089}}{192} \right) \cup \left( \frac{7+\sqrt{2089}}{192}, +\infty \right) \), \( l_1(0) < 0 \), the Hopf bifurcation is supercritical.

**Theorem 2.3.** For the Sprott E system with quadratic perturbation (1), \( e = 16g + \frac{1}{2} = e_0 \), \( f = \frac{1}{4} - 8g \), (I) when \( g \in \left( -\frac{7-\sqrt{2089}}{192}, -\frac{7+\sqrt{2089}}{192} \right) \), and \( e < e_0 \), the semistable limit cycle will emerge, and the Hopf bifurcation is subcritical. (II) when \( g \in \left( -\infty, -\frac{7-\sqrt{2089}}{192} \right) \cup \left( \frac{7+\sqrt{2089}}{192}, +\infty \right) \), and \( e > e_0 \), the stable limit cycle will emerge, and the Hopf bifurcation is supercritical.

### 3. DYNAMICS ANALYSIS AT INFINITY

In this section, we use the Poincare compactification method \([6, 14–15, 17]\) to make a analysis of the flow of the system (1) at infinity. Let \( S^3 = \{ r = (r_1, r_2, r_3, r_4) \in \mathbb{R}^4 \mid \|r\| = 1 \} \) be a Poincare unit sphere. We divide this sphere into \( S_+ = \{ r \in S^3, r_4 > 0 \} \) (the northern hemisphere), \( S_- = \{ r \in S^3, r_4 < 0 \} \) (the southern hemisphere) and \( S^1 = \{ r \in S^3, r_4 = 0 \} \) (the equator). Denote the tangent hyperplanes at the point \((\pm 1, 0, 0, 0), (0, \pm 1, 0, 0), (0, 0, \pm 1, 0), (0, 0, 0, \pm 1)\) by the local chart \( U_i, V_i \) for \( i = 1, 2, 3, 4 \), where \( U_i = \{ r \in S^3, r_i > 0 \} \), \( V_i = \{ r \in S^3, r_i < 0 \} \). Define the central projections \( f^+ : \mathbb{R}^3 \to S^3 \) and \( f^− : \mathbb{R}^3 \to S^3 \) by \( f^\pm(x, y, z) = \pm \left( \frac{x}{\Delta}, \frac{y}{\Delta}, \frac{z}{\Delta} \right) \), where \( \Delta = \sqrt{1 + x^2 + y^2 + z^2} \), also define \( \varphi_k : U_k \to \mathbb{R}^3, \phi_k : V_k \to \mathbb{R}^3 \) by \( \varphi_k = -\phi_k = \left( \frac{r_l}{r_k}, \frac{r_m}{r_k}, \frac{r_n}{r_k} \right) \) for \( k = 1, 2, 3, 4 \) with \( 1 \leq l, m, n \leq 4 \) and \( l, m, n \neq k \). We only consider the local charts \( U_i, V_i \) for \( i = 1, 2, 3 \) for getting the dynamics at \( x, y, z \) infinity (shown in Figure 1).

![Orientation of the local charts U_i, V_i for i = 1, 2, 3 in the positive endpoints of the x, y, z axis.](image-url)
Theorem 3.1. For all values of the parameters $e, f, g$, the phase portrait of the system (1) on the Poincare sphere at infinity is as shown in Figure 2. There coexists a degenerate stable node and a degenerate unstable node on the $x - y$ plane. Moreover, there exists two saddle-nodes at the positive and negative of the $y$ axis and two cusps at the positive and negative of the $z$ axis.

![Phase portraits of the system (1) on Poincare sphere](image)

Fig. 2. The phase portraits of the system (1) on Poincare sphere: $e > 0$ (left) and $e < 0$ (right).

In the local charts $U_1$ and $V_1$

Take the change of variables $(x, y, z) = (w^{-1}, uw^{-1}, vw^{-1})$, and $t = w\tau$, the system (1) becomes

\[
\begin{align*}
\frac{du}{d\tau} &= -u^2v - eu - fuw - gw^2 + 1 - uw, \\
\frac{dv}{d\tau} &= -uv^2 - ev - fw - gwv^2 + w^2 - 4w, \\
\frac{dw}{d\tau} &= -uvw - ew - fw^2 - gw^2.
\end{align*}
\]

(5)

If $w = 0$, the system (5) reduces to

\[
\begin{align*}
\frac{du}{d\tau} &= -u^2v - eu + 1, \\
\frac{dv}{d\tau} &= -uv^2 - ev.
\end{align*}
\]

(6)

The system (6) has a unique singularity $\left(\frac{1}{e}, 0\right)$, which is a degenerate stable node for $e > 0$ and a degenerate unstable node for $e < 0$.

The flow in the local chart $V_1$ is the same as the flow in the local chart $U_1$ reversing the time, hence, the system (1) has a degenerate unstable node for $e > 0$ and a degenerate stable node for $e < 0$ on the infinite sphere. Because the system (6) is a
planar polynomial system, we can easily obtain the phase portraits of the system (6) on Poincare disc which are shown in Figure 3 in accordance with the qualitative theory of differential equations.

![Phase portraits of the system (6) on Poincare disc](image)

**Fig. 3.** The phase portraits of the system (6) on Poincare disc: $e > 0$ (left) and $e < 0$ (right).

**In the local charts $U_2$ and $V_2$**

Next, we study the dynamics of the system (1) at infinity of the $y$ axis. Take the transformation $(x, y, z) = (uw^{-1}, w^{-1}, vw^{-1})$, and $t = w\tau$, the system (1) becomes

\[
\frac{du}{d\tau} = uw - u^3 + v + eu^2 + fwu + gw^2, \quad \frac{dv}{d\tau} = -u^2v + wv + w^2 - 4uw, \quad \frac{dw}{d\tau} = -u^2w + w^2. \tag{7}
\]

If $w = 0$, the system (7) reduces to

\[
\frac{du}{d\tau} = -u^3 + v + eu^2, \quad \frac{dv}{d\tau} = -u^2v. \tag{8}
\]

The system (8) has a nilpotent singular point $(0, 0)$ and a degenerate stable node $(e, 0)$. In accordance with Nilpotent Singular Points Theorem [7], we can know that the nilpotent singular point $(0, 0)$ is a saddle-node. The flow in the local chart $V_2$ is the same as the flow in the local chart $U_2$ reversing the time. The phase portraits of the system (8) on Poincare disc are shown in Figure 4.

**In the local charts $U_3$ and $V_3$**

Finally, we consider infinity at the $z$ axis. Let $(x, y, z) = (uw^{-1}, vw^{-1}, w^{-1})$, and
$t = w\tau$, the system (1) becomes
\begin{align*}
\frac{du}{d\tau} &= -uw^2 + 4wu^2 + v + eu^2 + fuw + gw^2, \\
\frac{dv}{d\tau} &= -vw^2 + 4uvw + u^2 - wv, \\
\frac{dw}{d\tau} &= -w^3 + 4uw^2.
\end{align*}
(9)

If $w = 0$, the system (9) reduces to
\begin{align*}
\frac{du}{d\tau} = v + eu^2, \quad \frac{dv}{d\tau} = u^2.
\end{align*}
(10)

The system (10) has only one nilpotent singular point $(0, 0)$. In accordance with Nilpotent Singular Points Theorem, we can know that the nilpotent singular point $(0, 0)$ is a cusp. Again the flow in the local chart $V_3$ is the same as the flow in the local chart $U_3$ reversing the time. The phase portraits of the system (10) on Poincare disc are shown in Figure 5.

From the above analysis, and taking into account its orientation as shown in Figure 1, we can get the structure of the system (1) on the sphere at infinity shown in Figure 2 (we only give the separatrix for the clarity of the figures), and verify the theorem 4. We must note that the degenerate node $(\frac{1}{e}, 0)$ of the system (6) and the degenerate node $(e, 0)$ of the system (8) are the same points in the space of $xyz$. From the Figure 1, we can see that in the local chart $U_1$, the infinity of the $u$ axis is the origin of the $u$ axis in the local chart $U_2$, so there exists a reciprocal relation from $U_1$ to $U_2$. 
4. ROBUST MODIFIED FUNCTION PROJECTIVE SYNCHRONIZATION

Since the parameters of the actual system are unknown and there exists the parameters perturbation, we can rewrite the system (1) as the driven system

\[
\dot{x}_1 = x_2 x_3 + e x_1^2 + f x_1 + g, \quad \dot{x}_2 = x_1^2 - x_2, \quad \dot{x}_3 = 1 - 4x_1 \tag{11}
\]

and construct the response system with unknown parameters \(e, f, g\).

\[
\begin{align*}
\dot{y}_1 &= y_2 y_3 + (e + \Delta e) y_1^2 + (f + \Delta f) y_1 + (g + \Delta g) + u_1, \\
\dot{y}_2 &= y_1^2 - y_2 + u_2, \\
\dot{y}_3 &= 1 - 4y_1 + u_3 \tag{12}
\end{align*}
\]

where \(\Delta e, \Delta f, \Delta g\) are parameters perturbation. Let \(\varepsilon_1 = y_1 - h_1(t)x_1, \varepsilon_2 = y_2 - h_2(t)x_2, \varepsilon_3 = y_3 - h_3(t)x_3\), then the error system is

\[
\begin{align*}
\dot{\varepsilon}_1 &= \dot{y}_1 - \dot{h}_1(t)x_1 - h_1(t)\dot{x}_1, \\
\dot{\varepsilon}_2 &= \dot{y}_2 - \dot{h}_2(t)x_2 - h_2(t)\dot{x}_2, \\
\dot{\varepsilon}_3 &= \dot{y}_3 - \dot{h}_3(t)x_3 - h_3(t)\dot{x}_3 \tag{13}
\end{align*}
\]

where \(h_1(t), h_2(t), h_3(t)\) are modified function of projective synchronization. We also take \(\hat{e}, \hat{f}, \hat{g}\) as the parameter estimates of \(e, f, g\), and denote \(\varepsilon_e = \hat{e} - e, \varepsilon_f = \hat{f} - f, \varepsilon_g = \hat{g} - g\), then the parameter error system is

\[
\begin{align*}
\dot{\varepsilon}_e &= \dot{\hat{e}} - k_e \varepsilon_e, \\
\dot{\varepsilon}_f &= \dot{\hat{f}} - k_f \varepsilon_f, \\
\dot{\varepsilon}_g &= \dot{\hat{g}} - k_g \varepsilon_g. \tag{14}
\end{align*}
\]
Theorem 4.1. When the controller $u_1, u_2, u_3$ satisfy $u_1 = -y_2y_3 - ey^2_2 - f y_1 - g + \dot{h}_1(t)x_1 + h_1(t)(x_2x_3 + ex^2_1 + f x_1 + g) - l\varepsilon_1 - k\frac{y^2_1\varepsilon_1 + y^2_2\varepsilon_2 + \varepsilon_1}{(y^2_1\varepsilon_1 + (y_1\varepsilon_1)^2 + (\varepsilon_1)^2)^2}$, $u_2 = -y_1^2 + y_2 + \dot{h}_2(t)x_2 + h_2(t)(x_1^2 - x_2) - l\varepsilon_2$, $u_3 = -1 + 4y_1 + \dot{h}_3(t)x_3 + h_3(t)(1 - 4x_1) - l\varepsilon_3$, and $\dot{l} = \mu(\varepsilon_1^2 + \varepsilon_2^2 + \varepsilon_3^2)$, $k = \|[\Delta e, \Delta f, \Delta g]^T\|_1$, then the system (11) and (12) will approach function projective synchronization.

Proof. Choose the Lyapunov function $V = \frac{1}{2}\sum_{i=1}^{3} \varepsilon_i^2 + \varepsilon_1^2 + \varepsilon_2^2 + \varepsilon_3^2 + \frac{1}{n}(l - \dot{l})^2$, and compute the derivative of $V$,

\[
\begin{align*}
\dot{V} &= \varepsilon_1[y_2y_3 + (e + \Delta e)y_1^2 + (f + \Delta f)y_1 + (g + \Delta g) + u_1 - \dot{h}_1(t)x_1 - h_1(t)x_1] \\
&+ \varepsilon_2[y_2^2 - y_2 + u_2 - \dot{h}_2(t)x_2 - h_2(t)x_2] + \varepsilon_3[1 - 4y_1 + u_3 - \dot{h}_3(t)x_3 - h_2(t)x_3] \\
&+ \varepsilon_1\dot{\varepsilon}_1 + \varepsilon_2\dot{\varepsilon}_2 + \varepsilon_3\dot{\varepsilon}_3 + \frac{1}{n}(l - \dot{l})
\end{align*}
\]

\[
\begin{align*}
&= \varepsilon_1[\Delta e y_1^2 + \Delta f y_1 + \Delta g - \frac{k(y^2_1\varepsilon_1 + y^2_2\varepsilon_2 + \varepsilon_1)}{(y^2_1\varepsilon_1 + (y_1\varepsilon_1)^2 + (\varepsilon_1)^2)^2}] \\
&- k\varepsilon_1^2 - k\varepsilon_2^2 - k\varepsilon_3^2 - l(\varepsilon_1^2 + \varepsilon_2^2 + \varepsilon_3^2)
\end{align*}
\]

\[
\begin{align*}
&= \left[\frac{\Delta e y_1^2 + \Delta f y_1 + \Delta g}{(y^2_1\varepsilon_1 + (y_1\varepsilon_1)^2 + (\varepsilon_1)^2)^2} - k\right](y^2_1\varepsilon_1 + (y_1\varepsilon_1)^2 + (\varepsilon_1)^2) \\
&- k\varepsilon_1^2 - k\varepsilon_2^2 - k\varepsilon_3^2 - l(\varepsilon_1^2 + \varepsilon_2^2 + \varepsilon_3^2)
\end{align*}
\]

\[
\begin{align*}
&= -k((y^2_1\varepsilon_1 + (y_1\varepsilon_1)^2 + (\varepsilon_1)^2) - \Delta e y_1^2 - \Delta f y_1 - \Delta g) - l(2\varepsilon_1^2 + 2\varepsilon_2^2 + 2\varepsilon_3^2) \\
&- k\varepsilon_1^2 - k\varepsilon_2^2 - k\varepsilon_3^2 - l(\varepsilon_1^2 + \varepsilon_2^2 + \varepsilon_3^2) \leq 0
\end{align*}
\]

by the theory of stability, the error system (13) will be stable, i.e. the driven system (11) and the response system (12) will approach function projective synchronization.

\]

5. NUMERICAL SIMULATION

Let $g = 0.02, f = 0.09$, then $e_0 = 0.82$, take $e = 0.2$, and the equilibrium becomes $E(\frac{1}{4}, \frac{1}{3}, -0.88)$, and the corresponding characteristic values are $\lambda_{1,2} = -0.0852 \pm 0.6194i$, $\lambda_3 = -0.6394$, obviously, the equilibrium is a stable node-foci, and the limit cycle is semistable (see Figure 6).

Let $g = 0.3, f = -2.15$, then $e_0 = 5.3$, take $e = 5.5$, and the equilibrium becomes $E(\frac{1}{4}, \frac{1}{3}, -1.7)$, and the corresponding characteristic values are $\lambda_{1,2} = 0.0347 \pm 0.7289i$, $\lambda_3 = -0.4694$, obviously, the equilibrium is an unstable saddle-foci, and the limit cycle is stable (see Figure 7).

To investigate the feasibility of the supposed controller in section 4, we take $g = 0.02, f = -0.1, e_0 = 0.06$ we can know that the driven system (11) is a chaotic system by Ref. [25], meanwhile, we take $k = 0.03$, $k_1 = k_2 = k_3 = 1, \mu = 0.1$, $\Delta e = 0.02\sin t, \Delta f = 0.02\cos t, \Delta g = -0.02\sin t$, $h_1(t) = 0.02 + 0.01\sin \frac{\pi t}{10}, h_2(t) = 0.03 + 0.02\sin \frac{\pi t}{40}, h_3(t) = 0.04 + 0.03\sin \frac{\pi t}{40}$, the chaotic attractor projection in $x - y$ plane of the driven system and response system shown in Figure 8. The synchronization of the driven system and response system shown in Figure 9, and from the Figure 10, we can see the error of the driven system and response system equals zeros. Since the parameters of the system are unknown, the estimated values of parameters $e, f, g$ are shown in Figure 11.
Fig. 6. Subcritical hopf bifurcation for $g = 0.02$.

Fig. 7. Supercritical hopf bifurcation for $g = 0.3$. 
Fig. 8. Chaotic attractor projection in $x - y$ plane of the driven system and response system.

Fig. 9. Synchronization of the driven system and response system.

Fig. 10. Evolution of the error system.
6. CONCLUSION

This paper deals with the dynamics and the synchronization of a simple chaotic system with stable equilibrium. The Hopf bifurcation of this system is computed by the method of projection for center manifold, and the subcritical and the supercritical Hopf bifurcation are obtained. Moreover, a complete description of the dynamics of this system at infinity is given using the Poincare compactification of polynomial vector in $R^3$. Also the RMFPS for this special chaotic system is proposed, and proved by the direct Lyapunov method. Numerical simulations confirms the correctness of the Hopf bifurcation analysis and the efficiency of the proposed synchronization strategy. Indeed, the global dynamical behaviors and the geometrical structure of this system have not been presented completely. The generation mechanism of the chaos for this special system, also with the algebra structure criteria (or normal form) for this system need to be studied. Furthermore, the chaos control and synchronization such as fractional controller for this system still need to be designed, and the corresponding fractional order chaotic system needs to be constructed and considered. These will be provided in future works.

Moreover, in future works, we will use the proposed analysis method to investigate some complex chaotic systems, such as the typical multi-scroll chaotic systems [18] by some effective design methods using trigonometric functions, cellular neural networks, nonlinear modulating functions etc and the networked chaotic systems [3–5]. It is expected that more detailed theory analysis will be provided in a forthcoming paper.
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